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Abstract

Deep neural networks have been revolutionizing the field of machine learn-
ing for the past several years. They have been applied with great success in
many domains of the biomedical data sciences and are outperforming extant
methods by a large margin. The ability of deep neural networks to pick up
local image features and model the interactions between them makes them
highly applicable to regulatory genomics. Instead of an image, the networks
analyze DNA and RNA sequences and additional epigenomic data. In this
review, we survey the successes of deep learning in the field of regulatory
genomics. We first describe the fundamental building blocks of deep neu-
ral networks, popular architectures used in regulatory genomics, and their
training process on molecular sequence data. We then review several key
methods in different gene regulation domains. We start with the pioneer-
ing method DeepBind and its successors, which were developed to predict
protein-DNA binding. We then review methods developed to predict and
model epigenetic information, such as histone marks and nucleosome occu-
pancy. Following epigenomics, we review methods to predict protein—RINA
binding with its unique challenge of incorporating RNA structure informa-
tion. Finally, we provide our overall view of the strengths and weaknesses of
deep neural networks and prospects for future developments.
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1. INTRODUCTION
1.1. Biological Introduction

Gene regulation is one of the most critical processes taking place in every cell all the time (1).
The central dogma of molecular biology states that genes encode for proteins (2). Genes reside
on several double-stranded DNA molecules, known as chromosomes, which together make up
the genome. The DNA segments containing genes are transcribed to RNA molecules known as
messenger RNA. These in turn are translated into proteins that perform a specific function in the
cell. The accurate and timely regulation of gene transcription and translation is essential for the
correct function of individual cells and common function as tissues.

Gene regulation takes place at several layers in the genome (3). First, gene transcription is ini-
tiated by transcription factor (TF) binding. TFs are DNA-binding proteins; each protein has a
specific DNA binding preference, which dictates its binding to genomic binding sites (BSs). Since
genomic DNA is a long molecule wrapped around nucleosomes, only nucleosome-depleted re-
gions are available for binding, thus providing another layer of regulation (4). Other epigenomic
signals affect gene transcription, such as histone modifications and DNA methylation. Histone
modifications mark regulatory regions with different functions and activity levels, such as en-
hancers and promoters (5). DNA methylation has a role in gene silencing (6). Once a gene is
transcribed to RNA, posttranscriptional regulation occurs at the RNA level. This regulation is me-
diated through both the RNA sequence and structure, as an RNA molecule, as opposed to double-
stranded DNA, may fold on itself (7). RNA-binding proteins (RBPs) bind RNAs with sequence and
structure specificity. By RBP binding, RNA stability, splicing, and localization, among other RNA
processes, are regulated. Therefore, RBPs are important players in posttranscriptional regulation.

The main mechanism by which control of gene expression is achieved is transcriptional regu-
lation. Although a promoter is necessary to initiate gene transcription, a significant part of eukary-
otic transcriptional regulation is mediated by distal cis-regulatory modules (8). The most common
forms are known as enhancers: clusters of TF BSs that act without regard to orientation, distance,
or location (up- or downstream) relative to the transcribed gene (9). Regulation of gene expression
is also achieved by additional distal cis-acting regulatory elements that include silencers, insulators,
and locus control regions (10).

Most of the functional DNA in the genome is likely regulatory (11), with TFs playing a central
role in its recognition and utilization. There is a clear role for TFs and RBPs in many human dis-
eases, highlighting the importance of continued efforts for understanding TF- and RBP-mediated
gene regulatory mechanisms (12, 13). Multiple regulatory elements may work in a synergistic or
redundant manner in regulating the same gene. In addition, interactions on a larger scale affect
gene expression, such as enhancer-promoter contacts and the large-scale arrangement of regu-
latory features along chromosomes and in three dimensions (14). Much effort has been made to
characterize and annotate the regulatory genome. For example, the Open Regulatory Annotation
database (ORegAnno) is a resource for curated regulatory annotation. It contains information
about regulatory regions, TF and RBP BSs, and other regulatory elements (15). The current ver-
sion of ORegAnno has a total of almost two million unique records. These records cover more
than 300 million bp (base pairs) across 18 species. The vast majority of these records are mapped
to human and mouse genomes, with slightly less than 1.5 million records in human and slightly
more than 400,000 records in mouse.

1.2. Technological Introduction

Due to their importance in almost any cellular process, several technologies have been devel-
oped in past years to measure DNA and RINA binding or epigenetic marks on a genome-wide
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Table 1 Experimental protocols to measure regulatory elements in high throughput

Number of

Technology Target Domain sequences Resolution Label
ChIP-seq (16) TF/histone In vivo Thousands ~100 bp Bound
PBM (23) TF In vitro Thousands 36 bp Intensity
HT-SELEX (24) TF In vitro Millions ~20 bp Multiclass
ATAC-seq (25) Nucleosome In vivo Thousands ~1,000 bp Open
DNase-seq (26) Nucleosome In vivo Thousands ~1,000 bp Open
CLIP-seq (22) RBP In vivo Thousands ~40 bp Bound
RNAcompete (27) RBP In vitro Thousands ~40 bp Intensity
RNA Bind-n-Seq (28) RBP In vitro Millions ~20 bp Multiclass
scBS-seq (19) Methylation In vivo Millions 1 bp Intensity
scRRBS-seq (20) Methylation In vivo Millions 1 bp Intensity
WGBS (21) Methylation In vivo Millions 1 bp Intensity

scale (Table 1). Chromatin immunoprecipitation (ChIP) captures DNA binding in vivo. When
combined with high-throughput sequencing, this protocol, known as ChIP-seq, can measure the
genome-wide binding of a specific protein (16). Similar protocols can measure histone modifica-
tions and their genome-wide occupancy. Nucleosome depletion, which reveals genomic regions
available for binding, can be measured on a genome-wide scale using the assay for transposase-
accessible chromatin using sequencing (ATAC-seq) and DNase I-hypersensitive (DHS) sites se-
quencing (DNase-seq) protocols (17). Several methods have been developed to measure DNA
methylation on a genome-wide scale using both microarrays and high-throughput sequenc-
ing (18), such as single-cell bisulfite sequencing (scBS-seq) (19), reduced-representation scBS-seq
(scRRBS-seq) (20), and whole-genome bisulfite sequencing (WGBS) (21). Protein-RNA binding
is measured on a transcriptome-wide scale using protocols based on cross-linking immunoprecip-
itation (CLIP) (22).

Unfortunately, in many cases the in vivo measurements are prone to experimental noise and
technological artifacts and are subject to the complexity of the cellular environment. For example,
measuring DNA binding in vivo may not reveal the full picture of TF-DNA interactions. First, the
nucleosome-depleted regions may not cover the full spectrum of possible DNA BSs. Second, in
vivo binding is affected by additional factors, such as chromatin structure, nucleosome positioning,
and cofactors.

As alternatives to the noisy in vivo data, the technological advancements made by in vivo
experimental protocols have been accompanied by advancements in the in vitro domain (Table 1).
As opposed to in vivo binding, in vitro binding is purely due to direct TF-DNA or RBP-RNA
interactions (or cooperative binding of specific factors) and allows sampling of the full spec-
trum of DNA or RNA BSs. Protein-binding microarrays (PBMs) were developed to measure
protein-DNA binding in a high-throughput, unbiased, and universal manner (23). The binding
of a specific protein is reported to around 40,000 synthetic DNA sequences. High-throughput
systematic evolution of ligands by exponential enrichment (HT-SELEX) is based on high-
throughput sequencing of TF-bound DNA sequences (24). On the RNA front, RNAcompete
tests RNA binding by measuring hybridization of bound RNAs on a microarray (27). RNA
Bind-n-Seq is based on sequencing of bound RNAs under different protein concentrations to
identify RNA binding preferences (28).
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1.3. Computational Introduction

The abundance of high-throughput data accumulated by these high-throughput experimental
techniques has given rise to many computational challenges. The main computational challenge
is known as the motif-finding problem. The goal is to find a repeating substring, with variants, in
the set of bound sequences compared to an unbound set. Formally, a motif is a summarization of
a set of BSs that share a common pattern. The most popular motif representation is the position
weight matrix (PWM), where each column represents the affinity of the protein to different nu-
cleotides in the corresponding position in the BS. These motifs can then be used both for finding
novel regulatory elements in new DNA or RNA sequences and for understanding the regulatory
mechanism of different elements.

A plethora of methods were developed for this classic bioinformatics problem for more than
three decades (29). The common pattern, i.e., motif, represents a putative regulatory element,
such as a TF BS. Variants of the motif-finding problem in bound and unbound sequences include
identifying motifs in a ranked list of sequences (30), learning models to predict binding intensity
(regression) (31), and taking into account RINA structure or epigenetic marks in addition to the
sequence information (32).

The various datasets used to find regulatory elements have been deposited in public databases
through the years. Hundreds of ChIP-seq, ATAC-seq, DNAse-seq, and other epigenomic
experiments are publicly available through the ENCODE (Encyclopedia of DNA Elements)
project (33) and Roadmap Epigenomics project (34), both in their raw read format and as
called peaks representing bound or nucleosome-depleted genomic regions. PBM data have been
deposited and curated in the UniPROBE database (35), while HT-SELEX data are available
through the European Nucleotide Archive (36). Both PBM- and HT-SELEX-inferred motifs
were compiled in the CIS-BP (Catalog of Inferred Sequence Binding Preferences) database (37).
CLIP-seq data and other CLIP experiments have been deposited and curated in doRiNA (38),
starBase (39), and CLIPdb (40) databases. A compendium of 244 RNAcompete experiments was
published in 2013 (41), and RNA Bind-n-Seq data can be downloaded from the Sequence Read
Archive database (42) and ENCODE. The GEO (Gene Expression Omnibus) repository hosts
data of many high-throughput experiments, including many measuring regulatory elements (43).
Methylation data can be downloaded from many databases, such as MethDB (44). All of these
data were pivotal in the development of bioinformatics methods.

A major breakthrough in the machine learning field, termed deep learning, has been revolu-
tionizing the data science world (45). Formally, deep learning refers to neural networks composed
of at least two layers. In almost any common task, such as identifying objects in images or playing
traditional games by computers, deep neural networks are outperforming previous methods. This
revolution has not skipped the bioinformatics field (46). Many classic biomedical data challenges
are now solved using deep learning, including problems in the gene regulation domain (31).
Prediction accuracy has been improving tremendously for image and text processing tasks (45).
Applications of deep neural networks methods to DNA, RNA, and epigenetic data have seen
similar boosts in prediction accuracy (46).

In this review, we cover the great success stories of deep learning in regulatory genomics. We
first go over the preliminaries of deep neural networks, including convolutional and recurrent neu-
ral networks (CNNs and RNN), autoencoders, deep belief networks (DBNG), and the attention
mechanism. Then, we review the pioneering method DeepBind, its successors, and interpretabil-
ity challenges in predicting protein-DNA binding. In addition, we review methods developed to
handle epigenetic and nucleosome occupancy data. Then, we cover the incorporation of RNA
structure in the methods for posttranscriptional regulation. Finally, we provide our outlook for
future advancements in the field.
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Figure 1

Fundamental building blocks of deep neural networks. (#) A basic neuron receives several inputs, and it outputs a linear combination of
them, followed by an activation function. Multiple parallel neurons serve as a fully connected layer. (4) Activation function examples.
The common property of all activation functions is that they pass along the input when it passes a certain threshold. (¢) Convolutional
operation. A weight matrix, termed kernel, traverses the input, and in each stride an inner product is calculated and passed to the
output. (d) A recurrent layer. The current state S; and output O; is a function of the current input /#; and previous state S;_;.
Abbreviation: ReLU, rectified linear unit.

2. PRELIMINARIES
2.1. Fundamental Building Blocks of Deep Neural Networks

The basic building block of a neural network is an artificial neuron, which takes as input a vector
of real values and computes the weighted sum of these values, followed by an activation function.
There are three common families of architectures for connecting neurons into a network: fully
connected, convolutional, and recurrent.

2.1.1. Basic neural networks. The basic unit of neural networks is the neuron (Figure 12). A
neuron is formally defined as a node receiving several inputs {X;}} and generating a single output.
The output is a linear combination of the inputs followed by an application of an activation func-
tion. The linear combination depends on a set of weights {I#}7. Each input has a corresponding
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weight. These weights are part of the model parameters. In addition, a neuron has a bias term %,
i.e., a constant added to the weighted sum. For input vector X of length 7 and weight vector W
of length # + 1, the net output of neuron # is

a(W,X)=W,+ Y W;-X; (neuron). 1.

i=1

The linear combination is the net output, which is then passed to an activation function
(Figure 1b). Popular functions include sigmoid and rectified linear unit (ReLU) (47):

1 . .
flx) = Tre (sigmoid), 2.

f(x) = max(x,0) (ReLU). 3.

All functions share the common theme of passing along the signal if enough input was received
(analog to a neuron in the brain), or restricting the range of output values. A set of nodes in one
layer constitute a hidden layer. A hidden layer connected to all preceding and succeeding nodes is
referred to as a fully connected layer.

Most commonly, a network’s final output is dictated by a layer of neurons (Figure 14). Their
activation function depends on the problem definition. For regression, where a numerical value,
such as DNA binding intensity, is predicted, a linear or a ReL U function fits best. For classifica-
tion, where a probability to belong to a class, such as bound or unbound, is predicted, a sigmoid
function fits best, as it outputs a value between 0 and 1. For multiclassification problems, where
a distribution is predicted (e.g., strongly bound, weakly bound, unbound), the softmax function, a
generalization of the sigmoid function to output a distribution over classes, fits best.

Fully connected layers can model feature interactions, such as the dependence between differ-
ent DNA sequence features. For example, there is a requirement for a BS to be composed of two
half sites with a variable gap. It can also merge different feature sets, such as sequence features
and RINA expression levels. A cascade of several fully connected layers can approximate nonlinear
dependencies.

2.1.2. Convolutional neural networks. CNNs extend basic neural networks by convolution
layers (Figure 24). In a convolutional layer a kernel is run through the input to detect local features
(Figure 1c). The weights of the kernel are learned in the training process. DNA sequences are
often one-hot encoded before convolution, i.e., each nucleotide is transformed to a binary vector
of length 4, with 1 set at the position corresponding to that nucleotide. A kernel on a genomic
sequence is also known as a motif detector, i.e., a kernel running on one dimension to detect
local sequence features. This is equivalent to a PWM with the difference that kernel weights are
unconstrained, i.e., they do not have to form a distribution in each position and may be negative.
A convolutional layer may include multiple kernels. In some cases, there are parallel convolutional
layers, where the kernel width and the number of kernels vary between the layers.

Formally, for a DNA sequence a one-dimensional (1D) convolutional kernel is a matrix of
dimension 4 x k. The kernel moves in strides over the sequence. For a sequence of length L, a
kernel with stride one produces L — k + 1 outputs. Formally, for sequence S and kernel K, the
output ¢ in position 7 + 1 of Sis

i+k 4
«K,S,i+1)= > K -5((S;) (convolution), 4.

j=itl £=1
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Figure 2

Popular deep neural network architectures in regulatory genomics. (#) A convolutional neural network. A one-hot-encoded
representation of a sequence is fed to a one-dimensional convolutional layer, which provides a latent representation of the sequence
using learned weights. The output is then down-sampled using a pooling operation. A fully connected layer captures interactions
between different sequence features. (b) A recurrent neural network (RINN). The sequence is split into k-mers, which are embedded to a
lower-dimension space using Word2vec. The embedded sequence flows through an RNN, which consists of gated recurrent units
(GRUgs). The output of each unit depends both on the current input and on the previous layer. GRU controls the output by reset (r)
and update (z) gates, and 4 and 7 denote the current and candidate unit states, respectively. Panels adapted with permission from
Reference 48 (2) and Reference 49 (b), both under a CC BY 4.0 license (https://creativecommons.org/licenses/by/4.0/).

where 8(¢, S;) = 1 if and only if nucleotide S; is £. The values produced for 0 <7 < L — k are
then pooled by maximum or average pooling in configurable window size and step size between
pooling windows. For example, the global max pooling value g of vector Y of size L — k + 1 is
given by

gy = , max kY,- (max pooling). 5.

2.1.3. Recurrent neural networks. RNNs were developed to model a context of a word in a
sentence (50). Similarly, on a DNA or RNA sequence, we can train them to learn the context of
a regulatory element, such as a protein BS (51) (Figure 2b). RNNs have been extremely effective
in learning and predicting the so-called sentiment of a sentence (50, 52). For the DNA binding
scenario, the sentiment may be protein bound or unbound. In this case, a DNA sequence serves
as a text in a regulatory language we are training the model to learn.

RNNSs have been shown to outperform CNNs and other deep neural networks on sequential
data (53). They are capable of modeling the ordering dependence in sequences by memorizing
long-range information through network recurrent loops. In each iteration, the input is composed
of both the previous layer output and the current input segment (e.g., a DNA word). The outputis

www.annualreviews.org o Identifying Regulatory Elements via Deep Learning 321



Annu. Rev. Biomed. Data Sci. 2020.3:315-338. Downloaded from www.annualreviews.org

Access provided by University of Birmingham on 07/21/20. For personal use only.

calculated by integrating both current and previous sequence information (Figure 1d). Formally,
for current word w; and previous state s, _ 1, the calculation of the next state is given by

si=fU-w +W-s5_1), 6.
0; = g(V-55). 7.

where U, V, and W are weight matrices, as in Figure 14d.

As the DNA vocabulary of all k-mers may be too large to convert in one-hot encoding
(as its size will be 4%), an embedding layer may be used to reduce dimensions, i.e., convert
the one-hot-encoded vector to a real vector of a few hundred elements. Common embedding
techniques include Word2vec, which has to be trained on a large corpora of text (in our case,
DNA sequences) (54).

When using RNNs one has to choose their direction and implementation. Bidirectional RNN's
are useful for other scenarios where both past and future inputs matter (55). In DNA or RNA
sequences, this means that both the 5" and 3’ flanks of an element are important to determine
its activity and function. The cyclic structure makes a seemingly shallow RNN over long-time
prediction actually very deep if unrolled in time. To resolve the problem of parameter updates
getting increasingly smaller in the training process rendered by this, Hochreiter & Schmidhuber
(56) substituted the hidden units in RNNs with long short-term memory (LSTM) units. Gated
recurrent units (GRUs) have also been introduced for a similar purpose (57).

2.2. Standard Architectures

Popular deep neural network architectures include autoencoders, DBNs, and the attention
mechanism.

2.2.1. Autoencoders. Autoencoders are neural networks that learn efficient data representa-
tions in an unsupervised manner (58). The aim of an autoencoder is to learn a representation for a
set of data, typically for dimensionality reduction, by training the network to ignore noise. Along
with the reduction, a reconstructing side is learned, where the autoencoder generates from the
reduced encoding a representation as close as possible to its original input. Several variants to the
basic model exist, with the aim of forcing the learned representations of the input to assume useful
properties (59).

Autoencoders can embed sequence data into a low-dimensional space with a hidden layer, called
the bottleneck layer, and reconstruct the original input sequence data (60). This approach forces
the network to extract useful features in the sequence, as the bottleneck layer makes it infeasible to
learn the perfect reconstruction. Reconstructing the data is often interpreted as denoising because
the unimportant variations are automatically left out. Multiple nonlinear layers generalize linear
autoencoders to a nonlinear dimensionality reduction method.

2.2.2. Attention mechanism. An attention mechanism enables a model to select which features
are important given any input context. It provides a form of conditional importance to all input
features (61). Each attention vector w is multiplied element-wise by an input vector x to produce
a vector of the form w © x. An attention mechanism is essentially a vector of probabilities usually
obtained by employing the softmax function on the final output layer of a neural network.

The attention mechanism was first proposed for machine translation and automatic image cap-
tioning (62, 63). For sequence data it allows salient features to come dynamically to the forefront
for each regulatory element as needed. As a result, the global knowledge of the model is enhanced
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by the local knowledge that each element provides. In other words, the attention mechanism offers
an insight into the model’s decision-making process by revealing a set of individualized impor-
tance scores that describe how important each feature is for the specific prediction task. Further
analysis of these importance scores reveals valuable insights that are not directly apparent in the
unattended data.

2.2.3. Deep belief networks. DBNs are composed of multiple layers of latent variables (also
known as hidden units) with connections between the layers, but not between units within each
layer (64). Each subnetwork’s hidden layer serves as the input layer for the next. This architecture
leads to a fast, layer-by-layer unsupervised training procedure, where contrastive divergence is
applied to each subnetwork in turn, starting from the lowest pair of layers (where the lowest visible
layer comprises the training data).

DBNss are obtained by stacking restricted Boltzmann machines (RBMs) (65). An RBM is a gen-
erative stochastic model that learns a probability distribution over the input space. RBMs are a
variant of Boltzmann machines, with the restriction that their neurons must form a bipartite graph.
This restriction allows for more efficient training algorithms than the general class of Boltzmann
machines, which allow for connections between hidden units. RBMs have had success in dimen-
sionality reduction for various genomic applications.

2.3. Training Neural Networks

The process of training neural networks is the main bottleneck in their utilization. The training
procedure is based on optimizing a predefined loss function. This function reflects the attempt
to learn model parameters that will bring predictions on training data closest to the true labels.
Common loss functions include cross-entropy for classification (e.g., bound or unbound) and min-
imum squared error (MSE) for regression (e.g., binding intensity). Formally, the loss functions for
real labels y, predicted labels ¥, and C categories for classification are

R -
MSE(y,§) = — > i =5, 8.
i=1
cross-entropy(y,y) = — Z Z Yij 10g(97ij)~ 9.
i=1 jeC

The gradient, a vector of the derivatives of the loss function with respect to the parameters
of the model, points in the direction of the biggest increase in the function. Thus, a step in the
opposite direction, i.e., an update of the parameters by negation of the derivative, will incur a
decrease in the loss function. The parameters are learned by taking a step in the opposite of the
gradient of the loss function. Many variants of this basic gradient descent optimization algorithm
exist (66), varying by the step size of parameter updates and the contribution of previous steps to
the current step (i.e., momentum).

Neural networks are very sensitive to the choice of hyperparameters. These include hyperpa-
rameters of the optimization procedure, such as the learning step size, the contribution of previous
steps, the number of epochs (training iterations over the whole data), and batch size (the number of
data points in each parameter update). Hyperparameters also include architecture details, such as
the number of layers, the number of neurons, and their activation function. In convolutional layers
these include kernel size (corresponding to an element, such as a BS, in a sequence), kernel stride
(kernel step size), and the number of kernels. In RNNs one has to decide about their directionality,
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memory size, and specific implementation (GRU or LSTM). The common method to find optimal
parameters is by random search, specifically, by testing various random combinations of hyperpa-
rameters and choosing the best one based on a validation set (a subset of the training dataset aside).

3. PROTEIN-DNA BINDING
3.1. Convolutional Neural Networks for Protein~-DNA Binding

Computational models for protein-DNA binding have been constantly evolving for over three
decades. They originated from simple consensus sequences and have evolved to more complex
k-mer-based models as high-throughput quantitative data became available for many TFs. The
most popular model to date is still the PWM, where each column represents the affinity of the
protein to the different nucleotides in the corresponding position in the BS. Model parameters
can be learned using different learning techniques. Trained models were used for both predicting
binding to new sequences and investigating the binding mechanism. The continued improvements
in models and data were outperformed with the emergence of deep learning and its application in
genomics.

DeepBind pioneered the use of deep learning for predicting protein-DNA binding (31). The
network architecture of DeepBind is based on a convolutional layer, a pooling layer, and a fully
connected layer (Figure 34). This architecture proved to be very useful on different types of
data: PBMs, ChIP-seq, HT-SELEX, RNAcompete, and CLIP-seq. For each dataset measuring
the binding of a specific protein, a model is learned to enable binding predictions to new DNA
or RNA sequences. For the case of PBM, for example, the fluorescence binding intensity serves
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Figure 3

Deep neural networks for protein-DNA binding. (#) DeepBind CNN, composed of a one-dimensional convolutional layer, ReLU
activation, global maximum or average pooling, and a fully connected layer. The network eventually outputs a single binding intensity
score. (b)) DanQ combines a CNN and a bidirectional RNN for predicting protein-DNA binding genome-wide based on DNA
sequence. (¢) A mutation map visualization to highlight important positions in a DNA sequence of a regulatory element. The height of
each letter represents the ability of a mutation at that position to damage the binding and consequently decrease the binding score.
Each cell contains the sensitivity of the model to a mutation at the corresponding position. Panels adapted with permission from (#)
Reference 31, copyright 2015 Springer Nature, and (b) Reference 69, copyright 2016 Oxford University Press. Abbreviations: CNN,
convolutional neural network; LSTM, long short-term memory; ReLU, rectified linear unit; RNN, recurrent neural network.
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as the label. For ChIP-seq the label is binary (bound or unbound), where called peaks serve as the
bound regions and nearby genomic regions or shuffled peaks serve as unbound sequences.

The method predicts binding affinity of a protein to a DNA or RINA sequence in two steps,
consisting of a convolution layer for detecting local sequence features and a fully connected layer
for modeling interactions and dependencies between these features. DeepBind uses 16 kernels
that are 14-32 nt long [however, subsequent studies showed that many shorter kernels are more
effective (67)]. The fully connected layer combines local features detected by the convolution layer
into higher-level structures. Each neuron considers the local features in different combinations
and orientations. This allows longer motifs, motif pairs and combinations, and more complex
patterns to be picked up.

The performance of DeepBind was evaluated using more than 1,000 publicly available datasets,
encompassing DNA binding in vivo (e.g., ChIP-seq) and in vitro (e.g., PBM). DeepBind outper-
formed previous methods, some of which are based on extensive biological knowledge or are
customized to specific technological platforms or biological systems. Although the ranking of
competing methods varied widely depending on the types of experiments and TFs, DeepBind
consistently outperformed all of them, even when the training and testing datasets were of differ-
ent types, which means that the knowledge encapsulated in the model is biologically relevant and
transferable.

3.2. Advanced Architectures for Protein-DNA Binding

Although multiple studies have demonstrated the superiority of CNNs over other existing meth-
ods, inappropriate structure design would still result in even poorer performance than conven-
tional models (68). Zeng et al. (68) developed a parameterized CNN to conduct a systematic
exploration of CNNs on two classification tasks, motif discovery and motif occupancy. They ex-
amined the performance of nine variants of CNNs and observed that CNNs do not gain from
deepness for the motif discovery task as long as the structure is appropriately designed. In addi-
tion, they concluded that researchers should pay more attention to particular hyperparameters
that can be tuned in CNNs (such as the kernel size, the number of kernels, the pooling window or
convolution strides, and the choice of the window size of input DNA sequences) or include prior
genomic information if possible.

Following DeepBind, several more advanced architectures have been applied to protein-DNA
binding, such as RNNs, CNN-RNN combinations, and residual networks. DanQ (69) uses an
architecture that utilizes the strengths of both CNNs and RNNSs to predict the function of DNA
sequences (Figure 35). The architecture is based on a convolutional layer, followed by a max pool-
ing layer and a bidirectional recurrent layer, which processes the sequence from left to right and
from right to left, allowing for both upstream and downstream biological contexts to be learned.
The convolution layer captures regulatory motifs, while the recurrent layer captures long-term
dependencies between the motifs in order to learn a regulatory grammar to improve predictions.
The final layers of DanQ comprise a fully connected layer and a sigmoid output. DanQ improved
considerably upon other models in predicting regulatory elements across several metrics. For
some regulatory markers, DanQ achieved over a 50% relative improvement in the area under
the precision-recall curve metric compared to related models.

A more recent development used a weakly supervised framework (i.e., using overlapping subse-
quences with an overall sequence label), which combined multiple-instance learning with a hybrid
deep neural network and used k-mer encoding for DNA sequences, for modeling protein-DNA
binding (70), i.e., predicting binding of a specific protein given a DNA sequence. This framework
segments sequences into multiple overlapping instances using a sliding window, and then encodes
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all instances into inputs of high-order dependencies using k-mer encoding. Then, it separately
computes a score for all instances in the same bag using a hybrid deep neural network that in-
tegrates CNNs and RNNSs. Finally, it aggregates the predicted values of all instances as the final
prediction of this bag. The experimental results on in vivo datasets demonstrated the superior
performance of the proposed framework.

3.3. Interpretability of Deep Neural Networks for Protein Binding

In many biological applications, researchers are more interested in the molecular mechanisms re-
vealed by the predictive model rather than the predictions themselves. Although deep neural net-
works can achieve state-of-the-art accuracy, it is more challenging to interpret them than more
standard statistical models. For example, the high accuracy of DeepBind models in predicting
protein-DNA binding indicated that meaningful representations were learned, but the authors
only made the lowest-level representations explicit, while higher levels remained a black box (31).
Opening this black box and interpreting higher levels would present an opportunity to gain in-
sights about the language of gene regulation beyond the word level, which is a long-standing
challenge in the field.

The simplest method to interpret a neural network is analogous to in silico mutagenesis (71).
Given a particular data point X, each feature of X can be systematically varied while the rest of
the features are fixed (e.g., mutating a single nucleotide), and how the network’s output changes
can be tracked. The changes can be visualized as a heatmap with a corresponding sequence logo
on top, where letter height indicates the sensitivity of the corresponding position to mutations
(Figure 3¢). This approach is easy to implement but can be computationally expensive, as the net-
work recomputes the output for each mutation of X. A computationally tractable approximation
to mutagenesis is to take the derivative of the network output with respect to each feature of X.
This derivative can be computed in one pass, and it conveys the sensitivity of the output to small
perturbations in input features. Features with large positive or negative derivatives may be more
influential to the outcome.

In strict terms, the derivative is a valid measure of influence for only infinitesimally small per-
turbations to the input, whereas in practice, researchers are interested in larger changes (e.g., a
mutation of A to C). Several variations of the derivative-based interpretation methods, such as
integrated gradients (72) and DeepLIFT (73), have been developed to partially address this lim-
itation. Other interpretation methods, such as LIME (74), select a small number of features to
explain why a prediction is made.

For CNNe, it is also possible to visualize each convolution filter as a heatmap or PWM-style
logo image. These visualizations are useful to obtain a sense of what local features the network
might be learning. A caveat is that multiple convolution filters might be learning partially redun-
dant features, and how the local features interact is less clear, because such interaction depends on
the higher layers of the network.

4. EPIGENETIC MARKS
4.1. The Pioneers: DeepSEA and Basset

As with predicting protein-DNA binding, many methods have been developed in the past to pre-
dict epigenetic marks from DNA sequence on a genome-wide scale. Most methods are based on
local sequence features combined together through different learning methods, such as hidden
Markov models, random forests, or support vector machines. While those methods have shown
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some success, they were significantly outperformed in the same tasks with the emergence of deep
learning methods.

The first method to predict epigenetic marks using deep learning is DeepSEA (deep learning—
based sequence analyzer) (75). DeepSEA was developed as a fully sequence-based algorithmic
framework for noncoding-variant effect prediction (Figure 44). It learns regulatory sequence code
from genomic sequences by learning to simultaneously predict large-scale chromatin-profiling
data, including TF binding, DHS, and histone mark profiles. DeepSEA includes three major fea-
tures in its model: integrating sequence information from a wide sequence context, learning se-
quence code at multiple spatial scales with a hierarchical architecture, and multitask joint learning
of diverse chromatin factors sharing predictive features. To train the model, the developers of
DeepSEA compiled a diverse compendium of genome-wide chromatin profiles from the EN-
CODE (33) and Roadmap Epigenomics projects (77), including 690 TF binding profiles for 160
different TFs, 125 DHS profiles, and 104 histone mark profiles. In total, 521.6 Mbp of the genome
(17%) were used as a regulatory information-rich set for training the DeepSEA regulatory code
model.

Around the same time as the development of DeepSEA, Basset was developed to predict
nucleosome-depleted regions genome-wide. Basset applies CNNs to learn functional activi-
ties of DNA sequences. Basset simultaneously predicts the accessibility of DNA sequences in
164 cell types mapped by DNase-seq from the ENCODE (33) and the Roadmap Epigenomics
projects (77). From these datasets, Basset learns the relevant sequence motifs and the regulatory
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logic with which they are combined to determine cell-specific DNA accessibility. Basset achieves
a level of accuracy that provides meaningful, nucleotide-precision measurements.

4.2. Predicting Methylation in Single-Nucleotide Resolution

DNA methylation measurements pose a more challenging problem—predicting molecular phe-
notypes at single-nucleotide resolution (80). While protein-DNA binding, histone modifications,
and nucleosome occupancy are measured in vivo at a resolution that provides peaks at least 100 bp
in length, DNA methylation is measured at much higher resolution, and in some cases even single-
nucleotide resolution. This brings new challenges in both prediction resolution and training time
on much larger datasets.

Several methods have been developed to predict methylation at different levels of resolution
from DNA sequence alone. DeepCpG is a computational approach based on deep neural networks
to predict methylation states in single cells (78). DeepCpG was evaluated on single-cell methyla-
tion data from five cell types generated using alternative sequencing protocols and outperformed
extant methods at the time (Figure 4b). Interpretation of model parameters provided insights into
how sequence composition affects methylation variability. MRCNN (methylation regression by
CNN) was later developed as a deep learning method to predict genome-wide DNA methylation
from DNA sequence (81). Experiments showed that the MRCNN model is more precise than
DeepCpG. MRCNN was also used to discover motifs associated with DNA methylation.

To further improve prediction, several methods incorporated additional information such as
gene expression or genome 3D architecture. DeepMethyl is a deep learning—based software to
predict the methylation state of DNA CpG dinucleotides using features inferred from 3D genome
topology (based on Hi-C) and DNA sequence patterns (82). Various stacked denoising autoen-
coder architectures with different configurations of hidden layers and amounts of pretraining
data were tested. Using the methylation states of sequentially neighboring regions as one of the
learning features, the model achieved an accuracy of almost 90%. When the methylation states
of sequentially neighboring regions are unknown, the accuracy was almost 85%. Levy-Jurgenson
et al. (83) developed a general model to predict DNA methylation for a given sample in any
CpG position based solely on the sample’s gene expression profile and the sequence surrounding
the CpG. Depending on gene-CpG proximity, the model attained a Spearman correlation of
up to 0.84 for thousands of CpG sites on two separate test sets of CpG positions and subjects
(cancer and healthy samples). Using attention in their deep learning architecture offered a novel
framework with which to extract valuable insights from gene expression data when combined
with sequence information, as demonstrated by linking several motifs and genes to methylation
activity.

4.3. Annotating Enhancers Genome-Wide

A long-standing challenge in gene regulation research is the annotation of cell type—specific en-
hancers in a genome-wide manner. Available histone marks and nucleosome occupancy data can
help to categorize genomic regions (5), but these are not always available for all cell types. Thus,
researchers turn to computational methods to predict enhancers from sequence and, in the last
couple of years, to deep learning-based methods.

BiRen uses a deep learning hybrid architecture to predict enhancers based on DNA sequence
alone (84). BiRen exhibited superior accuracy, robustness, and generalizability in enhancer pre-
diction relative to other state-of-the-art enhancer predictors based on sequence characteristics.
A follow-up, DeepEnhancer, distinguishes enhancers from background genomic sequences by

Barshai o Tripto o Orenstein



Annu. Rev. Biomed. Data Sci. 2020.3:315-338. Downloaded from www.annualreviews.org

Access provided by University of Birmingham on 07/21/20. For personal use only.

using a deep CNN on DNA sequence alone (85). The DeepEnhancer model was trained on
permissive enhancers and then adopted a transfer learning strategy to fine-tune the model on
cell type-specific enhancers (Figure 4c). Results demonstrated the effectiveness and efficiency of
DeepEnhancer in the classification of enhancers against random sequences, exhibiting advantages
of deep learning over traditional sequence-based classifiers. The use of max pooling and batch
normalization layers in DeepEnhancer was especially effective, as demonstrated by a comparison
of different architectures (85).

Newer methods use additional data sources on top of DNA sequences. PEDLA learns to
identify enhancers from massively heterogeneous data and generalizes in ways that are mostly
consistent across various cell types (86). PEDLA was trained on 1,114-dimensional heteroge-
neous features in H1 cells and outperformed five extant methods at the time by integrating
different data sources, including histone modifications (ChIP-seq), TFs and cofactors (ChIP-seq),
chromatin accessibility (DNase-seq), transcription (RNA-seq), DNA methylation (RRBS), CpG
islands, evolutionary conservation, sequence signatures, and occupancy of TFs. PEDLA was
further extended to iteratively learn from 22 training cell types and showed superior performance
in independent test sets, achieving 95% accuracy. EnhancerDBN is a DBN-based computational
method for enhancer prediction (87). EnhancerDBN combines diverse features, composed
of DNA sequence compositional features, DNA methylation, and histone modifications.
EnhancerDBN outperformed 13 methods in prediction and demonstrated that GC content and
DNA methylation can serve as relevant features for enhancer prediction.

5. PROTEIN-RNA BINDING
5.1. Sequence-Based Neural Networks for RNA Binding

Protein-RNA binding measurements have been accumulating at a rapid pace (88), leading to
the development of many computational methods to infer RNA binding preferences from high-
throughput data (89). The challenges raised by computational modeling of protein—-RNA binding
share many similarities with the challenges tackled in the protein-DNA binding domain. Thus, it
is not surprising that many methods and models used for DNA binding have been used to solve
RNA binding modeling. As with protein-DNA binding and epigenetic marks, deep neural net-
works’ ability to predict accurate protein—-RNA binding has been unsurpassed.

The first methods using deep learning considered only protein—-RNA binding sequence pref-
erences, without taking into account the role of RNA structure in the binding models. DeepBind,
the method that pioneered the application of deep learning to protein-DNA binding, as reviewed
in Section 3, was also applied to protein—RINA binding. DeepBind models were trained to learn
a binding model from RNAcompete data and outperformed competing methods in both in vitro
binding prediction, as measured using RNAcompete data in cross-validation, and in vivo data, as
measured by CLIP-seq experiments (31).

While predictions based only on sequence provide some power, they are limited by the fact that
they do not consider other sources of information to improve predictions. iDeep is a hybrid CNN
and DBN to predict the RBP interaction sites and motifs on RNAs (Figure 54). It combines dif-
ferent sources of features, including sequences, structures, region type, and CLIP cobinding infor-
mation (90). iDeep outperformed the state-of-the-art methods on predicting CLIP binding. It was
also used to infer binding sequence motifs. The results of iDeep show that region type and CLIP
cobinding contribute to predicting RBP BSs on RNAs, and complement the CNN models rely-
ing solely on RNA sequence. CONCISE is a neural network-based approach to model distances
to predict protein-RINA binding by using spline transformations. It was used to extend iDeep to
model distances of various genomic marks, such as 5" and 3’ exons and AG dinucleotides (91).
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Deep neural networks for protein-RINA binding and RNA structure representation. (#) The iDeep algorithm for predicting binding of
a protein to an RNA sequence. (b)) Computational representations of RINA secondary structure. In a graph representation (i), each
nucleotide is a node and edges connect adjacent and based-paired nucleotides. In a probability matrix representation (7), each column is
a distribution over structural contexts in which the nucleotide may reside in the ensemble of all RNA folds. In a matrix representation
(id7), each cell (x, y) is the base-pairing probability of nucleotides in positions x and y. (c) In iDeepV architecture, a CNN for predicting
protein—-RNA binding receives k-mers following an embedding layer. Abbreviations: CNN, convolutional neural network; DBN, deep
belief network; RBP, RNA-binding protein; UTR, untranslated region. Panels adapted with permission from (#) Reference 90, under a
CC BY 4.0 license (https://creativecommons.org/licenses/by/4.0/), and (c) Reference 93, copyright 2018 Elsevier.
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This extension outperformed iDeep on various CLIP datasets. Extending iDeep, iDeepA applies

a hybrid model of a CNN and an attention mechanism to learn discriminant high-level features

for predicting RBP BSs (92). iDeepA improves the prediction accuracy mostly for proteins with a
small number of known RINA BSs.

5.2. Incorporating RNA Structure into Deep Neural Networks

It was shown that RNA binding model performance can be increased by adding information re-
garding the spatial structure of the RNA molecule to the data that are fed to the model (94). To do
so, one would need to properly represent the structure in a way that the network can learn from.
There are various approaches to represent RINA structure computationally (Figure 5b). Here, we
cover two different approaches for representing RINA structure information.
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1. RNA graph structure: Each nucleotide is represented as a node in a graph, with edges
connecting base-paired nucleotides and adjacent nucleotides on the sequence level. Sev-
eral methods were developed to predict RNA structure from sequence. RINAfold calculates
the minimum free energy structure (95), while RNAshapes outputs a set of representative
structures (96). These graph structures may be given as input to a graph convolution layer,
and it will find useful local features on the RINA level.

2. RNA structure probabilities: An RNA molecule may fold in many ways, varying in free
energy and corresponding probability to reside in a specific conformation. Thus, structure
probabilities may be assigned to each nucleotide representing the probability of that nu-
cleotide being in a specific structural context, or to a pair of nucleotides being paired. On
a single-nucleotide level, the probability of being unpaired or, in a more refined catego-
rization, of being in a hairpin, multiloop, inner loop, or external region can be computed
based on the RNA sequence using RNAplfold (95). For a sequence of length L, structure
probabilities may be represented by a 2 x L or 5§ x L matrix and given as input to a neu-
ral network. Similarly, base-pairing probabilities between each pair of nucleotides can be
represented by an L x L probability matrix.

Much of the computational challenge in modeling protein—RINA binding resides in efficient
incorporation of RNA structure information. The unique challenge of adding the RNA structure
information in the models was tackled by many methods in the past, usually by augmenting known
models such as PWMs or k-mer-based models to include this information. Deep learning—based
methods followed similar strategies. iDeepS, an extension to iDeep and iDeepA, simultaneously
identifies the binding sequence and structure motifs from RNA sequences using CNNs and a
bidirectional RNN implemented by LSTM units (94). However, iDeepS performs worse on some
RBPs compared to iDeep. This is due to the fact that iDeep uses additional sources of information,
for example, genomic context, whereas iDeepS instead uses only sequences and predicted RNA
structures. However, iDeepS outperforms GraphProt, a sequence- and structure-based method
that uses support vectors to learn feature weights (97). Another algorithm, pysster, detects both
sequence and structure motifs using CNNs, where the sequence and structure are encoded in an
extended alphabet by combining the sequence and structure alphabets (98).

As opposed to the aforementioned methods developed to train a model on CLIP in vivo data,
which suffers from experimental biases and noise (99), other methods were developed to learn a
model from RNAcompete in vitro data. DLPRB (deep learning for protein—-RINA binding) uses
CNNs and RNNs to jointly analyze RNA sequences and structures from high-throughput in
vitro data (67). Similarly, cDeepBind (100) introduces predicted RINA structures as contexts of
RNA-protein interactions into the CNNs to enhance the prediction performance. Both methods,
developed independently and simultaneously, outperformed the state-of-the-art method RCK by
a large margin (101). A more recent approach, RDense (102), further improved the prediction of
models learned from RNAcompete data by a unique combination of a neural network architecture
and RNA sequence and structure representation in the network.

5.3. k-mer Encoding for Modeling RNA Binding Preferences

An often used approach to analyze long sequences is to divide them into k-mers (103, 104), which
refer to subsequences of length & (e.g., 4-mers of RNA sequences are A4AA, AAAC, . .., UUUU).
The k-mer representation is widely used for predicting RNA-protein BSs. They mainly have two
forms of representation: () a one-hot vector of length 4% of all zeroes except for the corresponding
position of the k-mer, and (b) a k-mer frequency vector consisting of k-mer frequencies of all 4-
mers (similar to bag of words in natural language processing).
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Deepnet-RBP encodes the sequences, secondary structures, and tertiary structural information
into a unified feature representation. This representation is further fed into a multimodal DBN
to predict RBP BSs and motifs (105). However, k-mer frequencies cannot model the distance
difference of individual k-mers, as some k-mers are semantically correlated, considering the poly-
morphic status of nucleic acids. Taking this into account, some methods first learn the distributed
representations using word-embedding methods, which treat k-mers as words and sequences as
sentences. The learned representations can reveal the similarity between k-mers. iDeepV first
learns distributed vectors of k-mers from genome-wide sequences (93). Then, these learned vec-
tors are further fed into a CNN to classify bound sites from unbound sites (Figure 5¢). iDeepV
performs similarly to DeepBind, while for RBPs with a small number of training samples, iDeepV
performs better. In addition, the learned distributed representations can be used for other down-
stream classification tasks.

Similarly, a k-mer-embedding method was recently used to achieve state-of-the-art perfor-
mence on models learned from RNAcompete data. ThermoNet, a thermodynamic prediction
model, integrates a new sequence-embedding CNN model over a thermodynamic ensemble of
RNA secondary structures (106). First, the sequence-embedding CNN generalizes the existing
k-mer-based methods by jointly learning convolutional filters and 4-mer embeddings to repre-
sent RNA sequence contexts. Second, the thermodynamic average of deep learning predictions
explores structural variability and improves the prediction, especially for the structured RNAs.
Extensive experiments have demonstrated that ThermoNet significantly outperforms existing ap-
proaches on both in vitro and in vivo data.

6. DISCUSSION

The sweeping success of deep learning in various artificial intelligence fields has been followed
closely with applications in genomics (107). The regulatory genomics field, which requires meth-
ods to identify local patterns in massive datasets, is particularly suitable for deep neural network
applications. Computational challenges, such as predicting genetic variant function, epigenetic
marks, and protein-DNA and protein—-RNA binding, have been addressed by different solutions
in the last five years using deep learning approaches (108). These approaches have been outper-
forming the state of the art by a large margin.

The success of deep neural networks has mostly been achieved by the timely convergence of
both large genomic datasets, generated by either microarrays or high-throughput sequencing, and
the computational advances of neural networks and the hardware used to train them. For the past
decade large genomic data have begun accumulating at an ever-accelerating pace. While classic
computational methods were successful to some extent, they were always limited due to their linear
nature and other simplifying assumptions, as well as due to the requirement of classic machine
learning approaches for feature engineering. Deep neural networks are achieving state-of-the-
art performance thanks to their ability to learn and approximate complex functions, the kind of
functions that may underlie the mechanism of gene regulation. They are particularly adept at
analyzing raw data, without the need to define or formalize specific features. Thus, they succeed
in two tasks: They learn the features by themselves, and they learn complex functions without
making any assumptions.

One major limitation of deep learning—based methods is their dependence on accurate labels.
The methods presented in this paper all share the need for high-throughput datasets with precise
labeling. A network will never be able to achieve higher accuracy than in its given labels. This upper
bound on accuracy is commonly measured by the concordance of two replicate experiments: If a
replicate experiment achieves some level of accuracy, we cannot expect an algorithm to outperform
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it, as there is inherent noise, either biological or experimental, that cannot be modeled by an
algorithm.

Another important drawback is the generalizability of these methods. As the underlying model
is a complex mathematical function, rather than a simple generative model defined analytically,
it may learn an experiment rather than biological phenomena. Regulating the learning process
of network parameters by techniques such as early stopping and dropout or loss penalties may
provide some remedy, but there is no guarantee for success. One way to gauge the ability of a
method to generalize is by testing it on independent datasets that measured the same biologi-
cal phenomena but with a different experimental protocol. For example, protein-DNA binding
models learned from HT-SELEX data should be tested on PBM data to ensure that they are not
overfitted to SELEX data.

This new paradigm of deep learning is also criticized by many biologists for lacking inter-
pretability and for being driven by the data rather than a hypothesized model (109). While there
is consensus that deep learning-based methods work great as prediction tools, and may replace
experiments in many scenarios, it is still an open challenge how to use them to test hypotheses and
models. Several methods, such as integrated gradient, saliency maps, and DeepLIFT, have over-
come some of the interpretability obstacle, but they are based on highlighting feature weights for
a single input. There is still no single method that can interpret model parameters independent
of any input.

Following these achievements and drawbacks, deep learning—based approaches are currently
used most successfully as experiment simulators (110). As the number of DNA sequences of length
L is 4%, it is infeasible to test all sequences of L, > 20, and many regulatory elements or regions
occupy a hundred or more base pairs. Moreover, they can occur in different epigenomic contexts.
Thus, the power of these networks lies mostly in their ability to recapitulate an experiment and
generalize over an experimental dataset. As they can approximate a huge space of complex func-
tions, provided there are enough variable data and given an appropriate architecture and learning
hyperparameters, these networks can predict an accurate response to any unseen data point (111).

Using these networks as experiment simulators, the research community may find new ways to
learn biology based on these simulations (112). As any synthetic sequence can be given as input for
predicting a response, these sequences can be designed to learn governing underlying molecular
mechanisms. For example, positional effects in a sequence can be tested using the same sequence
context, but with different positions of a regulatory element in it. The number of elements and
their combination and orientation are just a few more examples of underlying principles that can
be tested by synthetic sequences. Thus, we may still yet see the promise of these networks, not only
in predictability but also in discovering new biology by deciphering the gene regulatory grammar.
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