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a b s t r a c t 

With the advance of deep learning, it definitely has achieved the unprecedented success in the commu- 
nity of artificial intelligence. However, the issue of the intellectual property (IP) protection towards deep 
learning model is usually ignored, which largely threats the interests of the model owner. Currently, al- 
though a few schemes of model watermarking have been continuously proposed, in order to protect the 
specific neural network designed for detection or classification task, most of them are hardly directly ap- 
plicable to generative adversarial networks (GAN). To our knowledge, the GAN model has plays more and 
more important role in the computer vision, such as image-to-image translation, text-to-image transla- 
tion, image inpainting and etc., which remarkably improves the capability of image generation. Similarly, 
the malicious attackers possibly steal a trained GAN model to infringe the IP of the true model owner. To 
address that challenging issue, it is proposed to establish the framework of model watermarking towards 
GAN model. In particular, we first establish the trigger set by combining the watermark label with the 
verification image. Next, the watermarked generator is efficiently trained on the premise of preserving 
the original model performance. Finally, only relying on the correct watermark label, the synthetic water- 
mark can be successfully triggered by the model owner for IP protection. The extensive experiments have 
verified the effectiveness and generalization of our designed method, which can easily be applicable to 
the benchmark GAN models such as WGAN-GP, ProGAN and StyleGAN2. Moreover, our proposed model 
watermark is robust enough to resist against the mainstream attacks, such as parameter fine-tuning and 
model pruning. 

© 2023 Elsevier Ltd. All rights reserved. 

1. Introduction 

Recently, deep learning (DL) has achieved breakthrough success 
in the field of artificial intelligence ( He et al., 2016; Krizhevsky 
et al., 2012; LeCun et al., 1989 ), which has also received increasing 
attention from IT industry, such as Google and Huawei . With the 
advanced DL models, many high-tech companies are committed 
to providing consumers with intelligent products and higher- 
quality services. Noticeably, as a key component in products or 
services, a commercialized DL model is not easy to be built, 
which not only requires large training datasets and expensive 
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computation resources but high budget from companies. Mean- 
while, the commercial value of DL models makes it coveted by 
adversarial attackers. For example, attackers can utilize model 
inversion attack ( Papernot et al., 2017; Tramèr et al., 2016 ) or 
membership inference attack ( Juuti et al., 2019; Yu et al., 2020 ) 
to easily steal the structure and parameters of the model through 
accessing the neural network model remotely. The DL model 
is possibly illegally sold to the unauthorized owner, which im- 
mensely infringes the intellectual property (IP) of the authorized 
owners. Therefore, how to protect the IP of the DL model has been 
an urgent problem to be solved in both academia and industry. 
To this end, the studies have been carried out to protect the IP 
of the DL model, referring to as model watermarking . In fact, the 
digital watermarking has been advanced for many years, which 
is used for protecting the ownership of the digital media by 
embedding the watermark into the protected media. As it is, the 
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model watermarking plays the very similar role. Encouragingly, 
embedding watermarks to DL models is an attractive solution to 
solve the problem of IP protection for DL models. According to 
the embedding manners of model watermarking, we can basically 
categorize the current methods into three types: Embedding Water- 

mark into Parameters of Model, Embedding Watermark into Trigger 

Sets , and Embedding Watermark into Outputs of Model , which will 
be specifically elaborated in Section 2 . 

To the best of our knowledge, one of the most popular DL mod- 
els, referring to as generative adversarial networks (GAN), has been 
widely adopted, in order to create photorealistic images, which 
remarkably improves the capability of image generation, such as 
image-to-image translation ( Richardson et al., 2021; Zhu et al., 
2017 ), text-to-image translation ( Gou et al., 2020; Zhang et al., 
2017 ), image inpainting ( Romero et al., 2022; Yu et al., 2018 ) and 
etc. Meanwhile, GAN is receiving increasing attention from re- 
searchers and is being more widely deployed in commercial prod- 
ucts. However, on the down side, once the GAN model is mali- 
ciously and illicitly stolen by the unauthorized third party, the IP 
of the original GAN model owner cannot be effectively protected, 
leading to irretrievable economic loss. In fact, different from the 
traditional DL models, GAN is a special type of DL model in which 
two typical networks are trained together. One of them focuses on 
data generation and the other one is used for discrimination. Nev- 
ertheless, most current IP protection schemes designed for the DL 
models of detection or classification task, cannot be directly ap- 
plied to the GAN model of image generation task. In such scenario, 
protecting the GAN model has become a knotty task for many in- 
dustries. Therefore, in this paper, we are committed to proposing a 
novel watermarking framework, in order to protect the IP of GAN 

model. For clarity, this paper makes the following contributions: 

• We propose a novel GAN watermarking framework, which is ca- 
pable of preserving the model performance without changing 
the original network structure. 

• The proposed model watermark can realize the remote owner- 
ship verification of the authorized model user for IP protection. 

• The extensive experimental results verify the effectiveness of 
the proposed model watermarking scheme, which is also ro- 
bust enough to resist against parameter fine-tuning and model 
pruning attacks. 

The rest of the paper is organized as follows. Section 3 presents 
the proposed framework of GAN model watermarking, in which 
the main stages, referring to as trigger set generation, embed- 
ding and verification procedures, are specifically elaborated. Next, 
Section 4 demonstrate the large-scale experimental results on the 
realistic datasets. In Section 5 , we mainly discuss the superiority of 
the proposed method. Finally, Section 6 concludes this paper. 

2. Related work 

In recent years, many methods of embedding watermarks into 
DL models have been proposed, which are generally classified into 
the following three categories. 

• Embedding Watermark into Parameters of Model: Notably, em- 
bedding the watermark into the model parameters is usu- 
ally called white-box watermark. Model watermark was first 
proposed by Uchida et al. (2017) . Through adding the ad- 
ditional regularization term to loss function during neural 
network training, the model parameters are modified for 
watermark embedding. However, this method cannot com- 
pletely resist watermark overwriting attack. Inspired by the 
method ( Uchida et al., 2017 ), further improvements have been 
achieved by proposing a fine-tuning scheme with a compensa- 
tion mechanism ( Feng and Zhang, 2020 ), which makes it dif- 
ficult for the watermark to be easily overwritten while cannot 

resist ambiguity attacks. Wang and Kerschbaum (2019) pointed 
out watermark ( Uchida et al., 2017 ) can be easily detected 
by the histogram of the weights. Thus Wang and Ker- 
schbaum (2019) proposed to use adversarial network architec- 
ture in the watermark embedding phase, in which the gen- 
erated sample is taken directly from the model parameters. 
And the discriminator detects whether the model is water- 
marked. Different from prior studies, a passport-based deep 
neural networks (DNN) ownership verification method is pro- 
posed ( Fan et al., 2019 ). That indeed increases the connection 
between network performance and correct passports by em- 
bedding passports in special normalization layers, resulting in 
enhancement of the watermarks resisting against ambiguity at- 
tack. Moreover, an extended method is further proposed by 
Zhang et al. (2020b) , where the passport could be used for most 
normalization layers and has better generalization ability. 

• Embedding Watermark into Trigger Sets: Embedding the water- 
mark into the trigger set of the network is usually called black- 
box watermark. For instance, Adi et al. (2018) proposed to use 
abstract color images and random tags as trigger sets to em- 
bed watermark. Relying on zero-bit watermarking, a label-to- 
bit transformation model ( Chen et al., 2019 ) improved the ca- 
pacity of the watermark. Since that the trigger set watermark 
is easily forged ( Adi et al., 2018 ), the robust watermark meth- 
ods are further studied, such as ( AprilPyone and Kiya, 2021; 
Zhu et al., 2020 ). Through a one-way hash function to gen- 
erate image labels, Zhu et al. (2020) strengthens the connec- 
tion between trigger set image and its label. AprilPyone and 
Kiya (2021) used a block-wise image transformation with a se- 
cret key to strengthen the connection between trigger set and 
training set, which can effectively avoid forgery attack. Besides, 
Zhao et al. (2021) proposed to generate a random graph with 
random node feature and labels as the watermark to protect 
graph neural network. In Szyller et al. (2021) , the authors pro- 
posed to design a dynamic adversarial watermarking of neural 
networks (DAWN), which can resist against the surrogate attack 
by dynamically changing the small subset of queries as trigger 
set. In Lounici et al. (2021) , by studying the various machine 
learning techniques, the authors extended the application of the 
model watermarking. Next, to solve the problem that the black- 
box watermarking behaves too sensitive when the frequent IP 
verification happens, Lounici et al. (2022) proposed a Blindspot 
model watermarking scheme. Recently, Yin et al. (2022) pro- 
posed a fragile watermarking method to mark the model by 
constructing the fragile trigger set from a generative model, 
which can detect malicious fine-tuning without degrading 
model performance. 

• Embedding Watermark into Outputs of Model: Embedding the 
watermark into outputs of the model is independent of the 
model itself, while focusing on the output results from the pro- 
tected DL model. For instance, in Wu et al. (2020) , the authors 
proposed a novel model watermarking scheme, where the out- 
put results from the trained DNN model contain a certain wa- 
termark used for ownership verification. Besides, for protecting 
the DL model of image processing, Zhang et al. (2020a) pro- 
posed a spatial invisible watermarking scheme, which can to 
some degree resist against the attack from the trained surrogate 
models. In addition, the natural language watermarking mech- 
anism was also proposed relying on the encoder-decoder net- 
work and adversarial training ( Abdelnabi and Fritz, 2021 ). 

To the best of our knowledge, the current studies on model 
watermarking mainly focus on the model of detection or classifi- 
cation; few model watermarking pays attention to GAN model. In 
fact, Wang and Kerschbaum (2021) made the first attempt to es- 
tablish the Robust whIte-box GAn watermarking (RIGA) by adopt- 
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Fig. 1. Application of GAN model watermarking in the practical scenario. 

ing the adversarial training, making the watermark hard to be de- 
tected. However, it only provides a model watermarking scheme 
inspired by the adversarial training while not specially protecting 
GAN model itself. Moreover, the white-box GAN watermarking re- 
quires model owners to access the structure and weight of the tar- 
get model during verification, which to some extent limits its wide 
application. Additionally, Wu et al. (2020) proposed a watermark- 
ing technique towards generative model. Next, Fei et al. (2022) pro- 
posed to devise a GAN watermarking scheme by injecting an invis- 
ible watermark into the generated image. Both methods need to 
extract the watermark from the generated image during verifica- 
tion phase, which more or less limits the image quality as embed- 
ding capacity increases. To address the aforementioned issues, in 
this context, we propose to design a novel black-box GAN water- 
marking scheme in order to protect the IP of GAN model. 

3. Proposed method 

In order to protect the IP of the GAN model, in this section, we 
propose the GAN watermarking framework to protect the model. 
To establish such the framework, we first analyze and summarize 
the requirements of GAN model watermarking. 

3.1. Problem definition 

In the community of image generation, the GAN model plays a 
more and more important role. The well-trained GAN model can 
easily generate the photorealistic images which is nearly indistin- 
guishable from real photos. Meanwhile, the GAN model is possibly 
stolen by the malicious attackers for illicit intention, which un- 
avoidably imposes the new challenging issue for the current study. 
Thus, how to effectively protect the GAN model remains open. 
On the one hand, the study of the GAN model watermarking can 
borrow the idea from the current model watermarking scheme 
designed for image classification or detection; on the other hand, 
we need to investigate the particular characteristic structure of 
the GAN model, in order to establish the new paradigm for the 
design of GAN model watermarking. Straightforward, as Fig. 1 
illustrates, we consider an application scenario of watermarking 
containing the local verifier and model service on the cloud, where 
the trained generator with model watermark can be triggered by 
the correct watermark label. It can be observed that the verifier 
can access the GAN model through the application programming 
interface (API) to achieve the ownership verification remotely. 
Specifically, during the verification, the verifier first sends the key 
generated by the key generation algorithm to the GAN model as 
watermark label through the API. Then the GAN with the water- 
mark triggers the corresponding synthetic watermark according 
to the watermark label, in order to complete the verification of 
the model watermark. It is worth noting that if the incorrect 
key is input during verification, the correct watermark cannot be 

successfully triggered. Straightforward, the designed GAN model 
watermarking should strictly address the following requirements: 

• Fidelity: the model performance (diversity and visual quality of 
the generated image) should be well preserved after watermark 
embedding. 

• Integrity: the triggered watermark has a minimum false alarm 

rate. 
• Robustness: the watermark cannot be easily removed when the 
model is attacked by parameter fine-tuning or model pruning. 

• Security: the watermark cannot be easily detected by malicious 
attackers. 

• Capacity: the watermark consisting of the amount of the pay- 
load can be effectively embedded into the protected model. 

• Efficiency: the computation cost of watermark embedding and 
extraction cannot be very high. 

3.2. GAN Watermarking 

Fig. 2 shows the flow chart of the GAN watermarking frame- 
work. Here, the network model is deployed on a remote server, 
allowing users to access it remotely. Specifically, the whole wa- 
termarking framework can be divided into three phases: Trigger 
Set Generation, Embedding Phase and Verification Phase , described as 
follows: 

• Trigger Set Generation : To verify the ownership of the GAN 

model, a private trigger set is required to establish, which is 
elaborated in Algorithm 1 . Specifically, we adopt the function 
f wm _ key for generating a watermark label y wm based on the 
owner signature b. It is worth noting that b denotes a bit 
stream, which can be generated by a semantic signature la- 
beling the ownership. In the function f wm _ key ( b, L ) , when the 
length of b is less than L , the function directly outputs b as 
watermark label y wm . Otherwise, b is divided into b 1 and b 2 , 
where b 1 denotes the first part and b 2 is the second part. 

Algorithm 1: GAN watermark embedding. 

Input : Training data D train = { X train , Y train } , consisting of training 
images X train and training labels Y train , verification image I wm , 
watermark label length L , owner signature b 

Output : Trigger set D wm = { X wm , Y wm } , watermarked generator G θ , 
discriminator D w 

1 // Trigger Set Generation 
2 f wm _ key ( b, L ) for generating a watermark label y wm based on b 
3 Initialize D wm as ∅ Function f wm _ key : 
4 while length(b) > L do 
5 b 1 ← f substring (0 , L ) 
6 b 2 ← f substring (L, length (b)) 

7 b ← b 1 � b 2 
8 end 
9 return bfor i in range ( I wm ) do 

10 y wm ← f wm _ key ( b, L ) 

11 x wm ← I 
{ i } 
wm 

12 D wm ← D wm ∪ { x wm , y wm } 
13 end 
14 // Embedding Phase Initial discriminator parameter ω, initial 

generator parameter θ , latent vector z, discriminator loss L D , generator 
loss L G , watermark loss L wm , weight parameter λ, batch size m , Adam 

hyperparameters α, β1 , β2 for number of training epochs do 
15 for each batch do 

16 sample original data x ∈ D train ∪ D wm , synthetic data ˜ X = { ̃  x } 
17 ˜ x ← G θ ( z ) 
18 L D ← D ω ( ̃  x ) − D ω ( x ) + λL wm 

19 ω ← Adam 
(
▽ ω 

1 
m 

∑ m 
i =1 L D , ω, α, β1 , β2 

)

20 L G ← −D ω ( ̃  x ) 

21 θ ← Adam 
(
▽ θ

1 
m 

∑ m 
i =1 L G , θ , α, β1 , β2 

)

22 end 

23 end 
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Fig. 2. Illustration of our proposed GAN model watermarking. 

The function f substring is used for string truncation and extrac- 
tion. Finally, let us assign the exclusive OR results of b 1 and 
b 2 to b. It should be noted that we need to repeat the afore- 
mentioned operation until the length of b is not larger than 
L . The watermark label length L depends on the classes of 
training data. Then both watermark label y wm and verification 
image I wm (selected by GAN model server) consist of trigger 
set. 

• Embedding Phase : In our proposed GAN model watermarking 
scheme, we prepare a set of verification images in advance for 
the IP verification, and meanwhile set the watermark label as 
the key to trigger the synthetic watermark image from the wa- 
termarked generator network in the model. In particular, the 
latent vector z and label from training data and trigger set are 
combined as inputs for the generator to synthesize data. And 
the discriminator is trained to determine whether a sample is 
original or synthetic. Algorithm 1 shows the watermark embed- 
ding phase. In order to train the original data and trigger set at 
the same time, the loss function is designed to maintain model 
performance and ensure the quality of embedded watermark. 
Then the discriminator loss L D is expressed as: 

L D = D ω ( ̃  x ) − D ω (x ) + λL wm , (1) 

where L wm denotes the additional cross entropy watermark loss 
and λ is a weight parameter with a default value of 1. When 
the synthetic watermark does not match the verification image, 

it will be subject to additional penalties. In fact, the procedure 
of watermarking the protected GAN model is efficiently com- 
pleted during the model training. 

• Verification Phase : The watermarked model is assigned to the 
authorized user, and the watermark label is conserved by the 
model owner. When a model IP dispute occurs, the model 
owner can trigger the synthetic watermark ˜ x from the water- 
marked generator G θ according to the watermark label y wm for 
IP verification. Then the similarity between the output water- 
mark ˜ x and the verification image I wm provided in advance is 
evaluated according to E (see Eq. (2) ). Here, we combine struc- 
tural similarity index measure (SSIM) ( Wang et al., 2004 ), peak- 
signal-to-noise ratio (PSNR), and cosine similarity (COSIN) to 
evaluate the overall similarity, described as: 

E = α f ssim (I wm , ̃  x ) + β f psnr (I wm , ̃  x ) + γ f cosin (I wm , ̃  x ) , (2) 

where E denotes the evaluation value, α, β and γ denote the 
weight factors, and α + β + γ = 1 . If the evaluation value E ≥ ε, 
the model owner can prove the ownership of the model. When 
a correct watermark label is input to the watermarked model 
(generator), a correct synthetic watermark can be successfully 
triggered. On the contrary, if the non-watermarked model is 
fed with the watermark label, the output result will be a non- 
semantic image (see Fig. 2 ). Besides, if the incorrect watermark 
label is fed into the watermarked model, a non-semantic image 
will also be output. 

4 
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Table 1 

GAN model performance comparison by adopting different datasets. 

WGAN-GP ProGAN StyleGAN2 

cifar10 Danbooru2018 cifar10 Danbooru2018 cifar10 Danbooru2018 

Original FID 12.4626 - 11.9615 3.4598 11.0168 6.5331 
SWD 7.2899 - 6.9164 2.8467 10.2400 8.7453 

Ours FID 11.8928 - 8.1573 3.2856 7.8946 6.0972 
SWD 7.2252 - 6.6665 3.0911 9.0160 9.1217 

4. Experimental results 

In order to demonstrate the effectiveness of our method, a 
series of numerical experiments are conducted on the baseline 
GAN models, including WGAN-GP ( Gulrajani et al., 2017 ), Pro- 
GAN ( Karras et al., 2017 ) and StyleGAN2 ( Karras et al., 2020 ). 
And we conduct experiments on two image datasets: cifar10 
( Krizhevsky et al., 2009 ) and Danbooru2018 ( Wang, 2019 ). The for- 
mer consists of 50,0 0 0 colour images classified into 10 classes, 
with 50 0 0 images per class. The latter consists of more than 
20 0,0 0 0 cartoon character images classified into 182 classes, with 
different images per class. During the watermark embedding 
phase, we strictly follow the architecture in Gulrajani et al. (2017) , 
Karras et al. (2017, 2020) to train our model for generating GAN 

synthetic images. 

4.1. Overall performance 

In this subsection, we conduct experiments to evaluate the per- 
formance of the GAN models with watermark. We assume that af- 
ter embedding watermark, the performance of the original GAN 

model cannot be degraded. Here we consider fréchet inception dis- 
tance (FID) ( Heusel et al., 2017 ) and sliced wasserstein distance 
(SWD) ( Karras et al., 2017 ) as metrics of evaluating the perfor- 
mance of the GAN models. The lower the value of FID and SWD, 
the better the performance of GAN model. 

Table 1 shows the performance comparison between the orig- 
inal and the protected model embedded by our proposed wa- 
termark via FID and SWD. By observation, regardless of WGAN- 
GP, ProGAN or StyleGAN2 on cifar10 and Danbooru2018, com- 
pared with the original version, our proposed GAN model with 
watermark can obtain lower FID and SWD value on the whole. 
That directly verifies the fidelity of our proposed method, mean- 
ing that the performance of the GAN model with watermark can 
be retained. Besides, for WGAN-GP, it should be noted that Dan- 
booru2018 has a problem of overfitting, since that Danbooru2018 
has too many labels in the dataset while the WGAN-GP model can- 
not fit the entire sample space, leading to that the loss is hardly to 
converge. In such scenario, we cannot acquire the results. Similarly, 
in Table 2 , the specific results also cannot be given. 

4.2. Watermark quality evaluation 

In practice, when a model IP dispute occurs, the model 
owner needs to trigger the synthetic watermark according to the 

watermark label for verifying its ownership. Therefore, the syn- 
thetic watermark by the generator from GAN model needs to meet 
two requirements. The synthetic watermark can be extracted cor- 
rectly as the key is correct. Otherwise the protected model cannot 
generate the corresponding synthetic watermark. Meanwhile, the 
synthetic watermark should be reliable and can be successfully 
detected. 

Here, we consider three quantitative indicators (i.e., PSNR, SSIM 

and COSIN) to evaluate the watermark quality. The combination of 
these three indicators can effectively and intuitively evaluate the 
watermark quality. In Table 2 , we compare the verification image 
from trigger set with the synthetic watermark, in order to calculate 
the values of PSNR, SSIM and COSIN. By observation, the average 
SSIM is above 0.85; the average COSIN is above 0.99; the average 
PSNR is above 26. It means that the deviation between the verifi- 
cation image and the synthetic watermark is small and the simi- 
larity is very high. The experimental results demonstrate that the 
synthetic watermark is of high quality. Moreover, according to the 
value E from Eq. (2) , we calculate the watermark detection rate. 
It can be observed that regardless of WGAN-GP, ProGAN or Style- 
GAN2 on cifar10 and Danbooru2018, the watermark detection rate 
is always equal to 100%, meaning that the GAN model can return 
reliable watermark for IP protection. 

4.3. Robustness comparison 

4.3.1. Parameter fine-tuning 

In general, parameter fine-tuning uses less computing resources 
and time to retune the model parameters, in order to confirm a 
new local minimum while maintaining model performance. In the 
model watermarking attack, parameter fine-tuning can be used to 
remove watermark data. Thus in such scenario, we assume that the 
attacker can obtain the original training data and settings of the 
training model to fine-tune the model parameters. Fig. 3 presents 
the performance for the original model without watermark, the 
protected model with watermark, and the model attacked by fine- 
tuning. By observation, after fine-tuning, the detection rate of wa- 
termark still remains over 80% for WGAN-GP and ProGAN, 72% for 
StyleGAN2. Moreover, for FID, the model after fine-tuning obtains 
the more high value, meaning that the protected GAN model can- 
not be effectively adopted by the attacker. 

4.3.2. Model pruning 

Model pruning can reduce redundant parameters while ensur- 
ing the performance of the original model. Similar to image com- 

Table 2 

Watermark quality evaluation, where the average PSNR, SSIM and COSIN values are obtained between the verification image and the syn- 
thetic watermark. (see Fig. 2 ). 

Model Dataset PSNR SSIM COSIN Detection Rate 

WGAN-GP cifar10 24.0088 0.8571 0.9966 100% 
Danbooru2018 - - - - 

ProGAN cifar10 26.8268 0.8548 0.9978 100% 
Danbooru2018 21.1382 0.7006 0.9948 100% 

StyleGAN2 cifar10 29.3933 0.9062 0.9989 100% 
Danbooru2018 29.3638 0.9068 0.9981 100% 
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Fig. 3. GAN model robust evaluation and watermark performance on cifar10 after fine-tuning attack, in which “Not embedded WM” represents the original model without 
watermark, “Embedded WM” for the protected model with watermark, and “Fine-Tuning” for the model attacked by fine-tuning. 

Fig. 4. GAN model robust evaluation and watermark performance on cifar10 after pruning attack. 

pression, model pruning might also affect the watermark perfor- 
mance. Thus in such scenario, we use the method proposed in 
Han et al. (2015) to prune the parameters in the model by us- 
ing different pruning rates for testing our model robustness. As 
Fig. 4 illustrates, the watermark can still be effectively detected 
under the pruning attack with the pruning rate even up to 40%. 
Besides, for ProGAN and StyleGAN2 models, the watermark is still 
effective when the pruning rate as high as 60% and 80% respec- 
tively. In fact, it should be noted that when the pruning rate ar- 
rives at the upper bound, the performance of the original GAN 

model is greatly reduced, leading to its invalidation. In such sce- 
nario, it is of insignificance to study the performance of watermark 
robustness. 

4.4. Comparison with SOTAs 

In this subsection, let us carry out the comparison experiments, 
in which the methods ( Lounici et al., 2021; 2022; Szyller et al., 
2021 ) are respectively compared. To our knowledge, the tasks of 
the compared watermarking schemes are totally different, leading 
to that the comprehensive comparison of all the methods is very 
difficult to carry out. Nevertheless, we still proposed to compare 
our proposed GAN model watermarking with the aforementioned 
SOTAs in some aspects. 

As Fig. 5 illustrates, we first compare the watermark integrity, 
referring to as evaluating the quality of the model watermark by 
detection rate. In Szyller et al. (2021) , “9L” denotes 9-layer DNN 

model and “RN34” denotes the classic ResNet34 ( He et al., 2016 ), 
in which the compared models are also trained by cifar10 dataset 
as in our prior experiments. Basically, the watermark detection rate 
is satisfying. In Lounici et al. (2021) , we select the representative 
internal watermark method on image classification and reinforce- 
ment learning. The watermark detection rate over 98% is nearly 
perfect, implying its good performance of watermark integrity. In 
Lounici et al. (2022) , the fairness-based watermarking scheme is 

selected to compare, where the perfect 100% detection rate can be 
obtained. Similarly, “RN18” denotes the classic ResNet18 ( He et al., 
2016 ). Moreover, our proposed GAN watermarking scheme can also 
obtain the perfect detection rate. It should be noted that although 
the model watermarking schemes of Szyller et al. (2021) and 
Lounici et al. (2022) are applied into the classification models, the 
same training dataset, referring to as cifar10, further guarantees 
the fairness of performance comparison in the similar experimen- 
tal settings. Besides, for ( Lounici et al., 2021 ), the only experimen- 
tal results of image classification and reinforcement learning are 
illustrated. By comparison, we can clearly observe that our pro- 
posed watermarking scheme is as good as the SOTAs, which can 
be smoothly used for GAN model. 

Next, in Fig. 6 , we compare our proposed method with 
( Szyller et al., 2021 ) on the robustness performance when the 
model pruning attack happens. It is still proposed to adopt the 
cifar10 dataset for model training. By observation, as the pruning 
rate increases, the model watermark proposed in this context ba- 
sically always can be effectively detected, implying that our pro- 
posed GAN model watermarking performs better robust, which is 
better than its counterpart. 

Fig. 5. Integrity comparison of different model watermarking schemes. 
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Table 3 

Requirement check of our proposed GAN model watermarking scheme. 

Requirements Metrics Check 

Fidelity FID & SWD � The GAN watermark embedding nearly cannot affect the performance of the GAN model itself. In the 
subsection 4 –4.1 (see Table 1 for details), the low value of FID and SWD verifies the fidelity of the GAN model. 

Integrity PSNR, SSIM and COSIN � The GAN Watermark can be accurately and effectively extracted from the model. In the subsection 4 –4.2 , the 
high quality of the extracted watermark can be effectively guaranteed, which is evaluated by three indicators 
(see Table 2 for details). 

Robustness Detection Rate � When encountering malicious attacks, the GAN model watermark can still be exactly extracted. In the 
subsection 4 –4.3 , as we set the mainstream attacks including parameter fine-tuning and model pruning to the 
GAN model, our proposed GAN watermark is still valid (see Figs. 3 and 4 for details). 

Security – � The GAN watermark can only be triggered by a completely correct key; otherwise the GAN model can only 
trigger a non-semantic image (see Fig. 2 for details). Meanwhile, it should be noted that only the model owner 
owns the verification image, which should be securely preserved. 

Capacity Bits � The model watermarking scheme has the satisfying capacity, where the synthetic image serves as watermark 
depends on the GAN model itself. 

Efficiency Time � The training time between the GAN model with carrying the proposed watermark and the GAN model 
without the watermark is very similar. 

Fig. 6. Robustness comparison of different model watermarking schemes. 

5. Discussion 

In this context, we proposed to design the GAN model water- 
marking scheme, whose effectiveness has been comprehensively 
verified in the experiments. For clarity, we further list the require- 
ments of the model watermarking to check if the proposed method 
reaches that in Table 3 . Obviously, it can be observed that the pro- 
posed GAN model watermarking scheme is good enough to be ap- 
plied to protect the IP of the GAN model. 

Furthermore, in the compared experiments, we compare the 
proposed GAN model watermarking scheme with the SOTAs 
( Lounici et al., 2021; 2022; Szyller et al., 2021 ) in some respects. 
Meanwhile, the experimental results directly verify the superior- 
ity of the proposed method. In fact, due to the different types 
of the input and output data, most of the current model water- 
marking schemes such as ( Lounici et al., 2021; 2022; Szyller et al., 
2021 ), cannot be directly applied to the GAN model. To address 
that challenging issue, the GAN model watermarking method is 
proposed in this context. Only dependent on the correct water- 
mark label, the synthetic watermark can be successfully triggered 
by the model owner for IP protection. More importantly, the de- 
signed GAN model watermarking fully meets the requirements of 
the model watermarking. 

In addition, it should be noted that embedding watermark into 
parameters of model needs to be verified by accessing the model 
parameters and structure, which is not conducive to ownership 
verification. Moreover, embedding watermark into outputs of the 
protected model needs to extract watermark from the generated 
image, which avoidably affects the quality of the output data to a 

certain extent. In such case, the users possibly would not like to 
obtain the output with the specific watermark, which limits the 
wide application of the model watermarking. Thus, it is proposed 
to design the black-box watermarking scheme towards the GAN 

model. In particular, the verifier only needs to access the API pro- 
vided by the GAN model as normal users, and inputs the correct 
watermark label to trigger the model watermark. That is, the GAN 

model does not need to be obtained in advance before verification, 
and the fidelity of the GAN model can be guaranteed. 

6. Conclusion 

In this paper, we propose a novel framework of model wa- 
termarking to solve the issue of the IP protection towards GAN 

model. Unlike the most existing methods of model watermarking 
that are well devised to protect the specific network for detec- 
tion or classification task, our proposed framework are commit- 
ted to protecting GAN model. Specifically, the synthetic watermark 
is generated in the generator through model training and trig- 
ger set. During the verification of model ownership, the model 
owner can trigger the watermark in the generator, only if the 
correct watermark label is acquired. The extensive experiments 
validate the effectiveness of our proposed model watermarking, 
which is robust enough to resist against parameter fine-tuning 
and model pruning attacks. Moreover, we need to address that 
our proposed GAN watermarking scheme is not only adopted in 
the aforementioned GAN models but also the other baselines. Be- 
sides, in our proposed GAN watermarking framework, we can also 
use the other benchmark image datasets, not limited to cifar10 or 
Danbooru2018. 
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