COMPLEXITY, MANAGERS,
AND ORGANIZATIONS



ORGANIZATIONAL AND OCCUPATIONAL PSYCHOLOGY

Series Editor: PETER WARR
MRC/SSRC Social and Applied Psychology Unit, Department of Psychology,
The University, Sheffield, England

A list of books in this series is available from the publisher on request.



COMPLEXITY, MANAGERS,
AND ORGANIZATIONS

SIEGFRIED STREUFERT

Department of Behavioral Science
The Pennsylvania State University. College of Medicine
Hershey, Pennsylvania

ROBERT W. SWEZEY

Behavioral Science Research Center

Science Applications International Corporation
McLean, Virginia, and

The George Washington University
Washington, D.C.

1986

ACADEMIC PRESS, INC.
Harcourt Brace Jovanovich, Publishers
Orlando San Diego New York
Austin  Boston London Sydney
Tokyo Toronto



COPYRIGHT © 1986 BY ACADEMIC PRESS. INC

ALL RIGHTS RESERVED.

NO PART OF THIS PUBLICATION MAY BE REPRODUCED OR
TRANSMITTED IN ANY FORM OR BY ANY MEANS. ELECTRONIC
OR MECHANICAL, INCLUDING PHOTOCOPY. RECORDING. OR

ANY INFORMATION STORAGE AND RETRIEVAL SYSTEM. WITHOUT
PERMISSION IN WRITING FROM THE PUBLISHER.

ACADEMIC PRESS, INC.
Orlando, Florida 32887

United Kingdom Edition published by
ACADEMIC PRESS INC. (LONDON) LTD.
24-28 Oval Road, London NW1 7DX

Library of Congress Cataloging in Publication Data

Streufert, Siegfried.
Complexity, managers, and organizations.

Bibliography: p.

Includes index.

1. Executive ability. 1. Swezey, Robert W.
1. Title.
HD38.2.577 1986 658.4°09 85-28784
ISBN 0—-12—673370—8 (alk. paper)

PRINTED IN THE UNITED STATES OF AMERICA

86 87 88 89 987654321



Contents

Preface
Acknowledgments

1

Introduction

Descriptive versus Predictive Analysis
Rational versus Irrational Organizational Decision Making
The Rationality of Differentiation and Integration

2

Complexity: A Review of the Literature

Structure versus Content

Definitions

Effects of the Environment and of Task Demands

Theoretical Positions in the Development of Complexity
Theory prior to 1977

Advances in Complexity Theory since 1977

Research Results on Complexity Theory

xi

12
16
18

19
25
28



vi

3

The Place of Complexity in Organizational Science

Choice of Methodology
Results and Interpretation

4

Complexity Theory: The Cognitive Structure of Individuals
in the Organization

Complexity Theory Applied to the Individual

Sources of Complexity

Hierarchical versus Flexible Complexity

Degrees of Complexity

Why Would Anybody Want to Be Cognitively Complex?
Complexity and Related Styles and Abilities

Complexity and the Environment

Behavioral and Cognitive Content

Complexity and Practical Intelligence

S

Complexity Theory: The Structure of Information Processing
in Organizations

Complexity and Organizations

People

What Is Organizational Complexity?

Sources of Organizational Complexity

Intuition and Managerial Functioning
Organizational Leadership

Organizational Strategy and Planning
Organizational Functioning and the Environment

6

The Measurement of Differentiative and Integrative Complexity

Measuring Individual Differences in Cognitive Complexity
Measuring Individual, Team, and Organizational Performance
Measuring the Complexity of Organizational Information Flow

Contents

41
44

54
55
60
61
71
73
80
89
90

91
93
97
103
113
115
120
133

142
150
165



Contents

7

Research Data on the Behavioral and Organizational Effects

of Dimensionality

Attitudes

Attributions

Attraction

Perception of Others’ Intent and Strategy
Leadership

Task Performance

Research with Organizations and Organizational Decision Makers

8

Physiological and Health Implications of Complexity
and Other Managerial Styles

Type A Coronary-Prone Behavior
Complexity, Arousal, and Disease
Tasks

Research

An Extension of Theory

The Complexity Dilemma

9

Contributions of Complexity Theory to Organizations

Theory and Research
Complexity in Managerial and Organizational Science

APPENDIX
Measurement via the Time-Event Matrix

Number of Decision Categories
Number of Decisions

Number of Integrations

Integration Time Weight

Quality of Integrated Strategies (QIS)
Multiplicity of Integration

Weighted QIS

Number of Respondent Decisions
Average Response Speed

Serial Connections

vii

167
171
172
173
174
176
189

197
200
201
203
210
213

219
222

229
230
230
231
232
233
234
235
237
237



viii Contents

Planned Integrations 238
Multiplexity F 240
Measures of Performance Quality 241
References 243

Index 255



Preface

The competent functioning of managers and the success of organizations
is a concern not only for executives and scientists, but for society itself. It
is, therefore, not surprising that a multitude of research projects on these
topics has been completed and that thousands of relevant articles and books
have been published. Nonetheless, researchers have not yet been able to
resolve the mystery of the highly successful organization and have not yet
developed an adequate prescription for executive excellence. We believe that
the earlier lack of success in capturing these qualities is, at least in part,
due to the approach that has been used. Most previous theories and research
efforts on executive performance and on organizational functioning have
looked only at the surface of managerial and organizational success.

Take, for example, questions of executive competence. We have spent
years considering what successful executives do and what their less suc-
cessful brethren do. We have studied the content of their thoughts and ac-
tions. We have not been alone. Following the observations of Peters and
Waterman in their book In Search of Excellence, a host of popular books
on executives and organizational functioning has appeared. Again, most of
them have chosen the same approach. Typically, they have asked what com-
petent executives or organizations do, what decisions they make or do not

make, and what they do differently than managers and organizations that
fail.

ix



X Preface

Unfortunately, the concern with the ‘‘what’’ of excellence is not suffi-
cient. While it considers the content of executive or organizational func-
tioning, it does not reveal the underlying processes that create that content.
Without question, a concern with the content of, for example, executive or
organizational decisions can be important and useful. However, it is rarely
useful in and of itself. Content-based conclusions may not even apply uni-
versally: Where task demands and organizational characteristics differ
widely across settings, diverse decisions, diverse leadership styles, and so
forth, may well be optimal. In other words, prescriptions drawn from ex-
cellence in one organization may be quite inappropriate in another.

A different approach is needed. We need theory that is more universally
applicable, that is, that can point toward optimal managerial and organi-
zational functioning across a wide range of settings, task demands, and
constraints. Such an approach is employed in this book. Rather than em-
phasizing the content of managerial and organizational functioning, we fo-
cus primarily on the processes that generate the content. We are concerned
with structure, with managerial information processing, and with the pro-
cessing of organizational input into output. Our approach is based on com-
plexity theory, which is extensively presented and reviewed in chapters that
focus on managers and organizations. Subsequent chapters of this book are
concerned with data collection methods and with findings from two decades
of relevant research. Last, but not least, the book also considers the phys-
iological implications of managerial excellence, based on some research data
that link executive excellence and disease.
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Introduction

Within any given period of time, some organizations will flourish, others
will subsist, and yet others will collapse. To some extent, the fortunes of
organizations are determined by outside (e.g., market-based) forces. In good
part, however, an organization’s future is a product of its internal func-
tioning. What are the internal characteristics of organizations that survive,
even in the face of adversity? What are the characteristics of those that fail,
even in a favorable environment? Answers to those questions are of con-
siderable importance.

In In Search of Excellence, Peters and Waterman (1982) have discussed
various successful private-sector organizations. When we decided to write
the present volume, In Search of Excellence had not yet appeared. We had,
however, collected considerable data that are relevant to both organiza-
tional and managerial success. Where Peters and Waterman consider the
same organizational phenomena with which we had been concerned, our
data-based perspective is often in agreement with their observational con-
clusions.

Our views are highly relevant to their concerns with Aow organizations
and people in organizations function. Peters and Waterman imply that there
are major differences in Aow corporate decision makers think, how orga-
nizational information is processed, #ow organizations provide environ-
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2 1. Introduction

ments that permit creativity to emerge, and how decisions are made and
carried out.

Our views and data are less relevant to the views of Peter and Waterman
where those authors describe the effects of corporate belief systems and
attitudes, for example, what employees of successful organizations think
and how those thoughts may be translated into action. On initial thought,
any differences between ‘‘what’’ and ‘‘how’’ may appear trivial. On second
thought, however, this difference takes a considerable importance. The
question ‘‘how?’’ concerns the structure of information processing and in-
formation flow within an organization. That structure has major impacts
on what is accomplished, how it is accomplished, and possibly most im-
portantly, on what is not accomplished.

Structural information-processing is the central topic of a variety of the-
ories known collectively as complexity theories (e.g., Bieri, 1955; Schroder,
Driver, and Streufert, 1967; Scott, 1962). These theories address the struc-
tural dimensions that underlie the flow, processing, and use of information.
In its more recent form (Streufert, 1978; Streufert and Streufert, 1978),
complexity theory focuses on differentiation (the number of dimensions that
are relevant to an information-processing effort), and integration (the re-
lationships among these dimensions). The theory also considers the impact
of the environment on information flow and processing. As Scott, Osgood,
and Peterson (1979) have suggested, that environmental impact may vary
across diverse cognitive (or organizational) domains where differing degrees
of dimensionality may exist.

This book applies complexity theory both to individual managers acting
in a decision-making capacity, and to the structure and functioning of or-
ganizations. It describes and predicts both how information is processed
through an organization and how inputs result in outputs. Our focus is on
the processes that occur between input and output: (1) the dimensions along
which information that has an impact on an organization, (2) how new
information is related to other new or established (stored) information, (3)
how and when modifications of organizational and individual management
behavior occur, and (4) how a final organizational output is derived.

The processing of information through the organization and through the
cognitive structure of individuals within the organization is described as
dimensional differentiation and integration. Differences in the degree of
managerial and organizational differentiation and integration can have a
decisive impact on how an organization functions. They can, in some cases,
spell the difference between organizational survival and organizational ex-
tinction.

This application of complexity theory to organizations occurs at an op-
portune time. As discussed by Peters and Waterman, strictly quantitative
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approaches to organizational analysis have often failed. New theory is
needed. The theory we provide is concerned with the cognitive and orga-
nizational processes that underlie and predict managerial and organiza-
tional behavior. We deal with the processes that underlie many of the
observations made by other organizational scientists and observers of the
organizational environment, such as Jaques and associates (e.g., Jaques,
1976) and Peters and Waterman. However, as the reader will see, we do not
always agree with the assumed cognitive or organizational foundations of
those observations.

In this book, we explore reasons why organizational science has not pre-
viously considered a structural complexity approach to organizational anal-
ysis. Is the vocabulary necessary to employ these concepts missing? Have
we merely failed to assemble existing concepts into a meaningful theoretical
structure? Given the necessary terminology, how can complexity theory best
be applied to organizations? What existing data bases can provide answers
to questions about organizational structure or organizational management?
What data are suggestive of future research?

Questions such as these are addressed in this book. Our approach toward
answering these questions differs in at least two ways from the more strictly
quantitative techniques for solving organizational problems: Our approach
derives measurement from observations rather than from pre hoc proba-
bility estimates, and it views rationality in a nonhierarchical fashion.

DESCRIPTIVE VERSUS PREDICTIVE ANALYSIS

Scientists have a bias toward predictive theory. Certainly that bias can
be justified because inferences about causality are not possible (at least not
with any reliability) from mere descriptions of events. The sciences that are
concerned with organizations (and with people in organizations) are no ex-
ception. Many organizational scientists believe that sufficient efforts will
allow discovery of invariant numerical relationships among observable
events and that these relationships, once established, will hold over time.
Where research fails to find such relationships, or where the obtained re-
lationships turn out to be curvilinear (or fluctuate as apparently unrelated
events are modified), blame is typically placed on inadequate measures. The
argument is made that analysis has not yet been reduced to an uncon-
founded level.

Whether psychology and other behavioral sciences (and organizational
science in particular) can achieve perfect prediction remains in question. At
least two assumptions must be satisfied for such prediction to occur: (1)
that fixed relationships among organizational variables do, in fact, exist,
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and (2) that despite the complexity of the organizational setting it remains
possible to determine, define, and measure the specific events or compo-
nents that form the basis of the required invariable relationships. At pres-
ent, we cannot be certain that organizational phenomena comply with these
assumptions. We certainly have not reached a stage of analysis that even
approaches perfect prediction. One may even question whether sufficient
knowledge exists about which variables ought to be investigated.

In an attempt to overcome these problems, some disciplines have chosen
a descriptive approach to the study of causal events. We can, for instance,
learn a great deal about how people and events have shaped a particular
organization, using a descriptive study technique. We may find some case
studies that reflect surprisingly similar events and outcomes as do other case
studies. However, yet other cases studies may show different event se-
quences and outcomes, and, in such cases, we can only guess why these
differences occurred. With descriptive methodologies, quantification tends
to be post hoc, if it is employed at all. Data analysis tends to be based on
techniques that have their origin in correlational methodology—Ileading
many a tough-minded scientist to turn away in dismay. That scientist is
going to be persuaded only (and with at least some justification) where
quantifiable predictions are possible. Descriptive approaches in-and-of-
themselves cannot serve that purpose. Let us explore the potential of pre-
dictive mathematical and of descriptive approaches somewhat further.

Predictive Mathematical Approaches

The ancient Greeks considered mathematics to be the purest form of sci-
ence, and current thought retains at least part of that belief. Many believe
that quantification can solve complex problems, and that, in the final anal-
ysis, nothing can defy quantification. The fact that phenomena of physics
typically adhere to relatively simple mathematical formulations may
strengthen this perception. Clearly, using this logic, one should be able to
discover a quantitative formula for organizational phenomena (for exam-
ple, leadership) as well. But can one?

Mathematically based decision theory has probably gone further than
other approaches in attempting to quantify organizational issues. Books,
such as Using Logical Techniques for Making Better Decisions (Dickson,
1983), address the use of such techniques. However (as many decision the-
orists will readily admit), managers often fail to heed quantitative recom-
mendations. And (as some would also admit) recommendations based on
such techniques are often ineffective in organizational settings.

Mathematical prediction is essentially based on the (often undiscussed)
view that a single optimal solution exists to any given problem, and that
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this solution can be captured via an equation. Yet, we all remember our
math teachers telling us that two equations are required to solve for two
unknowns. Clearly, even more are necessary to solve for larger numbers of
unknowns. In addition, by using multiple equations, we are likely to obtain
multiple possible solutions. Predictions of organizational events suffer from
the same type of restrictive discourse. If we wish to solve for a single so-
lution, we must overcome the large number of uncertainties that exist in
the organizational world. Only by reducing uncertainty can accurate pre-
dictions concerning outcomes of contemplated actions be achieved. To do
that, scientists develop parameters. Parameters reflect assumptions about
relationships among variables, based on previously observed events. Thus,
the more unknowns that exist in a situation, i.e., the greater the numbers
of uncertainties that also exist, the greater the number of necessary param-
eter assumptions.

Clearly, mathematical prediction in organizational situations could be of
value. Many organizational situations exist where unknowns are few, and
where relationships among variables tend to be (at least partially) known.
However, such situations are usually quite simple in concept. For example,
calculating the probable acceptance of a new product on the basis of math-
ematical information concerning customer characteristics-interest, and
supply-demand values, may be quite reasonable.

However, other forms of complex organizational decision making (for
example, whether or not to purchase a new subsidiary) typically ar= much
too complex to conform a strict mathematical prediction. In such complex
situations, we often do not know whether we will ever have enough irfor-
mation about organizational variables and their interactions to calculate
optimal solutions. In summary, at the present state of knowledge, we are
not successful at capturing complex organizational processes with mathe-
matical formulations. Few successes in predicting complex organizational
outcomes using quantitative decision theory have been reported.

Further, mathematical predictions are generally based on defined (i.e.,
previously observed and therefore known) events or relationships. How-
ever, the world does not stand still. New events and relationships among
events occur continuously. New objects and ideas are constructed. Rela-
tionships among variables tend to shift. Thus, increasingly greater com-
plexities can emerge over time. Mathematical formulations however, are
inherently stable—that is, they are unable to deal with shifting relationships
without repeated modification. Where such modifications are descriptive
(and most are, at least in early attempts), they are unable to contribute to
causality-based prediction in science. Where, after experimentation or anal-
ysis of events, formulations are revised to capture changes, they must nec-
essarily lag in time behind changing conditions. Such lag often produces
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inaccuracy. The necessary complexity of mathematical predictions and math
models (often defying clear understanding by the organizational decision
maker), as well as their lag-produced inaccuracy, lead many decision mak-
ers to reject their use (quite reasonably) in favor of making decisions on
the basis of intuition or on some other (unknown) basis.!

From Description to Prediction

We have criticized the exclusive use of description in considering orga-
nizational processes. Yet, such a rejection may be a bit harsh when we think
about the ways in which theories arise in science. Rarely does a predictive
theory merely spring up in a scientist’s head unless that individual has pre-
viously studied the relationships of variables under consideration. Some
theorist, however, may not wish to admit that observation has preceded
their theory—particularly if it was based on an ‘‘I wonder what would hap-
pen if”’ basis. Nonetheless, observations must precede theory. Where a re-
sulting theory, once developed, permits testing of assumed relationships,
and where that testing can lead to inferences of causality, a reasonable un-
derstanding of the phenomena of interest can develop.

'That this phenomenon is evident and widespread can be seen from the following passage,
which is quoted from a 1984 Request for Proposals (RFP) for a Problem Solving and Decision
Making Workshop for senior Department of Defense (DoD) officials:

In the past, DSMC [the Defense Systems Management College at Fort Belvoir,
Virginia] taught problem solving and decision making using various mathemat-
ical techniques such as statistics, utility theory, and decision trees. At one time
an Analysis for Program Managers (APM) course existed at DSMC. However,
this course was not fully successful because many students were unprepared for
and uncomfortable with rigorous mathematical analyses. Also, students didn’t
grasp the relevance ofmathematical techniques for some of the problems and
decisions they faced in the program office environment.

With the advent of the Program Manager’s Workshop (PMW) targeted for the
select group of designated service program managers, the requirement for a new
problem solving and decision making workshop has emerged.

The complexity of DoD program management demands that a program manager
and his principal staff be capable of cutting through the complex issues to focus
management attention on identifying problems, developing alternative solutions,
evaluating the alternatives, and selecting the best course of action by utilizing
sound decision-making practices.

In June 1983, a one-week seminar in problem analysis was conducted for the
DSMC faculty which stressed generic problem solving and decision making skills.
The workshop was very well received and this type of generic, non-mathematical
approach is being considered for the PMW for the problems and decisions pro-
gram managers must face.
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But what should we observe? Certainly an ethological approach, where
all observed events are cataloged, will not produce rapid development of
hypotheses, much less rapid development of theory. Observation of specific
actions will probably not be extremely helpful either, because action content
often varies greatly. An organization that is designed to provide services to
the needy at no charge, for instance, may go about its business quite dif-
ferently than will an organization that is established to design, manufac-
ture, and sell automobiles for profit. The same holds for people that work
in organizations: the specific content of their actions will likely vary con-
siderably across individuals.

If we want efforts at description to provide a possible basis for subse-
quent quantification of organizational variables, then we must find phe-
nomena that can be compared across individuals and/or across units within
organizations. That is, we must focus on structural rather than on content
variables. What a person thinks likely differs greatly from one individual
to another. However, how a person thinks can be compared to Aow another
person thinks, irrelevant of the content of those thoughts (see Streufert and
Streufert, 1978). Similarly, what an organizational unit does provides for
less comparability across units than Aow that unit deals with input and how
it translates input into output. Thus, the way in which information is proc-
essed through an organization (from information input to action) can be
compared across people (managers), across organizational subunits and
across organizations, even if the organizations have divergent purposes and
must deal with quite different kinds of information. This Aow approach
focuses on organizational (and individual) information-processing struc-
tures and their effects on managerial actions and organizational outcomes.

Later in this book, we show that structural characteristics can be ob-
served, quantified, measured, and used to develop a theory that is predictive
of organizational success. Because our approach begins with assessments of
excellence, it does not make pre hoc assumptions about the ingredients of
success. It does not attempt to generate idealized mathematical formula-
tions. It does not specifically define what managers and their organizations
should do. Rather it studies the structured basis of what successful man-
agers or organizations do, and what the effects of those actions are. Only
then does it quantify the structural characteristics of successful persons or
successful organizations.

Because this approach addresses how people and organizations process
information, rather than the specific information content that is processed,
it is minimally affected by shifts in.informational or task content over time.
Changes in content are processed by the organization (or the organizational
decision makers) just as other variables and events are processed, generally
requiring little or no modification of structural properties. Where some
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shifts in structural requirements are necessary, they are likely to occur quite
slowly, often requiring years to complete. In other words, structural theory
of organizational and managerial behavior is likely much more stable over
time an task environments than content-based theory.

RATIONAL VERSUS IRRATIONAL
ORGANIZATIONAL DECISION MAKING

If we were to ask persons on the street whether organizations should make
decisions on a rational or irrational basis, the majority consensus would
undoubtedly favor rationality. Based on a dictionary definition of the term
rational, we may well agree. Webster’s Collegiate Dictionary defines ra-
tional as ‘‘(1) having reason or understanding, and (2) relating to, based
on or agreeable to reason.”’ Certainly decisions made without resort to rea-
son would likely be absurd and probably would lead to failure. If decisions
were made at random and were not meaningfully related to other events,
we could not even hope to study the decision-making process.

Why, then, has it been argued that successful companies are often ‘‘ir-
rational’’ in their decisions (i.e., Peters and Waterman, 1982)? Let us look
at the dictionary definition again. A third definition of the term rational
(that we have so far omitted) also exists. Webster adds that the term rational
implies ‘‘relating to or resulting from the application of arithmetic opera-
tions to integers or to polynomials.”” Here, rationality refers to mathemat-
ical operations. Unfortunately, many organizational rationalists have
embraced this narrow definition of rationality. Clearly, the mathematical
view of rationality is attractive. It provides simple tools for analysis and
prediction that was clear, precise, and unambiguous. Further, such a view
implicitly supports the scientist’s tendency to strive toward order.

We have already argued against overemphasis on a kind of rationality
that takes the sole form of mathematical prediction. We are not alone. Pe-
ters and Waterman would certainly agree. Some writers make the point in
much stronger language. For example, Wrapp (1980) considers the excessive
use of the mathematical approach to be a ‘‘monster.”” Even writers who
are concerned with the more hierarchical military organizations find that
the prescriptive approaches of mathematical decision theorists often do not
apply to real-world decision making. Wohl (1981), for instance, has argued
as follows:

Decision theorists have tended toward prescriptive definitions based on the con-
cept of a decision as a selection from among given alternatives, while com-
manders and corporate executives have tended toward descriptive definitions
involving such statements as ‘‘It seemed the best thing to do at the time’’ or
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““We had to act immediately based on whatever information we had at the time”’
or “The final course of action became obvious after awhile.”” The qualitative
difference between the two views is striking.

Nearly all classical decision theory, including its statistical . . . and sequential .
. . branches assumes that options are given. Optimal choice usually has to do
with the degrees of uncertainty in information input, the relative costs and gains
in each of the possible choices . . . or the utility function of the decision maker.
. . . The preponderance of work in decision theory has concentrated on tech-
niques for option selection with little research on those portions of the process
which are of greatest interest to military commanders, namely, the creation, eval-
uation and refinement of both hypotheses (i.e., what is the situation) and options
(i.e., what can be done about it) [emphasis added].

Wohl has referred to Keen and Scott-Morton (1978), who suggest that sys-
tem designers are often both emotionally and philosophically biased, and
that they should study how managers do, in fact, make decisions, rather
than focus on the logic of how they supposedly should do so.

In its narrow definition, the (mathematical) rational approach has several
negative implications. It generally does not allow for contingency planning
because mathematical solutions are required to be definite. It does not gen-
erally allow for experimentation and ‘‘testing the waters’’ because experi-
ments may produce errors (even though such errors can provide valuable
information). It is conservative, limits novel approaches (see Drucker, 1969),
and restricts creativity. Finally, as stated earlier, it often fails when it is
applied to complex problems with multiple uncertainties.

On the basis of similar considerations, Peters and Waterman (1982) have
reached the conclusion that humans are irrational and that irrationally led
organizations tend to perform better. These authors also argue that *‘if there
is one striking feature of the excellent companies, it is (their) ability to man-
age ambiguity and paradox’’ (p. xxiv). They later state (in discussing
various factors that should be considered by management); ‘‘Yes, quanti-
fication of these sorts of factors is difficult, probably not even useful. But
the factors can certainly be considered sensibly, logically and fairly precisely
in the face of modestly well documented past experience’’ (p. 32). [From
J. J. Peters and R. H. Waterman, Jr. (1982) In Search of Excellence. Copy-
right 1982 by Harper and Row, Publishers, Inc.]

However, sensible, logical, and precise, consideration of phenomena or
events hardly sounds like irrational behavior—at least in terms of the first
two of the dictionary definitions of rational. What kind of rationality, if
not mathematically described, are we dealing with? How does one manage
paradox successfully, yet rationally? We would argue that rationality does
underlie many, if not most, of the decisions made in organizations. These
decisions, as required by the dictionary definition of rationality, are gen-
erally based on reason. The reasons may not always be adequate, yet they
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are reasons based on some—albeit possibly limited—rationality. They are
not necessarily hierarchically organized, as mathematical rationality might
require. For that matter, the reasoning underlying organizational decision
making may often be flexibly multidimensional and, consequently, may es-
cape mathematical description (especially, as long as the mathematical de-
scription posits a hierarchical derivation system).

It is our contention that creativity, experimentation, planning for the fu-
ture, and similar organizational decision-making characteristics, which Pe-
ters and Waterman have advanced in arguments against the rational
approach, can indeed be rational, although they reflect a different kind of
rational approach, one that is evident in successful organizations and in
successful managers. It is this kind of rationality that this book addresses.

THE RATIONALITY OF DIFFERENTIATON
AND INTEGRATION

We have previously stated that complexity theory is concerned with dif-
ferentiation and integration of dimensions. Thus, it views both organiza-
tions and managers from a perspective of potential multidimensionality,
both as potential differentiators and integrators, and as potentially flexible
and adaptive as they integrate various dimensions of information. Mathe-
matical decision-making approaches, in contrast, tend to reflect either
unidimensionality, or at best, an inflexible hierarchical system of multidi-
mensional information processing where relationships among dimensions
and their impacts are fixed. From a purely quantitative perspective, an ex-
ecutive who may perceive information or events on several dimensions (e.g.,
goodness, utility, employee satisfaction, pay-off for self and others, cor-
porate profit) should weight those dimensions. From a quantitative per-
spective, the same logic holds for organizations. Information received by
various departments (which might have diverse implications) must ulti-
mately be weighted according to, for example, a single overriding principle,
such as profit.

As you will see, this is not necessarily the way in which excellent orga-
nizations typically function. Neither is it necessarily the way an excellent
corporate decision maker functions (if he or she did, we could and probably
should replace him or her with a much faster computer). Rather, differ-
entiation and integration in organizational functioning can, and in many
cases should, be integrative and flexible. A variety of simultaneous inputs
into the system (whether individual cognition or organizational system) in
combination with current demands and opportunities may (or should)
change weights or judgmental dimensions and may change the pattern with
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which relationships among dimensions (integrations) produce outcomes.
These outcomes are likely based on observable events but, because they vary
with situational and other demands, are not easily predictable in advance.
While the information processing from which the outcomes emerge takes
account of uncertainties, an observer (who is not aware of the many con-
siderations as he/she tries to interpret the reasons for an outcome) may
perceive irrationality or excessive effects of uncertainty. As a matter of fact,
the observed behavior, because of its shifts over time and tasks, may appear
uncontrolled or ‘‘wishy-washy.”” The apparent irrationality more likely re-
flects limited understanding by the observer (especially with regard to in-
formation integration) than lack of control or randomness of organizational
or managerial activity. As long as the organizational behavior in question
is both adaptive and (as the dictionary requires) ‘‘based on or agreeable to
[multidimensional] reason’’—that is, reasoned actions by the decision mak-
ers—it is necessarily rational.

Organizational science has typically neglected this form of rationality. To
some degree, the neglect may be due to a failure to observe structural char-
acteristics: We have focused so carefully on what organizations do rather
than on Aow they do them. Another possibility is that we have simply not
developed an adequate language to deal with the structural characteristics
that underlie the behavior of managers and organizations. One may ask, is
the linguistic terminology that is required to communicate or identify struc-
tural concepts relevant to managers and organizations available? Is it used
in organizational science? Or, are such concepts as differentiation, integra-
tion, input, output, complexity, information, dimensionality, and decision
making absent from the organizational literature? The answer to the latter
question can hardly be ‘‘yes.”’ Even a brief skimming of the organizational
literature shows that such complexity theory terms are used over and over
again.

A remaining issue then, is the extent to which these terms are used in
interrelated fashion either in organizational theory or in the interpretations
of organizational data, or both. Without adequate language and without
organization of that language toward understanding the interrelationship
of these terms, we cannot achieve the needed conceptualization of the struc-
tural underpinnings in organizational information processing. As Peters and
Waterman (1982) have indicated, special forms of languages are required
for specific orientations. In Chapter 3 of this book, we explore the extent
to which the language of complexity theory is available to organizational
science. In the next chapter, theory and research concerned with complexity
approaches per se are reviewed.
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STRUCTURE VERSUS CONTENT

Complexity theory had its origin in cognition. Early versions of various
theoretical approaches to complexity were concerned with the styles persons
employ when they process information. The first complexity theorists fo-
cused their interests primarily on the areas of perception, individual dif-
ferences, and information processing. Invariably, the early orientation was
concerned with individual human beings, specifically with the cognitive
structure of those human beings. How did information flow through this
structure? Where and when was information modified, distorted, used?
How did this structure express itself in the behavior of a particular person
under study? The possibility that information-processing structures of larger
order (e.g., group structures or organizational structures) might be included
within the predictions of complexity theory was not considered in early ef-
forts.

The review of complexity theory and research that is presented in this
chapter is historical in its approach, dealing first with earlier approaches to
complexity theory and research. For readers who wish to become familiar
with complexity theory as a general phenomenon, our review will be useful
in its entirety. For those (more impatient) readers who want to know how

12
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complexity can address people in organizations (or the organizations them-
selves) reading this chapter through to the next section may be useful, then
skipping the ‘‘definitions’’ section and beginning again with the third sec-
tion.

We have already touched on certain basic aspects of complexity theory
in the first chapter of this book. Whether applied to individuals, to groups,
or to organizations, the complexity theories are all concerned with the how
of information processing. When viewed in a very limited and isolated
fashion,' complexity-based approaches are not interested in what the in-
formation processed might be. The content of an attitude, for example,
would not be of major interest. How an attitude, whatever its content might
be, is developed, how contradictory information may modify that attitude,
and how the attitude is used in contributing to information input-behavior-
output chains is of interest. In other words, the focus is on the structure
of information processing. The emphasis is on Aow information is proc-
essed.

In contrast, attitude content, specific attributions, even the content of a
specific decision are not directly considered because they reflect the content,
that is, the what of information processing. That is not to say that content
is unimportant. Indeed, it is of considerable significance: Without knowing
whether an attitude makes sense, whether an event is attributed to the ap-
propriate causal agent, or whether a decision is meaningful in its environ-
mental context, we have gained little information about some aspects of
decision-making quality. But, an emphasis on content alone is equally in-
sufficient. Nonetheless, behavioral content, decision-making content, and
so forth has been and continues to be, studied extensively and—unfortu-
nately—in isolation. Content alone is being investigated by behavioral sci-
entists of many orientations, by economists, sociologists, and management
scientists alike.

In most applied decision-making situations, there is minimal doubt that
most actions taken by managers are appropriate in their content, especially
if decisions are made by persons who are already in positions of influence.
Executives have generally achieved their position by demonstrating that they
are not likely to engage in actions (or decisions) that are irrelevant to current
needs, i.e., of inappropriate content. Similarly, a good military leader is
not likely to initiate an action that will result in immediate and unnecessary
loss of life or equipment. Such individuals have been trained to optimize
current outcomes, given current conditions. In other words, there exists

'Such an isolated view is mentioned for definitional purposes only. Content and structure
should be considered simultaneously in terms of their joint effects on outcomes.
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some basic assurance that well-trained and experienced personnel are not
very likely to make major errors in decision content.

Complexity theorists suggest that we need to consider the effects of con-
tent where necessary—that is, where the possibility exists that decision con-
tent may not be handled appropriately in a task at hand. However,
complexity theorists would argue that structure—that is, the how of infor-
mation processing—is at least as important—and maybe more so. For ex-
ample, though some specific decisions may be quite appropriate in content
at a given point in time, it may be inappropriate on other occasions. Con-
sider, for example, a situation in which a general commanding a force is
facing enemy attack. An appropriate ‘‘content’’ response might be to en-
gage the enemy, to hold a defensive line? at an optimal point in the terrain,
and to possibly counterattack by increasing the number of forces at the
location of the enemy attack. However, that action might draw substantial
defensive forces away from other locations. If the enemy’s attack was, in
fact, intended to weaken the lines elsewhere, specifically at a location where
the enemy intended to break through the lines in the near future, an ap-
propriate response based on consideration of one dimension of content
alone might have resulted in disaster. In such a situation, the military com-
mander should (and certainly would) have asked such questions as

What is the purpose of the enemy’s move?

What may their next action be?

What strategy is behind the action?

What is the best strategy in response?

How can we turn the enemy’s strategy against them?

What are the long-range implications of the various potential out-
comes of this battle?

7. What strategy and its likely outcome would be most successful in the
long run, even if it does not necessarily appear so in the short run?

W=

These questions reflect cognitive activity along a number of content di-
mensions. The simultaneous and interactive (integrative) application of sev-
eral dimensions takes this form of information processing into the realm
of structure. We are now concerned with the how of information processing
by asking how the various and diverse answers to these questions are com-
bined to arrive at action decision(s).

A similar example may be drawn from the private sector (see Streufert,
1983a). Consider two companies that manufacture a similar consumer
product. Decision makers in one of the companies are informed that the
competition has dropped their price by 25%. How should management deal

2At least in classical warfare.
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with this situation? The reaction might be what complexity theorists term
respondent: ‘‘We will drop our price by 25% also.”” Such a response may
(or, in some cases may not) be content appropriate. But what about its long-
run effect? Will it potentially result in bankruptcy? Will it result in a con-
tinuing price war that neither company can afford? What are the effects
on development of new products for which research and development (R&D)
investments are required? Again, management must deal with the interac-
tion of several organizational dimensions—that is, with the structure of de-
cision making.

For the moment, let us focus on the cognitive structure of the company’s
decision makers. How many factors are considered in their decisions? How
do they evaluate the impact of a present decision on future decisions and
on the overall goal? What contingency plans are made? To place these ques-
tions into the terminology used in complexity theory: How much dimen-
sional differentiation and integration® is underlying each potential response?
A cognitively complex (i.e., differentiated and integrated) decision (with
variable and multiple appropriate content) might involve consideration of
a variety of alternative actions as well as estimates of the consequences of
each.

For example, the question ‘‘Should the price be dropped?’’ would cer-
tainly be asked. But by how much? The expected or estimated reaction of
customers to each feasible level of price decrease might be considered.
Should the company wait until the competition raises the price of the prod-
uct (based on estimates of how long the competition might be able to main-
tain the price cut)? What are the problems encountered when one considers
cost versus volume of production and sales? Is it possible—or useful—to
try to persuade the customer that our company’s product is of superior
quality and has a greater longevity? Certainly the effects of sequential ac-
tions in a potential price war between the companies would be considered
and included in the deliberations of various strategic options. The effect of
each possible action on the various components of the company and their
people would be taken into consideration. The final decision might combine
several interrelated actions: for example, reduce price by 10%, advertise
the product’s quality and long life, plan for contingencies based on esti-
mates of what the other company might do next, and try to make it less
attractive for the competing company to maintain the 25% price cut.

These multiple, interrelated decision components involve considerable
planning. Their development and interrelationships can be discovered, de-
scribed and predicted by considering a structural approach to information
processing, an approach that has been pioneered by the complexity theories.

*More-explicit definitions of complexity theory terms are provided later in this volume.
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The terms differentiation and integration are used to describe those struc-
tural characteristics. While the use of these two terms has been similar across
complexity theorists, other terms have varied somewhat in their definitions.
Before continuing to discuss components of the complexity theoretic ap-
proach to information processing, it is appropriate to define the terms that
will be used in this book.

DEFINITIONS

Dimension: A bipolar cognitive scale with two or more points of dis-
crimination among stimuli. The scale represents the grouping or ordering
of stimuli or cognitive concepts that have meaning in the space defined by
the endpoints (or poles) of the scale. This definition may be aided by an
example (similar to one used by Kelly, 1955). If an individual has in his or
her cognitive space a dimension (scale) of short-tall, the endpoints of that
dimension have meaning to the stimuli ‘“‘man’’ or ‘‘building,”’ but do not
have meaning in relation to the stimulus ‘‘weather.”” Cognitive dimensions
become institutionalized orientations in organizations. The ‘‘profit’’ and
‘‘productivity’’ dimensions provide good examples.

Discrimination: The process of dividing (or the degree to which division
has been accomplished) a cognitive bipolar dimension into subsections for
the placement of stimuli that have relevance to the endpoints of that di-
mension. Discrimination is meaningful only to the degree that sharp dis-
tinctions can be made—that is, to the degree that the distinctions can be
labeled or can evoke differential outcomes in behavior. The minimum num-
ber of discriminations on any dimension is two (i.e., the endpoints). The
maximum number of discriminations on any dimension is limited only by
the capacity of the individual or organization to meaningfully subdivide the
dimension.

Discrimination, defined as a unidimensional process, is nonetheless re-
lated to the processes of differentiation and integration. As in differentia-
tion, it involves the division of cognitive-conceptual space (here, of one
dimension only), and as in integration, it involves the assembling of various
cognitive-conceptual points of meaning into a (here, unidimensional) con-
ceptualization.

Differentiation: The process of dividing cognitive or conceptual* space
(or the degree to which this division has been achieved relevant to specific

4The definitions apply to individuals, interacting groups, and organizations alike. The term,
cognitive space, is likely more applicable at the lower—that is, individual—level. Conceptual
space is typically more appropriate at the macroscopic (e.g., organizational) level of analysis.
Similarly, the terms system and subsystem are more applicable at macroscopic levels. They
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stimulus configurations) into two or more orthogonal or oblique (but near-
orthogonal) bipolar dimensions, systems or subsystems—for example, the
ordering and processing of stimuli in relatively intransitive fashion.

Integration: The process of relating a stimulus configuration of two or
more orthogonal or oblique dimensions, systems, or subsystems in cognitive
or conceptual space (or the degree to which this relating has been achieved),
to produce an outcome that is determined by the joint (weighted or un-
weighted) demands of each dimension, system, or subsystem involved.

Hierarchical Integration: The fixed relationship among dimensions, sys-
tems, or subsystems with regard to stimulus configurations that produces
a joint (weighted or unweighted, but stable) response to stimuli. In hier-
archical integration, specific stimuli would always affect the same dimen-
sions in the same way.

Flexible Integration: The varied, sometimes changing relationships among
dimensions with regard to stimulus configurations, which produce diverse
(over stimulus type, presence-absence, or frequency) weighted or un-
weighted responses to stimuli. Where flexible integration can be responsive
to anticipated changes in the environment that would require reconcep-
tualizations of event relationships, hierarchical integration cannot.

Content: The possible locations of specific stimulus objects at specific
discriminated points on one cognitive or conceptual dimension (e.g., an
attitude or an organizational policy). Cognitive content is concerned with
the location of stimulus objects on a given dimension in relation to each
other (as contrasted to structural relationships among dimensions). Content
represents what persons think about a stimulus or what an institutionalized
organizational response to a stimulus is, not how they think about it or
respond to it. Content is also involved in specific organizational (cultural)
belief systems, but not in how those systems function to affect the orga-
nizational process.

Structure: Represents the differentiative or integrative use of dimensions
in cognitive or conceptual space with regard to specific stimulus objects or
configurations. Structure is concerned with the number of dimensions and
the number and pattern of relationships among them (i.e., the organization
of dimensional space), rather than with the meaning of the specific dimen-
sions involved. In other words, while content is, for example, concerned
with what individuals think about a stimulus or what response an organi-
zation typically makes to it, structure is concerned with the processes un-
derlying those thoughts or responses.

should not merely be understood in their sociological meaning. Rather, systems and subsys-
tems imply components through which an organization (or task-oriented group) processes in-
formation.
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Cognitive Complexity-Simplicity: Represents the degree to which a po-
tentially multidimensional cognitive space is differentiated and integrated.
A cognitively complex person would employ differentiation and integration
as part of his or her information processing. In other words, that person’s
cognitive structure would likely function multidimensionally. A less com-
plex person would respond to stimulus arrays on the basis of few or only
one dimension—that is, would demonstrate less, little, or no dimensional
differentiation and integration. At the extreme, such a person would func-
tion in unidimensional fashion in response to any or all stimuli.

Organizational Complexity-Simplicity: Represents the degree to which
the conceptual space of an organization is differentiated and integrated. A
conceptually complex (multidimensional) organization would function on
the basis of a number of more or less independent (differentiated) orga-
nizational purposes, goals, means, and so forth and would generate out-
comes on the basis of the (integrated) interactive weights of those
conceptualizations. A conceptually less complex (more unidimensional) or-
ganization would likely function on the basis of few or single (e.g., profit)
orientations.

Domains of Complexity: Represents the subdivision of cognitive or con-
ceptual space into specific areas for which the degree of differentiation/
integration may differ widely. For example, a person may process infor-
mation multidimensionally in his-her dealings with nonsocial objects or
ideas, but may be strictly unidimensional in perceptions of the social (e.g.,
family) environment. An organization may have an R&D department that
operates in multidimensional fashion and an accounting department that
functions in strictly unidimensional fashion. Domain-specific unidimen-
sional functioning would likely provide conflict with domains that function
multidimensionally whenever outcomes that are important for both
domains are simultaneously considered or interrelated. Among the more
important domains for both individuals and organizations are perceptual-
information-acquisition functions versus decision-making-executive func-
tions. In other words, the presence of perceptual differentiation or percep-
tual integration does not necessarily imply that differentiated and integrated
decision-making activities will follow, and vice versa.

EFFECTS OF THE ENVIRONMENT
AND OF TASK DEMANDS

Information processing is not static. The amount of stress, the workload,
and task demands are, of course, factors in one’s perception of the envi-
ronment, and one’s decision-making activity. The variable effects of envi-
ronmental conditions hold as well for organizations as for individuals.
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Earlier complexity theories did not consider the effects of environmental
events. People were viewed as more or less static information processors:
either they did or did not possess some specific degree of complexity (i.e.,
differentiation, integration, and so forth). Later theories suggested that op-
timal information processing, such as the employment of strategic planning
occurs only when environmental conditions are appropriate for such efforts
(e.g., Streufert, 1978).

Of course, one may ask questions about what kind of information proc-
essing, (i.e., what kind of structural activity) might be most appropriate for
specific kinds of tasks and environmental demands. Such questions have
not been generally considered in the past. They are, however, addressed in
the present book.

In the remaining portion of this chapter we review previous complexity-
theory efforts. We proceed historically, that is, from theories that were en-
tirely cognitive and oriented only toward individual differences, to theories
that encompass considerably greater ranges of behavior.

THEORETICAL POSITIONS IN THE DEVELOPMENT
OF COMPLEXITY THEORY PRIOR TO 1977

The reader who is familiar with complexity theories may notice that some
theory or another may appear modified from its original manuscript. These
apparent changes are due to changes in terminology, not to changes in the
content of the theories. By using the same terminology in reviewing all of
the complexity theories, meaningful comparisons among the theoretical (and
research) efforts are possible. In the following paragraphs, several of the
theories published prior to 1977 are reviewed very briefly.

Kelly

Kelly (1955) proposed a psychology of personal constructs as a guide for
psychotherapy and client-therapist interaction. His concept of personal
constructs and its measurement via the Role Concept Repertoire (REP) Test,
while not originally intended as a complexity approach, has nevertheless
provided the basis for later complexity theories. Kelly’s construct is a bi-
polar dimension that results from an individual’s process of ‘‘construing
or (cognitively) interpreting’’ events. Kelly considered dimensions in terms
of similarity and contrast. According to his view, a dimension (construct)
emerges when two events or objects are viewed as similar and a third is
viewed as dissimilar. Dimensions are presumed to relate to each other in
terms of ordinal hierarchical relationships, but these relationships may be
limited to certain areas (domains). Location of objects or concepts within
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dimensions may or may not be fixed. The views of Kelly seems most closely
related to our concept of differentiation (as defined previously), although
the potential for some (minimal) discrimination and integration exists. Dis-
tinctions between content and structure are not made.

Bieri

The theories of Bieri (1961, 1966; Bieri et al., 1966) are based on the work
of Kelly. As is the case with Kelly, Bieri’s work has been concerned with
the effect of an individual’s cognitive orientation on the judgments he or
she makes in response to environmental stimulation. Bieri views complexity
as a structural characteristic describing the use of psychological dimensions.
According to Bieri (1968), complexity is concerned only with social judg-
ments and social versatility. The degree of cognitive complexity is related
to the number of cognitive dimensions available to an individual. The more
dimensions that are present, the greater the degree of individual cognitive
complexity.

Bieri has discussed differentiation both in terms of an individual’s cog-
nitive structure (the number of dimensions available to that person), and
in terms of the social stimulus environment (the number of dimensions pos-
sessed by the stimulus). Social perception, in this view, consists of an in-
teraction between stimulus complexity and structural (person) complexity.
Bieri also considered discrimination (termed articulation by that author)—
that is, the process of making discriminations within dimensions, and a
third judgmental process (there called discrimination), which involves mak-
ing unique distinctions among stimuli.

Bieri’s theory tends to emphasize analytic rather than the synthetic cog-
nitions. The theory describes how stimuli are separated into meaningful
categories, either on the basis of individual dimensions or on the basis of
the stimuli themselves. It should be noted that Bieri’s theory (in contrast
to the early work of Kelly) is, however, clearly structural in its orientation
even though it deals only with perceptual-social issues.

Zajonc

Zajonc’s (1960) categorizing theory proposes that, given a set of stimuli
and a set of responses made to those stimuli, a determinate correspondence
between the elements of both sets can be derived. The value(s) of this cor-
respondence are described as dimensions (called attributes) which may be
inferred from a person’s responses to a given stimulus set. The established
stimulus-set to response-set relationship determines the value of any rele-
vant new stimulus to which a person is exposed. Numbers of available di-
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mensions reflect the degree of differentiation. Complexity reflects the degree
to which classes of dimensions in a given cognitive structure can be sub-
divided. One of the major values of Zajonc’s theory is that it provided the
major impetus for the subsequent theoretical formulations of Scott (1969;
Scott, Osgood, and Peterson, 1979) and associates.

Scott

Scott’s (1969) early cognitive structure theory not only was based on the
work of Zajonc (1960), but also combined that approach with earlier for-
mulations suggested by Lewin (1936) and by Heider (1946). Previously pro-
posed distinctions between personality content and structural characteristics
were elaborated by Scott into an encompassing theory of structural char-
acteristics which has considerable implications for social, personality, clin-
ical, and to some extent, for organizational psychology. The definitions of
content and structure advanced by Scott are quite similar to those employed
here and in Streufert and Streufert (1978). Scott was one of the first the-
orists to emphasize that structural characteristics (e.g., differentiation) may
be limited to specific cognitive domains. Scott described dimensions and
discriminations on dimensions (called attributes) which are viewed as im-
ages (or concepts of objects). These images represent perceived combina-
tions of object characteristics.

Scott’s theory is extensive and complex. Again, the terminology does not
match that of other theoretical orientations. A summary provided by Streu-
fert and Streufert (1978) provides a useful overview of Scott’s theory (pp.
25-26).

Any perception by a person based on the phenomenological world results in an
image which represents a point on one or more dimensions (attributes) of cog-
nitive space. Where, on any dimension, the image falls depends on the number
of segments of the dimension (degree of articulation of the attribute). The num-
ber of independent dimensions (attributes) into which a person sorts information
reflects the degree to which he differentiates the specific cognitive domain into
which he has placed the perceived stimuli.

It should be noted that Scott views both dimensionality and discrimination (in
his terms, attributes and articulation) as parts of the differentiation concept.’
In this way he differs from other theorists (e.g., Driver & Streufert, 1966;
Schroder, Driver & Streufert, 1967; Streufert, 1970) who view discrimination as
a separate process.

*Scott’s distinction between attributes and dimensions is not reported in this chapter. For
some more detail, see the discussion of Scott’s theoretical statements here and in the original
sources.
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Scott’s view of “‘integration’’ also differs from that of other theorists who have
been primarily concerned with that concept (e.g., Driver & Streufert, 1966;
Harvey, Hunt, & Schroder, 1961; Schroder et al. 1967; Streufert, 1970). While
all writers would agree that integration refers to the manner in which images are
related, Scott includes a much greater number of cognitive operations in his
““integration’’ concept. For example, if (to use one of his integrative processes)
various attributes (dimensions) are highly correlated with ‘‘affective-evaluative
consistency,”’ then this form of association would be viewed by other theorists
as the absence of complexity. Integration theorists would argue that integration
must follow differentiation. The use of divergent verbal labels for what is other-
wise known as the good-bad (evaluative) dimension would suggest to them that
identity (unity) of these attributes has been learned, and that a differentiation
process did not take place before the association was made. Alternatively, the
structure which once was differentiated may have become resimplified through
a process that may be called hierarchical (Streufert, 1970), as distinguished from
what Schroder et al. (1967) called integration proper, and what Driver and Streu-
fert (1966) and Streufert (1970) have discussed as flexible integration.

A final distinguishing characteristic of Scott’s theory is his repeated emphasis
(e.g., Peterson & Scott, 1974; Scott, 1963) on the limitations of complexity across
cognitive domains (cf. also Cohen & Feldman, 1975). He questions the assump-
tion of the existence of structural types, i.e., the description of a person as ‘‘sim-
ple,” “‘complex,”” etc. He considers it to be probable that the number of persons
who have consistent structural characteristics among many areas of their ex-
perience is quite small, and further suggests that such individuals may well be
pathological. Scott states, however (personal communication, 1975), that the
attempt to describe such types is of value if developed empirically, rather than
on an a priori basis. Recent evidence (Peterson & Scott, 1974; Scott, 1974) sug-
gests the existence of at least a limited typography: Some degree of generality
of cognitive style across domains was obtained. Which style is utilized in a par-
ticular situation appears to be dependent upon an interaction between the struc-
tural characteristics of the person and the characteristics of the situation,
[emphasis in original].

Impression Formation

Impression formation has been an interest of several complexity theorists
(e.g., Bieri, 1955). Generally, theorists involved in impression formation
suggest that persons who are cognitively complex (i.e., multidimensional)
should form more veridical impressions (Bieri, 1955) or should include more
information that may, on the surface, appear contradictory (Streufert and
Driver, 1967), than will persons whose perceptual style reflects greater uni-
dimensionality. In other words, complex persons should respond less to the
primacy or recency orientation suggested by researchers associated with
Asch (1946; Anderson and Barrios, 1961; Luchins, 1957,1958). Crockett
(1965) and associates have carried out an extensive research program on
impression formation. Their theoretical conceptions of complexity are based
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on the primacy-recency paradigm (see Asch, 1946). Crockett’s work is de-
rived from the developmental psychology of Werner (1957), where differ-
entiation and discrimination (articulation) are viewed as developmental
processes, resulting in ‘‘increased interdependence of elements’’ through
integration into a hierarchically organized system. In this approach, com-
plexity implies a cognitive system that contains a larger number of elements
and the integration of those elements into a fixed hierarchical system of
relationships. The relative number of constructs in a cognitive system de-
fines the degree of cognitive differentiation.

Crockett’s concept of differentiation has much in common with those of
the aforementioned authors. It should be noted, however, that his defini-
tion of integration is hierarchical (i.e., nonflexible in the sense considered
by the Harvey et al., the Schroder et al., and the Streufert and Streufert
theories). Crockett’s work is concerned with the generality of cognitive
complexity; in other words, he does not assume that complexity is neces-
sarily the same from one domain to another.

Harvey, Hunt, and Schroder (1961) proposed their systems theory as a
developmental descriptive approach to behavior at four levels of cognition.
The System 1 person was viewed as a ‘‘yea sayer,”’ accepting demands,
mores, folkways, and fads (of his or her source of training) without ques-
tion. The System 2 person, in contrast, was viewed as a ‘“‘nay sayer,”’ re-
belling against the imposition of authority (i.e., not accepting the simple
good-bad orientation of established norms). At the developmental level of
System 3, the person is able to view alternatives as acceptable, resulting in
greater tolerance and displaying somewhat of a ““nice guy’’ image. The Sys-
tem 4 person not only considers alternatives, but also relates them struc-
turally to superordinate concepts, goals, et cetera. The authors suggest that
persons may develop through stages defined by these systems and inter-
mediate levels to reach System 4 or may become arrested at any one state
or in a transition between stages. Development through the stages is seen
as representing development toward greater differentiation and subse-
quently greater integration.

Harvey et al. use the term ‘‘concrete’’ to describe the developmental stage
defined by System 1 and the term ““abstract’’ to describe the System 4 per-
son. Hunt (1966) added a “‘Sub 1 Stage’’ to the theory in order to describe
the person who is less than unidimensional. Here, the good-bad dimension
of the Stage 1 person is replaced by an inclusion-exclusion principle. With
this addition, Hunt has added to the theoretical formulation by suggesting
that discrimination does not exist in the Sub 1 Stage.

While the theory of Harvey et al. does include some structural charac-
teristics, it is clearly confounded with content: for example, System 1 sug-
gests authoritarianism along a right-versus-wrong evaluative dimension,
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System 2 implies rebellion against that dimension, and System 3 often can
represent an attitude of tolerance (rather than tolerance based on potential
alternate dimensional interpretation). The theory places value on the level
to which a person advances: that is, it is good to be at a System 4 level of
cognitive functioning and bad to be at the Sub-1 level.

Interactive Complexity Theory

Early interactive complexity theory (Driver and Streufert, 1966; Schroder,
1971; Schroder, Driver, and Streufert, 1967, Streufert and Driver, 1967) and
subsequent versions (e.g., Streufert, 1970) propose that effective cognitive
complexity is not only a function of a person’s structural dimensionality,
but depends as well on environmental conditions. The theory proposes a
family of inverted U-shaped curves (Figure 2.1) relating environmental
complexity (e.g., information load) to differentiative and integrative per-
formance.

Different persons, representing different degrees of cognitive complexity
may reach diverse levels of differentiative-integrative performance as long
as environmental conditions (e.g., stimulus load) are optimal. Lesser dif-

Cognitively Complex
Persons

Less Cognitively
Complex Persons

Differentiation and Integration in Behavior

Lo Hi
Environmental Complexity

FIGURE 2.1. Early interactive complexity theory interpretation of the relationship between

cognitive complexity, environmental complexity, and differentiation-integration in task be-
havior.
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ferences would be expected when the environment is greatly overloading
(excessive environmental complexity) or when the environment deprives the
individual of needed input. In other words, optimal functioning of indi-
viduals is viewed as an interactive effect of two variables, one concerned
with individual differences, the other with environmental conditions.

A number of environmental variables are considered. The approach is
entirely structural and deals with differentiation and integration separately.
It is assumed (Streufert, 1978) that integration is probably best based on a
moderate amount of differentiation. The interactive complexity theory, as
its name suggests, is the only one of the earlier complexity theories that
specifically deals with variations in environmental (stimulus) effects as
equally important in relation to structural person variables. In addition, it
moves away from the interpersonal domain and explores complexity effects
in other (e.g., nonsocial, decision making) domains as well.

ADVANCES IN COMPLEXITY THEORY SINCE 1977

Two books are widely concerned with complexity theory. One is a volume
by Scott, Osgood, and Peterson (1979), which expands on the earlier work
of Scott.. The other is a book by Streufert and Streufert (1978), which re-
vises interactive complexity theory and adds a host of predictions about the
effects of cognitive complexity and environmental complexity on a number
of behaviors.

Streufert and Streufert.-

Streufert and Streufert (1978) evolved their theoretical views from the
earlier interactive theories of Schroder, Driver, and Streufert (1967) and
the more than 50 research manuscripts published by that research group in
the period between 1967 and 1977. In addition, the complexity theory ad-
vanced by Streufert and Streufert was extended to permit a more extensive
focus on decision making (Streufert, 1978; Swezey, Streufert, Criswell, Un-
ger, and Van Rijn, 1984) and environmental problems (Streufert, Nogami,
and Streufert, 1980). The theory views dimensionality as a joint effect of
individual or organizational differences in information-processing structure
and of the characteristics of the current environment in which an individual
or organization must function. A number of information-processing char-
acteristics are proposed, as well as a series of associated measures. Differ-
ential predictions for differing environmental conditions and for individual
(group or organizational) differences are advanced. For example, a family
of inverted U-shaped curves relating environmental complexity to strategic
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FIGURE 2.2. Late interactive complexity theory interpretation of the relationships among
cognitive complexity environmental complexity and differentiation-integration in task behav-
ior.

decision-making performance is proposed. The different levels of those
curves represent diverse differentiative-integrative capacity. The curves dif-
fer from those proposed by Schroder, Driver, and Streufert (1967) because
they suggest a common optimal level on the environmental complexity (for
example information load) dimension for both more and less complex per-
sons (see Figure 2.2). The older theory had assumed that more complex
persons would perform optimally at a higher level of environmental com-
plexity.

A major advance of the Streufert and Streufert formulations is found in
their examination of performance beyond the strategic (or planning) be-
haviors expected from more multidimensional decision makers. The theory
also considers the appropriateness of specific levels of differentiative or in-
tegrative behavior (performance) with regard to particular task or environ-
ment demands and advances more than 100 predictions that relate cognitive
structure to various fields within personality, social, and organizational psy-
chology.®

6Because of the rather large number of hypotheses and propositions generated, a review of
such detail would go far beyond the scope of this chapter. The interested reader is referred to
the original source documents.
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Scott

Scott and associates (Scott, Osgood, and Peterson, 1979) maintain an
approach to complexity that has its basis in Zajonc’s theory but refine and
clarify their conceptualizations of cognitive structure and cognitive com-
plexity. The authors continue Scott’s earlier emphasis on cognitive domains
and describe complexity in domain-specific terms. The description is based
on a geometric model of multidimensional space founded on Euclidean ge-
ometry. In their view, objects (conceptual or perceptual) are defined by their
projections into dimensions (called attributes). Objects that are projected
onto identical discriminated segments of all dimensions to which they are
assigned are indistinguishable, even if they have different names. Corre-
spondingly, two dimensions that order or classify all objects in the same
way are also indistinguishable and considered identical.

The geometric model measures the similarity (or the degree of distinc-
tiveness) of cognitive domains. If, for example, a backward nation is de-
scribed as having both untapped resources and as possessing great natural
beauty; but a technologically advanced nation is described as a military
threat and as a political democracy, then the two represent diverse domains.
Following Zajonc (1960), the complexity of an object is viewed as the num-
ber of (different) ideas a person has about it. Viewed geometrically, com-
plexity represents the number of different dimensions onto which an object
is projected.

Angles among lines in the geometric model are determined by the expe-
rienced or imagined characteristics of objects in a domain. Together these
lines constitute the multidimensional space in which objects are accom-
modated and to which any new object may be assigned. The dimensionality
of this space is, geometrically, the number of dimensions of space required
to accommodate all objects. Psychologically, it represents the independent
considerations brought to bear by a person appraising a set of objects or
cognitions.

The model (and its measurement) differs from others in that it makes a
distinction between attributes that may be obliquely related and dimensions
encompassing the attributes, which must be orthogonal. Some theorists
would view such a distinction as artificial, obtained in the interest of math-
ematical neatness, but unfortunately, not representative of actual structural
cognitions (e.g., Streufert and Streufert, 1978). Scott’s approach differs
from those efforts, however, by not considering systematic variation of the
objects in potential perceptual space. In other words, such problems as
stressors, originating through specific conditions of environmental com-
plexity, are not considered.
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RESEARCH RESULTS ON COMPLEXITY THEORY

A Summary of Research on Cognitive Complexity
through Early 19777

If consistency, as has been suggested, is indeed the ‘‘hobgoblin of little
[i.e., undifferentiated] minds,”” then one might expect a negative relation-
ship between consistency-seeking and complexity. It appears that the need
for consistency is, in fact, negatively related to cognitive complexity, no
matter how complexity is measured. Research data also suggest that cog-
nitively complex persons form more complete and more balanced impres-
sions of others when presented with some form of an impression formation
task. Differences between complex and less complex individuals can, how-
ever, be decreased or eliminated by a number of environmental conditions
or instructions, for example, stress, information overload, or a set to eval-
uate.

Earlier theories had suggested that complex individuals should be more
open to information (of all kinds) than less complex (but in other aspects
equal) counterparts. Careful experimental design has shown that infor-
mation orientation interacts with stimulus conditions. Apparently less com-
plex persons are more constrained by information obtained from the
environment: they tend to search more (than complex persons) when they
experience information deprivation, but they search less when already over-
loaded. Complex persons, conversely, tend to rely in some part on their
own integrative effects, and consequently, are not as externally information
bound. In addition, complex subjects seek more novel information and
search across a greater number of information categories.

Research data on attitudes, attraction, and the potential for social influ-
ence have been obtained both in restricted (sensory deprivation) and in nor-
mal environments. Generally it has been found that attitudes of less complex
persons tend to be stable’and are not greatly affected by environmental
changes. However, attitude change is more easily obtained for less complex
persons where incongruent information is made highly salient. Interper-
sonal attraction among persons appears to be greatest where all involved
are high in cognitive complexity. However, similar complexity character-
istics (no matter at which level) can be useful in generating attraction. At
lower complexity levels, similar cognitive content (e.g., similar attitudes)
appears to be a precondition for lasting attraction.

In the interest of brevity, research in this section will be summarized into rather short
statements without references to the many authors whose data are considered. Researchers
who desire greater detail as well as extensive lists of references are referred to Streufert and
Streufert, 1978.
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Several researchers have investigated whether complex persons, when
compared to less complex counterparts, are more flexible and/or more cre-
ative. While data on this issue are not yet conclusive, they suggest that a
tendency toward greater flexibility exists, permitting the kind of flexible be-
havior that is often associated with greater creativity.

Research on the role of complexity in problem solving and decision mak-
ing has produced quite striking results. Complex subjects generally search
for more different kinds of information when faced with a decision problem
and are less certain after they have made a decision (especially if immediate
correct-incorrect outcome information is not available). Complex subjects
also are better able to plan and engage in more strategic actions than their
less complex counterparts, yet this superior planning performance is much
more evident at intermediate (optimal) environmental load levels. Higher
levels of strategic (or planning) performance are a linear function of the
proportion of cognitively complex persons in a decision-making group.

Training in differentiation and/or integration within a single domain and
for relatively simple tasks has met with some success. General nonspecific
instructions on how to perform tasks in a more complex fashion did, how-
ever, result in a decrease in already limited cognitively complex responding
by less complex subjects.

Cognitive complexity relates to the ability of clinicians to interact suc-
cessfully with patients. A match in complexity between clinician and patient
and higher levels of clinician complexity were significant factors in reaching
the patient. Preliminary research has also suggested that elevated galvanic
skin response (GSR) measures were obtained in more complex subjects and
that schizophrenics generally exhibit low complexity scores.

An interesting aspect of the various research efforts is the common pre-
dictive success for several of the complexity measures that, in and by them-
selves, fail to intercorrelate highly. It appears that complexity as a style may
be an overall phenomenon and that the various earlier theories describe
potentially diverse (summative or interactive oblique) parts of an overall
complexity phenomenon.

Research since 1977 on Cognitive Complexity

This section of our review considers results of efforts that were not yet
available when Streufert and Streufert (1978) prepared their review. Con-
sequently the review is somewhat more extensive. References are provided.

COMMUNICATION

Hale (1980) has shown that complex persons are more effective at a
communication-dependent task than are less complex individuals. Com-
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plexity has also been shown to be positively related to the frequency of
interpersonal interaction (Zalot and Adams, 1977). Part of the greater suc-
cess of complex persons may be due to their ability to be intimate with
others (a finding that holds for integrators, but not for differentiators, see
Neimeyer and Banikiotes, 1980). Finally, complex persons, as compared to
their less complex counterparts, are more resistant to persuasive attacks if
inoculated (Cronen and Lafleur, 1977), for example, if they have received
information that provides them with counterarguments against the persua-
sion attempt.

ATTITUDES, ATTRIBUTIONS, AND ATTRACTION

Bhutani (1977) reported that attitude change occurs more easily in cog-
nitively complex individuals than in their less complex counterparts. This
result is probably due to greater consideration of additional (including novel
and unexpected) information, resulting generally in a tendency toward more
moderate attitudes (see Linville and Jones, 1980). Such moderation, inci-
dentally, appears to apply more in familiar than in unfamiliar contexts.
Similar data are also reported by O’Keefe and Brady (1980), who found
that less complex subjects were much more likely to polarize (i.e., shift their
views toward greater extremes on attitude scales) after thought about a sub-
ject matter.

Findings of this nature tend to make the concept of cognitive complexity
interesting to applied researchers who study attitudes and intentions for
specific purposes (e.g., marketing). Research has confirmed that complexity
is related to product-relevant attitudes. For example, Durand (1980) ob-
tained results indicating that complexity is related to effect and dispersion
of affect ratings, both for brands of toothpaste and automobiles. Specifi-
cally, consumers with less differentiative ability tended to be more alienated
(see Durand, 1979; Durand and Lambert, 1979). Further, less complex sub-
jects formed more extreme (but potentially alienated) attitudes and tended
to be more confident about those attitudes (Mizerski, 1978).

Moderation of attitude may impinge on an individual’s interpersonal at-
tractiveness. In line with previous findings (discussed earlier), possessing
greater cognitive complexity may make a person more attractive to both
complex and to less complex others. While previous research had shown
that it is of advantage to counselors and clinicians to be complex (multi-
dimensional) if they are to be attractive to clients, data (see Davis, Cook,
Jennings, and Heck, 1977) report on the inverse direction of source and
target of attractiveness: It was found that more complex patients were more
attractive to both cognitively complex and less complex clinicians. The gen-
erality of the attractiveness findings in earlier research when combined with
these data appears to suggest that the relationship between complexity and
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attractiveness to others is reliable and that it can probably be generalized
to other situations, for example, supervisor-employee settings.

LEADERSHIP

Several theorists have suggested that cognitive complexity should show
some relationship to leadership ability and/or leadership style. Streufert
and associates (e.g., Streufert, Streufert, and Castore, 1968) compared cog-
nitively complex and less complex persons on their leadership characteristics
(see Stogdill, 1962). It was found that cognitively complex leaders empha-
sized different components of leadership than do their less complex coun-
terparts.

Since that data was published, considerable discussion about a possible
relationship between Fiedler’s LPC (least preferred coworker) Scale and
complexity has emerged in the literature. It was assumed (e.g., Mitchell,
1970) that the more moderate attitudes of the cognitively complex person
should result in lesser rejection of the LPC. Early data relating LPC to cog-
nitive complexity produced inconsistent results. More-recent data are quite
similar: they either provide no support or only very limited support for the
proposed relationship (e.g., Arnett, 1978; Schneier, 1978; Vecchio, 1979;
Weiss and Adler, 1981). A closer look at data reported by several research-
ers may suggest that the proposed relationship between complexity and LPC
might be moderated by interactions with one or more intervening variables.

INFORMATION ORIENTATION

Data support the early finding that complex persons are more informa-
tion oriented, conditions permitting. Research also indicates that some vari-
ables, such as Machiavellianism and social intelligence can be partialed out
without loss to the complexity effect on information orientation (e.g.,
Hussy, 1979). Complex persons (here managers) were found to be more
effective in terms of information utilization (Hendrick, 1979).

PERCEPTION

How information is perceived has been of continued interest to com-
plexity researchers. Part of that interest may stem from the social-
perception focus of early complexity theories. Data obtained by a host
of researchers suggest that cognitively complex perceivers take more infor-
mation into account and form more well-rounded impressions than less
complex perceivers. Such findings have led some researchers to view cog-
nitively complex persons as ‘‘better’’ individuals than their less complex
counterparts. Such a notion, however, has no basis in fact. Not all situa-
tions or tasks require or warrant the application of a cognitively complex
style. In some settings such a style may even be counterproductive, limiting
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the effectiveness of those complex individuals who are unable to ‘‘turn off”’
their multidimensional approach as it becomes inappropriate.

Research supporting the greater breadth of perceptual information ori-
entation for complex persons has been obtained from a range of settings
and tasks. For example, complex persons spread perceptual cognitive cat-
egories more evenly across observed others, regardless of the role in which
those others are perceived (O’Keefe and Delia, 1978). Perceiving others on
multiple category content reflects potential differentiation and potentially
some integration, leading to less rejection of apparent inconsistency in in-
terpersonal information (Wojciszke, 1979) and more tolerance for incon-
sistent verbal messages (Domangue, 1978). As a result, attitude polarization
following perception and thought is less likely for complex subjects (O’Keefe
and Brady, 1980).

Yet, it is not only external cues that affect the perceptions of cognitively
complex persons; these cues are integrated with the person’s existing per-
ceptual framework. As a result, complex persons appear to base part of
their evaluation of others on the (perceived) internal motivational charac-
teristics of these persons rather than on merely external characteristics.
Consequently, the quality and quantity of hypotheses about reasons for the
behavior of others as well as the number of questions raised about the un-
derlying causes of another’s behavior are both likely to be greater for com-
plex persons (Holloway and Wolleat, 1980). Greater quality and diversity
of hypotheses and a greater number of questions would serve to decrease
the need for unidimensional evaluation as a sole determinant of perception
(Wojciszke, 1979). Not surprisingly, when one considers gender-specific
training, perceptual complexity in the interpersonal realm appears to be
greater for females than for males (Zalot and Adams, 1977).

A number of researchers have focused on the impact of specific stimuli
and their extent upon relationships to an individual perceiver, as a predictor
of the degree to which a person may use an available level of cognitive
complexity. It appears that close emotional involvement with another per-
son is likely to reduce perceptual differentiation and integration of stimulus
information about that person under some (but not all) conditions.

Generally, individuals whom one knows less, or with whom one is less
involved, may be perceived on more differentiated and/or integrated di-
mensions (assuming the perceiver is able to employ a cognitively complex
style). For example, Wojciszke (1979) found that little known, ambiva-
lently, or even negatively valued persons are perceived in a more complex
fashion than well known, positively valued persons. However, once neutral
or negative valuation turns into dislike, complexity of perception appears
to be reduced. Cioata (1977) reported that persons use more complex cog-
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nitive criteria in evaluating liked than disliked persons and similarly employ
more complex criteria in evaluating themselves than others.

A somewhat inconsistent result was reported by Horike (1978) suggesting
that a V-shaped relationship exists between complexity of perceptions and
degree of acquaintance. Because this author manipulated acquaintance in
the laboratory, it is not clear whether these data are comparable to those
of other researchers. Finally, absence of information and absence of interest
in others (here, political candidates) tends to reduce complexity of percep-
tion (Mihevc, 1978).

DEVELOPMENT AND PERSONALITY

A number of authors continue to research the relationship between cog-
nitive complexity and individual cognitive growth and development (for ex-
ample, in Piagetian terms). Generally, the findings suggest that cognitive
complexity increases throughout the childhood years and may be realted to
stages of development proposed by Piaget and others (e.g., Beagles-Roos
and Greenfield, 1979; Chandler, Siegel and Boyes, 1980; Delia and Clark,
1977). Developmental differences among individuals appear to lead to be-
havioral characteristics that are, in part, associated with personality struc-
ture. For example, Bruch, Heisler, and Conroy (1981) have shown that
complex persons develop greater content knowledge, possess greater deliv-
ery skills, and display more assertiveness when they are placed into difficult
situations. Such differences between complex and less complex individuals
were not obtained in simpler situations. Other findings suggest that persons
who are cognitively complex score higher on ego identity.

It has been argued by several theorists that cognitively complex persons,
in contrast to their less complex counterparts, should be more creative (but
not necessarily on simple creativity tests) when creativity is measured in
applied settings. Research by Quinn (1980) has supported these assump-
tions: a significant difference in cognitive complexity was obtained between
creative writers and matched controls. However, no differences between
writers with different degrees of demonstrated creativity was obtained (this
result should be expected if one considers that the author selected a com-
plexity test that measured only differentiation. Differences in degree of cre-
ativity would likely be due to differences in integrative capacity).

CLINICAL APPLICATIONS ’

In general, interrelations between measures of complexity and personality
tests or measures of intelligence have been insignificant. However, person-
ality measurement in clinical applications has shown some relationships to
cognitive complexity. Complex persons who scored higher in ego develop-
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ment (Vetter, 1980), in both the U. S. and in Germany, also tended to feel
less alienated (Durand and Lambert, 1979), and were more emotionally sta-
ble, but potentially more anxious (Cioata, 1977).%

The relationship between anxiety and complexity has, however, been con-
tradicted by other research (Raphael, Moss, & Rosser, 1979). Part of the
reason for the different findings may involve the degree of adaptation of
a given person to his or her particular problem or situation. For example,
experiencing an emotional handicap can in some cases increase cognitive
complexity (Vace and Burt, 1980).°

PERFORMANCE

The previously discussed research topics have focused on perceptual phe-
nomena, action tendencies, and personality outcome. We now turn to re-
search as the relationship of individual differences in cognitive complexity
to behavior, focusing on general performance. Research concerned with de-
cision making are considered later as we review data that are relevant to
organizations.

One would not expect that all kinds of performance in all environments
would necessarily be affected by the cognitive complexity of the performing
individual. Indeed, several studies have shown no such relationships. For
example, Wolfe and Chacko (1980) found that although individual com-
plexity did affect the perception of a business game environment, it did not
produce changes in performance outcomes.

On the other hand, complexity has influenced performance measures in
a variety of other task settings. Jones and Butler (1980), for instance, re-
ported significant correlations between complexity and job performance
among Navy personnel. Hendrick (1979) found that less-complex per-
sons took approximately twice as long as complex persons to complete a
problem-solving task. In that research, more-complex groups interacted
faster and demonstrated better cue utilization. In other research, complex-
ity predicted performance in a fault diagnostics task (Rouse and Rouse,
1979) and related to risk taking in traffic situations (VonEye and Hussy,
1979).

The conclusions reached by Hussy and Scheller (1977) are representative
of a number of studies concerned with complexity and performance. These
authors concluded that variables involved in cognitive complexity are highly

8An anxiety-complexity relationship has also been demonstrated in as-yet-unpublished re-
search of Streufert and associates.

9Research completed after this chapter was written (Christan Kliger, 1984, August, personal
communication) has shown that cognitively complex artists were least likely to have tendencies
reflecting schizophrenia while cognitively less complex artists showed more schizophrenic ten-
dencies. Nonartist controls distributed between those groups.
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predictive of performance in applied problem-solving tasks. As is discussed
later, the importance of cognitive complexity increases with the complexity
and the degree of uncertainty of the task environment.

Following earlier demonstrations of environmental effects on perfor-
mance and of their interaction with cognitive complexity, more-recent stud-
ies have explored the effects of stimulus or work overload (and related
variables) on task performance. The data from these studies reliably suggest
that excessive load is detrimental to evidence of cognitive complexity in
performance across a number of diverse tasks. For example, Rotton, Ols-
zewski, Charleton, and Soler (1978) report that overload (loud noise, loud
speech) reduces both the ability to tolerate frustration and the ability to
differentiate among roles occupied by persons in a problem-solving task.

White (1977) concluded that less-complex persons become overloaded and
show effects of overload sooner than cognitively complex persons (these
data appear to be in contradiction to the majority of findings that relate
complexity, load, and performance). Most research results suggest no sig-
nificant differences between more- and less-complex persons in the location
of optimal environmental input levels. However, considerable differences
in performance style between complex and less-complex individuals have
typically been obtained, especially at optimal input levels.

However, most researchers who have varied load or other environmental
input levels have selected independent variable ranges that compare optimal
or near-optimal levels with one or more excessive (high) input levels. In a
review of 75 publications relating environmental complexity (including load)
to performance, Shalit (1977) concluded that effectiveness of coping (e.g.,
in problem-solving tasks) appears inversely related to the input level of the
situation. Research by Streufert, Streufert, and Denson (1985), using a
problem-solving task that permits some utilization of strategy, has indicated
that strategic actions were typical of more-complex persons, particularly
when load was optimal. Higher overall performance scores in favor of cog-
nitively complex persons were also obtained. Finally, complex persons un-
der overload conditions made fewer errors than did less-complex persons.

TRAINING

If complexity can develop, and if, as described, instructions in simple
tasks may allow an otherwise less complex person to respond similarly to
a cognitively complex person, then complexity may be trainable. Theoret-
ical views on training vary, yet, in all probability, none of the complexity
theorists would predict rapid and overall training potentials. Little research
on training has been performed. Results of the few completed studies are
equivocal. For example, Sauser and Pond (1981) were not able to demon-
strate any changes in cognitive complexity with a combination of training
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procedures. On the other hand, Cronen and Lafleur (1977), using an
inoculation-persuasion paradigm, obtained some increase in overall com-
plexity with massive attacks on truisms. Whether these results are due to
an actual increase in cognitive complexity or may be explained by learning
of procedures and/or arguments cannot be determined without further re-
search. Generally speaking, the area of complexity training is one of the
least researched topics within the complexity framework.

One study (Stabell, 1978) investigated the relationship between training-
oriented requirements and applications of cognitive complexity. Stabell sug-
gested that it will be necessary to define task characteristics associated with
cognitive decision making and their characteristic interactions with perfor-
mance. Stabell found that volume and breadth of information source uti-
lization in decision making are positively related to integrative complexity.
Training procedures may have to focus on specific aspects of information
processing (e.g., information utilization) as an initial step toward the de-
velopment of cognitive complexity.'°

THE APPLICATION OF COGNITIVE COMPLEXITY
TO DIFFERENT ENVIRONMENTAL AND TASK REQUIREMENTS

Theory (e.g., Streufert and Streufert, 1978) suggests that cognitive com-
plexity may or may not be appropriate to any particular task environment.
While some persons are able to adapt their degree of differentiation and
integration to task demands to obtain optimal outcomes, others may not
be as flexible. Application of a differentiative and integrative style to very
simple unidimensionally based task demands may be as inappropriate as
the application of a unidimensional approach to some complex planning
problem that requires the application of strategy. Unfortunately, no re-
search has addressed the underlying basis of an individual’s stylistic flexi-
bility.

Theory and Research Relevant to Organizations

Complexity theory as applied to organizations focuses on two levels of
analysis —that is, the information processing of organizational personnel
and the information-processing characteristics of the organization itself.

1Cognitive complexity is most often viewed as a style—suggesting some potential for train-
ing that would change stylistic thought processes. However, some authors (e.g., Streufert and
Streufert, 1978) have suggested that cognitive complexity may be viewed (partly or entirely)
as a preference or an ability. To the extent to which complexity is an ability, and to the extent
that this ability has physiological underpinnings (as we show in Chapter 8, there certainly are
clear relationships between physiological responsivity and cognitive complexity), effective
training may be restricted.
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Previous work (both theory and research) that addresses the second of these
levels is minimal. In Chapter 5, we consider this issue from a theoretical
perspective. However, some research on cognitive complexity and its effects
on functioning of personnel in organizations has been reported. Some of
these studies have investigated the performance of organizational personnel
in research settings that remained outside of the organization itself (e.g.,
via simulation techniques and related methodologies). In other cases, lab-
oratory studies were designed with potential application to organizations in
mind. Some data was collected within organizational settings. The follow-
ing pages summarize four of these research programs. Additional research
by the present authors is reported in Chapter 7.

Pioneering efforts involving simulation techniques that compared the
performance of persons (here, college students) who differed in cognitive
complexity were conducted by Michael Driver (1962). These studies em-
ployed Guetzkow’s (1959) internation simulation (INS) technique, a free
simulation (see Fromkin and Streufert, 1983) where decisions made by par-
ticipants affect the complex and subsequent environment that participants
experience over time. Driver established that the decision-making and in-
teraction characteristics of cognitively complex (simulated) organizational
decision makers differed from decision making by less complex decision
makers. For example, more cognitively complex decision makers (assem-
bled into structurally homogeneous groups) employed considerably more
strategy and engaged in more extensive planning.

Streufert and associates (e.g., Pogash, Streufert, Denson, and Streufert,
1984; Streufert, Clardy, Driver, Karlins, Schroder, and Suedfeld, i7§5;
Streufert, Kliger, Castore, and Driver, 1967) developed a series of experi-
mental and quasi-experimental simulations (again, see Fromkin and Streu-
fert, 1983) in which participants believe that they affect future simulation
outcomes, although events are, in fact, experimentally controlled (permit-
ting the application of independent variable manipulations over time). In
an extensive research program, participants were drawn from student pop-
ulations, professional organizations, midcareer personnel of national gov-
ernment departments, military organizations, and corporations. Participants
varied in job level from beginners to experienced executives. Decision-mak-
ing groups were formed. Simulation content was, in some scenarios, quite
similar to typical work environments of simulation participants. In other
cases, the scenarios generated realistic work environments that differed from
those which participants had experienced in the past.

Data obtained by Streufert and associates clearly demonstrated that cog-
nitively complex executives are excellent planners, employ considerable
strategy and perform well at tasks where planning and strategy has some
importance. Less complex executives did not perform as well. Apparently
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the degree of familiarity with the simulated task environments had little
effect: in some cases the unfamiliar task environment was an even better
predictor of decision-making excellence. Wherever possible, Streufert ob-
tained information about performance of executives who participated in the
simulation in their normal work environment: those who employed more
strategy in the simulation (as measured by indices of differentiation and
integration) also were known as better planners at their jobs and were con-
sidered superior performers at executive tasks (peer and supervisor ratings).

Schroder and associates (e.g., Schroder, 1982) have measured the per-
formance of executives in leadership management simulations, in-basket
techniques, fact-finding exercises, and leaderless group exercises (with or
without assigned roles) to assess differences in performance levels that are
contributed by the executives’ level of cognitive complexity. The data clearly
indicated that the more cognitively complex executives exceeded their less
complex counterparts in analytic skills, in the capacity to make and carry
out plans and in some aspects of decision making.

A series of research efforts by Suedfeld and his associates (e.g., Levi and
Tetlock, 1980; Porter and Suedfeld, 1981; Suedfeld and Tetlock, 1977) have
investigated the effects of cognitive complexity on decisions and careers of
political leaders. Suedfeld’s efforts have been of considerable interest to
scientists from other disciplines and have generated similar research efforts,
for example, by political scientists (e.g., Raphael, 1982). The latter work
has supported Suedfeld’s findings.

Suedfeld and associates studied the public statements and writings of rev-
olutionary leaders from George Washington to Che Guevara, the pro-
nouncements of Middle East leaders at the United Nations and the
deliberations of the Japanese leadership prior to Pearl Harbor, among oth-
ers. They found that more cognitively complex (more multidimensional)
information processing was required for dealing successfully with the com-
plex governmental, organizational, and societal problems that these leaders
encountered. For example, the political survival of revolutionaries as sub-
sequent leaders of their nations required greater cognitive complexity once
the revolutionary period had ended. Further, they reported that lessened
complexity in statements of Middle East diplomats foreshadowed war in
the region. Lessened complexity also occurred in discussions of the Japa-
nese leadership prior to their entry into the Second World War. Similar
findings of reduced dimensionality immediately preceding the First World
War has been observed by historical analysis and has been replicated in INS
simulations.

It is apparent that reduced complexity may generate or (at least) reflect
conflict, can reduce performance quality, and may lead to failure. It is im-
portant to note that reduced dimensionality may lead to detrimental out-
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comes, not that it always will. As stated, there certainly are situations where
a decision maker’s potentially high levels of cognitive complexity, or an
organization’s conceptual differentiative and integrative structure, if in-
appropriately employed, might be harmful. Inappropriate application of
differentiation or integration in organizational decision making could oc-
cur, where a simple unidimensional information stimulus is optimally dealt
with by a fixed established response.

In other words, performance in complex environments requires more than
the capacity to differentiate and integrate. It is equally important to know
when that capacity should be used and when a simple, undifferentiated (and
unintegrated) respondent decision would be more appropriate. Unfortu-
nately, as stated earlier, research data on that kind of choice behavior are
not presently available.

Further, research is currently missing on the direct application of com-
plexity theory to organizations as information-processing systems. This
book will set the theoretical stage for such research efforts. Indeed, there
is much indirect evidence for the applicability of complexity theory to (suc-
cessful) organizational functioning. That evidence is discussed as our theory
is presented in Chapter 5.



The Place of Complexity
in Organizational Science

In the previous chapter, we reviewed previous theory and research on
complexity. We have shown that considerable theory as well as a large
amount of data on the cognitive complexity of individuals has been pub-
lished. Somewhat less work has addressed the effect of individual or group
differences on managerial decision making and organizational outcomes.
Theory and data focusing directly on the complexity (e.g., differentiation
and integration) of organizations is entirely absent. This book provides the
theoretical framework for such an approach (Chapter 5). To develop that
framework, however, it is necessary to consider the possible impact of both
ideas and concepts of complexity theory on organizational science as it ex-
ists to date. In other words, we need to answer the questions we posed in
Chapter 1:

1. Why has complexity theory not been applied to organizations?

2. Is the failure to apply the theory due to an absence of an adequate
language (terminology) that would aid scientists and observers in the
identification and communication of concepts inherent in the theory?

3. If such a language (terminology) does exist, is it applicable to orga-
nizational science?

4. If an applicable language (terminology) is available, do organizational
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scientists view relevant terms as unrelated to each other or as inter-
related?

This chapter primarily deals with these questions, with a methodology
that was developed to answer them, and with conclusions that may be drawn
on the basis of the obtained answers. Generally speaking, the answers we
are seeking should provide us with useful information about the potential
value of complexity-based approaches to the extent organizational literature
and, to some extent, to organizations. More specifically, we wish to deter-
mine whether complexity theory can be interrelated with other scientific
approaches to organizations or whether it must stand by itself. A possible
long-range benefit of interrelating specific theoretical or data-based ap-
proaches with a more encompassing complexity theory may be the oppor-
tunity to locate a considerable number of overtly divergent views of
managerial and organizational behavior within a single theoretic frame-
work.

In this chapter, we are reporting on a quantitative treatment of the ex-
isting organizational and systems-theoretic literature that was developed, in
part, to answer the questions we have raised.

CHOICE OF METHODOLOGY

Taxonomy

Swezey, Streufert, and Mietus (1983) developed a taxonomic technique
for classifying organizations and their behavior. The intent of that analysis
was different from previous classifications by other writers: We wished to
address functional organizational phenomena. Most previous organiza-
tional taxonomic studies have considered organizations either from a struc-
tural' (i.e., bureaucratic, vertical, hierarchical, etc.) or from an output
(i.e., high technology, steel, acrospace, consumer goods, etc.) perspective.
Such approaches are not necessarily helpful in answering concerns about
the functioning of organizations. Our immediate purpose was to determine
how the functioning of organizations might be classified (based on previous
efforts in organizational and systems theoretic science). Our secondary pur-
pose was to determine whether complexity-theory-based terminology (and

'The word structural is here employed in the sense prevalent in the organizational litera-
ture—that is, as, for example, derived from organizational sociology. Such an organizational
structure may or may not overlap widely with the organization’s information-processing struc-
ture in the use of the term by complexity theory (Chapter 2).
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complexity theory concepts) do or do not play a prominent role in orga-
nizational theory and research and, if they do play a major role, whether
these terms or concepts are meaningfully interrelated in that literature. Be-
cause we desired to have as wide a representation of the organizational lit-
erature as possible, we decided to apply our taxonomic technique to both
the management organizational psychology and to the systems theoretic lit-
eratures.

Procedure

One reviewer of organizational classifications (Warriner, 1980) has sug-
gested that organizational taxonomic efforts have been founded on three
perspectives. Warriner views these taxonomies as frequently based on so
called commonsense principles or on theoretically based perspectives. A
major problem with both of these approaches is that they are necessarily
bound by the theoretical or commonsense limitations (or biases) that are
introduced. In other words, such classifications are, at least in part, matters
of opinion.

A third classification technique (which is generally termed empirical) does
not suffer from bias problems to the same degree because it is based on
statistical treatment of a selected class of variables. Statistical taxonomic
techniques tend to be multivariate and typically involve cluster analysis,
factor analysis, or the numerical taxonomic techniques developed in the
field of biology by Sokal and Sneath (1963).

In considering the purposes of our taxonomic effort, we concluded that
amultidimensional statistical approach was required. First, organizations are
themselves complex multidimensional entities. That complexity demands
an approach that is potentially capable of reflecting inherent multi-
dimensionality. Second, a large number of potential variables could
possibly contribute to various taxonomic classes. In other words, a multi-
dimensional technique that is able to reduce the number of taxonomic
categories appeared appropriate. Third, we felt that our selected technique
should be compatible with the systems theory perspective, one of the lit-
erature areas that was to be addressed.? Based on these considerations, we
selected a factor analytic methodology for our efforts. The specific meth-
odology employed in this procedure has been described in considerable de-
tail elsewhere (Swezey, Streufert, and Mietus, 1983; Swezey and Unger,
1982). Only an overview of the technique is provided here.

A group of over 1000 articles was selected from the literature of orga-

2]t has been argued that multivariate approaches are themselves adapted from a general
systems perspective (Sells, 1964).
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nizational psychology and systems theory on the basis of currency, repre-
sentativeness, and completeness. The survey of manuscripts covered more
than 100 primary sources (journals, proceedings, books, technical reports,
etc.) and included publications covering more than 80 aspects of organi-
zational behavior, organizational effectiveness, training, systems theory, and
more.

To develop a method for assessing the contents of these publications,
organizational psychology and general systems theory textbooks were re-
viewed, and a preliminary list of terms that appeared to exhaustively ad-
dress the attributes or concepts within these fields was identified. This effort
produced a list of some 350 terms. Next, a review team was organized to
consolidate the list according to a consensus approach. Synonymous or re-
dundant terms were combined. Others were eliminated according to agreed-
upon criteria. Using this procedure, the number of terms was reduced to
84. Third, a checklist-based rating procedure was developed for reviewing
the journal articles, reports, and books selected earlier. A score on each
term was assigned to each publication. Values represented the degree of
emphasis that each publication placed on the concepts reflected by the 84
terms. Scores varied from 0 (not mentioned) to 3 (emphasized). Fourth, a
pilot study determined the extent to which trained document raters could
produce similar ratings. This study resulted in interrater reliability indices
ranging from +.85 to +.94, enabling us to conclude that the raters were,
in fact, consistently able to make the same kinds of judgments about manu-
script content.

Finally, a second pilot effort determined whether a factor analytic ap-
proach was, in fact, appropriate to develop an empirical classification sys-
tem of the organizational and systems theoretic literatures. That study
(reported in detail by Swezey, Streufert, and Mietus, 1983) led to the
conclusion® that maximally seven meaningful factors might be extracted
from the data base. Consequently, subsequent efforts to factor analytically
develop a statistically based taxonomy of the literature was terminated at
the seven-factor level. For more optimal data interpretation, solutions for
the major analysis of the data base were specified at the seven-, six-, and
five-factor levels. On the basis of the amount of variance explained by the
factors and by the overall analysis, a six-factor solution was ultimately se-
lected. When we compared the variables and item loadings of the six-factor
solution with solutions obtained in pilot factor analyses, a surprising degree
of overlap, indicating a very reliable factor structure, was evident.

3This conclusion was reached on the basis of stepwise procedures employed in extracting
factors.
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RESULTS AND INTERPRETATION

Table 3.1 shows the selected six-factor solution and the terms loading
highly on each factor. The factors were names as follows:

Factor 1—Multidimensional Information Processing

The first, and most important, factor that emerged from the analysis is
concerned with terms-concepts from complexity theory. Variables that
loaded meaningfully on this factor appear to reflect the individual, group,
and/or organizational functions associated with acquiring, processing, and
disseminating information (including decision making) as components in a
complex, multidimensional environment. The implications of this factor
are discussed in detail later. The remaining factors are less relevant to
complexity-based approaches to organizations. Readers who desire more
detail and interpretations than can be found in the next paragraphs are
referred to Swezey, Streufert, and Mietus (1983) and to Swezey, Davis, Bud-
huin, Streufert, and Evans (1983).

Factor 2—Organizational Systems Dynamics

The second factor concerned the adaptation and flexibility of an orga-
nization, as well as how the organization utilizes its resources for planned
growth. The variables included in this factor are systems theory variables
that address such concepts as open versus closed systems, adaptation, and
growth.

Factor 3—Organizational Change Technology

In order to adapt, an organization must have the capability and resources
for change. The large amount of literature on organizational change and
development reflects the importance of this attribute among organizational
theorists and researchers. The variables that loaded on Factor 3 focus on
techniques typically associated with the organizational development (OD)
and organizational effectiveness (OE) domains of interest, and reflect con-
cern for growth and development in an individual’s interface with his or
her job and with the work process. This factor addresses human resource
technologies associated with enhancing individual perceptions regarding job
development and/or modification.
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TABLE 3.1
Six-Factor Solution Variable Loading Matrix’
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Factor

Loading/Variable.

Eigenvalue

Cumulative %
Factor Variance

I

II

111

v

VI

.71 Input

.69 Integration

.66 Complexity

.65 Output

.62 Information

.58 Differentiation
.56 Sensing

.55 Decision Making
.54 Environment

.55 Subsystem

.54 Equilibrium
.51 Open System
.49 Direction

.44 Growth

.47 Adaptability
.46 Closed System
.42 Rigidity

.66 Change Agent
.53 Feedback

.49 Intervention
.47 Job Enrichment/Enlargement
.45 Organization
.42 Process

.41 Training

.57 Influence
.52 Power

.42 Conflict
.48 Hierarchy
.41 Interaction
.57 Authority
.41 Role

.67 Independence
.61 Centralization
.64 Size

.55 Decentralization
.51 Interdependence
.45 Authority

.61 Goal Setting

.56 Goals

.52 Goal Succession
.52 Goal Attainment
.44 Goal Displacement

5.193

3.867

3.662

3.503

3.366

3.108

22.88

39.91

56.04

71.48

86.31

“From Swezey, Streufert, and Mietus, 1983.
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Factor 4—Management Authority-Compliance Characteristics

The variables included in this factor are associated with the dimensions
of influence and power as components in the superior-subordinate orga-
nizational scheme where compliance is necessary. These variables address
attributes normally associated with management control. Power and related
characteristics, such as authority and influence, appear to be necessary
components of effective organizational systems. Use of power (and its as-
sociated components) may lead to noncompliance and/or to conflict within
an organization. Management then requires techniques to manage the con-
flict before it becomes deleterious.

Factor S—Organizational Coordination and Control

The variables that loaded on this factor reflect the structural* character-
istics of organizations, as well as concerns leading to organizational control.
Coordination and control, in conjunction with planning and motivating ac-
tivities, are basic components of the managerial processes. The literature
reflected in Factor S deals with (1) effects of the environment, (2) organi-
zational structure, and (3) interdependence on control processes at various
levels within an organization.

Factor 6—Goal Orientation

This factor reflects activities in which organizations and managers engage
to determine desired organizational outcomes. The variables included in
this factor focus on goal-oriented activites required to determine priorities,
achieve objectives, and modify or replace objectives as a function of chang-
ing organizational requirements. Goals and goal orientations can be ap-
proached from several perspectives including long-range views, short-run
real-world approaches, and management by objectives (MBO) type ap-
proaches, among others.

If one considers the fields of organizational psychology and systems the-
ory as two intersecting domains, the obtained factors can be viewed as de-
scribing certain bounded areas within that intersection. Each of the six
factors appears to represent a more or less® independent aspect of the or-
ganizational systems literatures. Of particular interest for present purposes

“Again, the word structure is here meant in the sociological, not necessarily in the
information-processing sense.

SIndependence is generated by varimax rotation of the data base, and consequently, cannot
necessarily be considered as an exclusively accurate representation.
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is the finding that the lead factor in our analysis concerns multidimensional
information-processing aspects—that is, the tenets of complexity theory.
We now look at the terms included in that factor in somewhat greater detail.

Multidimensional Information Processing
The fact

1. that complexity theory terminology and/or concepts are evidently
widely used in the organizational and sytems theoretic literatures (al-
beit generally without reference to that theory)

2. that complexity terms relevant to multidimensional information proc-
essing (integration, complexity, differentiation, sensing®), their ante-
cedents (input, information, environment) and their sequels and
consequences (output, decision making) load on one common factor,
and

3. that this factor accounted for the largest single amou: of common
variance in the literature analysis, demonstrates the importance that
the common impact of complexity-oriented terms or concepts have on
scientists’ views of the organization.

With these findings, we have answered all but one of the questions raised
earlier. We now return to that question: the concern with the previous lack
of application of complexity theory to organizational science.

If complexity theory is applied to organizational science, will it merely
represent yet another view of the organization, based on an already existing
terminology? We do not think so. Rather, it appears that the theory would
help to integrate a variety of approaches that have been employed by other
researchers. Some examples may be useful. Our examples are drawn from
the two most central concepts in complexity-based views of organizations:
differentiation and integration.

In Chapter 2, we defined differentiation (with reference to organizational
processes) as ‘‘the process of dividing conceptual space (or the degree to
which this division has been achieved) into two or more orthogonal or
oblique dimensions, systems, or subsystems—for example, the ordering and
processing of stimuli in relatively intransitive fashion.”” The definition is
concerned with the components of organizational information processing.
Certainly, it may involve the number and kinds of organizational units or
subunits that are involved in relating an organization’s input to its output.

SSensing is, as used in the organizational literature, quite similar to the terms perception
or, where applicable, perceptual complexity as used in the literature based on complexity the-
ory.
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But, organizational differentiation can go beyond such a simple and pri-
marily ‘‘sociological’’ structuring. For that matter, quite similar informa-
tion processing may well occur across unit boundaries. In contrast, quite
diverse information processing may be evident among the various managers
within an organizational subunit. Conceptions of the organization’s func-
tioning, its typical information flow, its purposes, and its needs may cer-
tainly be differentiated apart from its formal structure.

The organizational and systems-theoretic literature reflects some of these
diverse forms of differentiation. Huse and Bowditch (1977), for example,
consider differentiation in organizations as ‘‘the difference in cognitive and
emotional orientation among managers in different functioning depart-
ments.”” These authors distinguished between formality of structure, inter-
personal orientation, time orientation, and goal orientation as signs of
differentiation.

In contrast, Lawrence and Lorsch (1967b) take a view that is more bound
to the formal structure of an organization. In their opinion, differentiation
is seen as the segmentation of an organizational system into subsystems,
each of which tend to develop particular attributes in relation to require-
ments posed by the external environment. A similar view was presented by
Porter, Lawler, Hackman (1975). These authors suggested that because not
everyone in an organization does the same thing, the environment and goals
of an organization require that some degree of differentiation must nec-
essarily take place. Porter et al. further suggested that differentiation within
an organization can be horizontal (e.g., division of labor) or vertical (e.g.,
hierarchical, having differing amounts of authority and power and decreas-
ing amounts of responsibility from higher to lower positions).

Diverse concepts of differentiation in organizational functioning cease to
be incompatible when viewed on the basis of complexity-theory definitions
of that concept. But, a focus on differentiation per se is not enough. Im-
portant in conceptualizations of differentiated organizational functioning
is that each component performs a unique information-processing function,
similar in concept to various cognitive dimensions of an individual. How-
ever, an organization does not typically process incoming information (e.g.,
an order for a particular service) within a single subsystem (e.g., in the
billing department) to the exclusion of other important subsystems (e.g.,
the shipping department). In other words, some minimal degree of intraor-
ganizational integration is needed for successful functioning in complex sit-
uations.

Of course, the degree of both differentiation and integration evident in
organizational information processing would vary with

1. the complexity of an organization and of its task environment
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2. the degree that informational multidimensionality is potentially pres-
ent in that task environment

3. the formal and/or informal structure of the organization

4. input to output demands

5. the characteristic cognitive complexity of organizational managers

and more. We provide a theoretical overview of the antecedents and con-
sequences of organizational complexity levels in Chapter 5.

We have considered the relationship of differentiation in the organiza-
tional literature to differentiation in complexity theory. Let us do the same
for integration. We defined integration, with relevance to organizations, as
“‘the process of relating a stimulus, concept, or idea impinging on the or-
ganization to two or more orthogonal or oblique dimensions wihtin the
organizational system (or the degree to which this relating has been achieved)
to produce an outcome that is determined by the joint (weighted or un-
weighted) demands of each dimension.”” Stimuli, concepts or ideas, for this
purpose, may originate outside or inside the organization and may include
such external stimuli as orders for products or threats of takeover and such
internal stimuli as developments of new products or personnel turnover.
Dimensions within the organization may be reflected in organizational units
or subunits, in the conceptualization of organizational processes by man-
agers, and more (dimensionality was defined in the preceding definition of
differentiation above). Again, our emphasis is on the processing of infor-
mation from input as some point(s) in the organization toward potential
output. )

Clearly, the complexity-theory-based view of integration is more encom-
passing than other views from the organizational literature. For example,
some authors have considered integration as relating organizational struc-
ture to individual attitudes and behavior (James and Jones, 1976). Others,
(see Lawrence and Lorsch, 1967a; Lorsch and Lawrence, 1969) have been
more concerned with the interaction of organizational subsystems. Integra-
tive activites have also been viewed as important in strategy development.
Here, integration has, at times, been considered an interaction of strategies.
Such strategies can then be progressively linked together toward oganiza-
tional action (e.g., Vancil, 1976). Complexity theory would encompass all
of these only apparently diverse views of integration within a single
information-processing framework. All of these integrative processes in-
volve the flow of information, communication among various components
of an organization, and interactive modification of the information through
action and interaction of the components.

We have attempted to show via some examples that organizational theory
could well be improved by the imposition of a more parsimonious
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complexity-theory framework on the existing intercorrelated terminology.
Our conclusion must inevitably return us to the question that we have not
yet answered: Why has there been no previous extensive application of com-
plexity theory to organizational science? After all, the terminology relevant
to that theory is well known and frequently employed. Moreover, the terms,
when used in the literature, are used together. Certainly the understanding
that these terms refer to some common or interrelated phenomena must
exist among organizational researchers and theorists.

An examination of titles of the published literature indicates that com-
plexity terms (with the exception of antecedents such as environment and
outcomes such as decision making) are rarely used in book and article head-
ings. The key concepts of complexity theory (i.e., differentiation and in-
tegration) are especially rarely found in these titles, yet they are quite
common in the text of manuscripts. When they appear, they are used with
some frequency and they are used together. However, when used, they are
typically related to a variety of diverse theoretical orientations that remain
independent of each other and consider only parts of what we would call
organizational information processing. One might say that the theoretical
integration of these concepts simply has not yet occurred.

A relevant and encompassing theory has not yet been proposed—or at
least has not yet been applied to the organizational context. In other words,
the time appears ripe for the presentation of an organizational complexity
theory. It is our task to generate at least part of the necessary theoretical
orientation (Chapter 5). Because complexity theory applied to organizations
is, at least in part, an extension and modification of complexity theory ap-
plied to individuals and to managers, we initialy proceed with a presentation
of cognitive complexity theory as it applies to individuals (Chapter 4). Fol-
lowing that presentation, we focus our theory on the structure of infor-
mation processing in organizations.



Complexity Theory: The Cognitive
Structure of Individuals
in the Organization

In the preceding three chapters, we introduced and reviewed a complexity-
oriented approach to managers and organizations. We have placed that
approach within the context of organizational science. It is now time to
present complexity theory in its current form. We discuss our theoretical
views on various topics at some length, typically followed by short summary
propositions (printed in italics). Each proposition is numbered by chapter
and sequence. For example, the first proposition in this chapter will be num-
bered 4-1; a third proposition in Chapter 5 would be designated 5-3. We
may introduce the various propositions as ‘‘hypotheses,”” ‘‘postulates,’
‘“‘statements,”’ ‘‘suggestions,”” and so forth. The use of these various terms
has no implication about the importance or expected validity of the prop-
ositions. Rather, different words are chosen to avoid repetition.

Nonetheless, we do not want to deny that there are degrees of established
validity for the status of our various propositions. Many of them have been
subjected to extensive testing in our own research efforts and/or the efforts
of other scientists. Others, especially those concerned with training and with
organizational functioning, have been less extensively tested. Yet others are
based only on observation. Chapter 7 presents relevant data we have col-
lected. In each case, reported research results will reference the proposition
that is the basis of the data collection effort. Chapter 9, the final chapter
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of the book, considers the degree of support for various groups of prop-
ositions, as well as applications that can be justified at the present time.
Nonetheless, the reader will recognize that a number of hypotheses have
not yet been tested or tested extensively. We hope that readers in search of
research projects will find a fertile field among the propositions that are
yet in need of research support. The majority of that work has investigated
theoretical predictions in perceptual contexts. Complexity theory as applied
to individual perception has been extensively reviewed elsewhere (e.g.,
Streufert and Streufert, 1978, and, to a lesser extent, in Chapter 2 of this
book). To avoid unnecessary duplication, this chapter does not discuss per-
ceptual matters extensively.

We do, however, devote considerable space to a discussion of complexity-
theory-based predictions for individual executive functioning, especially in
complex decision-making situations, because only a few complexity re-
searchers have focused on this topic (see Streufert, 1978). Because decision
making in complex organizational settings is vital to appropriate organi-
zational functioning, we believe that the study of executive complexity in
individuals is particularly important.

In the next chapter (Chapter 5), we discuss the direct application of com-
plexity theory to organizations. The concern with cognitive complexity of
individual members of organizations provides a useful foundation for the
later discussion of complexity theory as applied to organizational systems.

Peters and Waterman (1982) have suggested that the old organizational
theories have been attractive because of their straightforward approaches,
lacking in paradox. They add: ‘“The world is not like that.”’ Indeed, they
are correct. Scientists are often biased toward simplification and regress
(even if it might take a touch of distortion). Theoretical predictions that
are multivariate and/or curvilinear are often viewed as suspect. Interactive
variables have been frequently controlled and their effects ignored in the
name of eliminating confounds. True, organizational scientists have been
somewhat less guilty of streamlining their science than their more behav-
joristically experimentally oriented colleagues. The emergence of contin-
gency theories that demand multiple predictions reflects the willingness of
some organizational researchers and theorists to accept more than single
variables as causal of organizational phenomena. Nonetheless, degrees of
simplification have reigned and have hindered some organizational insights
as well.

To develop an organizational theory that is not guilty of oversimplifi-
cation, we should again begin with people. As stated earlier, organizations
are people and their plans, interactions, responses, communications, and
products. In turn, organizations function best when they can be understood
by their people—that is, when there is some degree of match between the
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cognitive information-processing characteristics of the individuals who con-
trol an organization and the characteristics of an organizational structure.
While we are not necessarily arguing for a system theoretic approach (e.g.,
Miller, 1978), we are suggesting that people have certain abilities, limita-
tions, and styles of information processing. A person whose style does not
match the culture or management style of an organization is likely not a
good match for that organization. Unless such a person is capable of chang-
ing the organiztion, his or her contrasting style will probably result in re-
jection by the organization. On the other hand, where the abilities,
limitations, and styles of an individual match an organization’s character-
istics and needs, the liaison between person and organization will more likely
be happy and productive.

A match of organizational structure and/or information flow with in-
dividual information-processing characteristics is particulary important as
a manager reaches greater and more encompassing levels of responsibility.
Where disparity exists between the two, the manager is probably less ef-
fective. Peters and Waterman have discussed the missing perspective of many
managers. Others have called for an understanding of the gestalt of an or-
ganization. Managers who emphasize only one component within the or-
ganizational structure and fail to understand or recognize the importance
of the interplay of organizational components (e.g., managers concerned
only with net profit) are likely to mismanage rather than to manage. They
are conceptually similar to an army general who knows every detail of hel-
icopter design but little if anything, about infantry warfare. In peacetime,
such a general may perform adequately; however, in wartime his or her
ignorance might spell disaster. Fortunately, generals tend to get a wide range
of experience as they advance through the ranks. Unfortunately, not all
managers of private sector organizations do.

In this book, we do not discuss specific kinds of knowledge about various
parts of organizations. Understanding of these functions reflects knowledge
of organizational content. We do, however, assume that most managers
either have such specific knowledge or can acquire it via training and/or
experience. After all, career managers, vice-presidents, and CEOs may well
work for a detergent manufacturer yesteryear, a computer company today,
and a service organization in the future. Specific new content knowledge
needs to be acquired with each such change. In this book we are not con-
cerned with content: we are focusing on structure. In this chapter, the em-
phasis is on the information-processing structure of individuals. We are
concerned with the differentiative and integrative processes that managers
employ to deal (1) with interrelationships among organizational compo-
nents and their needs and (2) with flow of information through the orga-
nization.



54 4. Cognitive Structure of Individuals in Organizations

We do recognize that a sufficient understanding of content, including the
capabilities, limitations, and specific functions of organizational compo-
nents (and people) is necessary for competent managerial performance. Yet,
we will leave concerns with the adequacy of content performance and with
the training and acquisition of content knowledge to other theoretical and
research orientations. It is our view that most cases of mismanagement are
not due to insufficient knowledge and experience with organizational con-
tent. Rather, we believe that the majority of mismanaged organizations
suffer from an inadequate understanding and/or utilization of the differ-
entiated and integrated organizational system by its managers or that they
suffer from the fact that the organization is itself either insufficiently or
excessively differentiated and integrated for a given task.

COMPLEXITY THEORY APPLIED
TO THE INDIVIDUAL

Early complexity theorists, such as Harvey, Hunt, and Schroder (1961);
Schroder, Driver, and Streufert (1967) distinguished between structure and
content in information processing. At first, that distinction was not suffi-
ciently focused (as in Harvey et al., 1961) and certain content characteristics
tended to infiltrate structural definitions. Within a short time, however, the
distinction between the two approaches was clarified, both in differentiative
(e.g., Bieri, 1966, 1968) and in differentiative-integrative approaches to the
definition of cognitive structure.

Most theory within the behavioral sciences has been content rather than
structure oriented. The frequent focus on content has been for good reason.
It is of great importance to understand what people think. It is equally
important to recognize what they do and do not understand. It is, for in-
stance, of considerable value to be able to estimate the extent to which an
individual is likely to make correct decisions in a specific situation. Knowl-
edge of content can indeed be of considerable importance, as long as be-
havior is or must be determined by a single information input and as long
as it is irrelevent to other information, strategies, plans, or goals. Clearly,
that is not always (or, for that matter, often) the case. As a good example,
consider the attempt to use attitudes to predict a variety of behavior. As
Fishbein and associates (e.g., Fishbein, 1963, 1967a, 1967b; Fishbein and
Ajzen, 1972) have shown, it requires at least two dimensions of cognition
(e.g., attitudes and intent) to approach a meaningful prediction of behav-
ioral outcomes.

With the identification of two dimensions we have already moved toward
a structural approach to cognition and information processing. For ex-



Sources of Complexity 55

ample, where the two dimensions are employed separately, resulting in two
diverse and independent ways of viewing information, events, et cetera, a
differentiative approach to structural information processing is evident (see
Bieri, 1966, 1968). Where an outcome—whether a perception, cognition,
or an overt behavior—is variably dependent on the placement of a stimulus
on more than one dimension (i.e., where the dimensions interact to produce
the outcome), we need to focus on a theoretical orientation that includes
both differentiation and integration as cognitive processes. Such a view was
presented in some detail by Streufert and Streufert (1978). With consider-
able data supporting that theory, it can be considered generally valid in, at
least, its basic propositions. The remainder of this theory chapter closely
follows the views of Streufert and Streufert but will provide some exten-
sions of that theory.

In contrast to pure theories of personality structure (e.g., Bieri, 1966;
Harvey et al., 1961) Streufert and Streufert describe their approach as well
as the theory presented by Schroder et al. (1967) as an interactive com-
plexity theory. 1t is interactive because it considers both the effects of cog-
nitive style and the effects of the environment on the application of that
style. As suggested earlier, the approach is structural. By itself, it is not
concerned with the content of thought or behavior patterns, including ques-
tions about the correctness or appropriateness of cognitions or behaviors.
This limitation needs to be recognized: Where behavior is measured (or
predicted) on tasks where an individual is inexperienced, or where response
correctness is based on a single dimension, the content of that dimension
must be of primary concern. However, where environment and behavioral
outcomes are interactive, where multiple behaviors may be variably appro-
priate, where uncertainty continues across time and where personnel are
relatively well trained and/or experienced, structural approaches become
increasingly important. In other words, there are many situations where
content should not be, and cannot be, ignored. The reader might wish to
consider when and where content best fits into the structural theory we are
presenting in this chapter and in Chapter 5.

SOURCES OF COMPLEXITY

Physiological Differences

More and more evidence about physiological differences among persons
who are described as cognitively complex and persons who are not has ac-
cumulated. We can only speculate whether these differences involve some
aspect of a genetic predisposition for specific individuals or whether phys-
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iological changes follow behaviorally acquired styles. Work by Driver and
associates and more-recent data collected by Streufert and associates (e.g.,
Streufert, Streufert, and Denson, 1983) demonstrating significant differ-
ences in cardiovascular functioning of individuals varying in cognitive com-
plexity could be explained as secondary effects of a learned style, similar
to the changes that appear to be generated by components of Type A be-
havior (see Dembroski, MacDougall, Williams, Haney, and Blumenthal,
1985).

However, EEG patterns appear to differ in cognitively complex versus
less complex persons as well. Unfortunately, we know too little at this point
to determine whether such patterns are genetically determined or can be
explained as a function of experience and learning. Clearly, learning and
experience play a significant role in the development of individual (cogni-
tive) complexity. Whether or not a physiological basis exists which allows

some persons to acquire complexity but hinders others has yet to be clari-
fied.

Training

Let us, for the purposes of this discussion, assume that there are no in-
nate differences with which we need be concerned—or, if there are such
differences, that we are only concerned with persons who do have the ca-
pacity to develop a cognitively complex style. How are differentiative and
integrative styles developed? What kind of potential experiences are re-
quired? How can—and should—training to increase complexity in an adult
proceed?

To date there is relatively little knowledge about the development of com-
plexity. Most conclusions have been based on observation rather than on
controlled experimentation. It appears that cognitive complexity in parental
behavior and communication can be helpful in generating differentiative
and integrative cognitions in their children. Where parents are willing to
expose a child to various ways of looking at a problem, rudimentary dif-
ferentiation may emerge. Encouraging a child to take another person’s point
of view may also be helpful. Suggesting to a child that he or she should try
to imagine why another person might think the way he/she does, and what
led him or her to a particular thought process may be useful.

Similarly, one may train the capacity to differentiate and integrate by
asking questions about goals and strategies (i.e., How do we achieve a de-
sired end? What means can be used? Can we use more than one? What are
the joint and long-term effects of the means we consider using, etc.). Of
particular importance may be training in the suspension of (unidimensional)
moral or other good-bad-oriented thought processes (temporarily) to per-
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mit the development of other dimensions. In the process of integration, the
moral-attitudinal dimension may then be reconsidered and play its appro-
priate part in the development of judgments and plans for subsequent be-
havior.

Training a child to a low or a high level of cognitive complexity is often
unintentional. As Streufert and Streufert (1978) have reported, different
subpopulations tend to have diverse levels (frequencies) of cognitive com-
plexity, determined, in good part, by specific kinds and levels of exposure
in childhood and adolescence. An overprotected child, even if he or she is
the offspring of cognitively complex parents, may demonstrate lesser com-
plexity. Similarly, a child that is exposed early to the overwhelming overload
of ghetto life may develop more unidimensional approaches to the world.
The greatest frequency of complex thought processes that we have found
among teens appear to exist in middle-class neighborhoods where both par-
ents work, yet where love and protection of the child exist. Under these
conditions the child is on his/her own part of the time, and is able to ex-
plore, to try different experiences, and to deal with different views. Yet,
the child is not overwhelmed by these experiences. Novel ways of thinking
can be absorbed in the absence of stimulus overload. The result can be the
acceptance of a view that alternate ways of thinking may be legitimate and
potentially useful (differentiation) and that they may be employed, together
with others, in interpreting and acting upon the world (integration). To
summarize, the following hypothesis is offered:

4.1 Given that a physiological potential exists, complexity can develop in
a person if he/she is frequently presented with clear and directed evidence
about the existence of multiple dimensions, assuming that the person is not
generally overloaded or underloaded by events in the environment.

Training across Domains

Of course, levels of cognitive complexity within a person may be quite
specific to particular cognitive domains. Scott and his associates (Scott,
1969, 1974; Scott, Osgood, and Peterson, 1979) have presented extensive
discussions of these cognitive domains (see also Chapter 2). Clearly, com-
plexity within any domain is likely to develop only where experience or
communication has generated multidimensional differentiative or integra-
tive thought processes. Other cognitive areas may remain relatively un-
touched. Initial probing into these latter domains may generate strictly
unidimensional responses. For example, where executive X might be willing
to consider alternate interpersonal liaisons among his or her close associates
to resolve some organizational problem, he or she may not be so flexible
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in tolerating changes in personal relationships. Multidimensional thought
processes may well exist within the work domain that would not even be
considered within the personal-social realm.

In earlier work, Driver and Streufert (1969) argued that at least four over-
all cognitive areas (represented by a 2 X 2 matrix, in Figure 4.1) should be
considered in assessing a person’s cognitive complexity. These authors dis-
tinguished between social-nonsocial complexity and perceptual-executive
complexity. Other early work in complexity theory (especially by Bieri and
associates) tended to focus specifically on differentiation in the perceptual-
social cell of this matrix. Later efforts, for example by Streufert and as-
sociates (Streufert, 1970, 1978, Streufert and Fromkin, 1972, Streufert and
Streufert, 1978), by Driver and his coworkers (Driver and Mock, 1974), and
by Schroder (Schroder, 1971) have expanded the application of the theo-
retical structure to the other cells as well. A later section of this chapter is,
for example, concerned specifically with executive (both social and non-
social) complexity.

Without question, the division of cognitive functions into the four cells
seen in Figure 4.1 is overly restrictive. Undoubtedly, many more domains
exist. Cognitive interrelationships among domains may or may not exist.
Some domains are likely further removed (and consequently less accessible)
from each other than others. One might, for example, argue that training
for complexity in a domain that can be classified within the perceptual-
social cell of the matrix should be easier, if some other domain within the
perceptual-social cell already contains cognitively complex cognitions; that
transfer of complexity to, for example, a domain in the perceptual-

PERCEPTUAL EXECUTIVE
Perceptual - Executive -
SOCIAL Social Area Social Area
Domains Domains
Perceptual - Executive -
NONSOCIAL Nonsocial Area Nonsocial Area
Domains Domains
FIGURE 4.1. Example of four cognitive areas containing domains of cognitive complex-

ity. Many additional domains may exist in an individual’s cognitive structure.
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nonsocial cell of the matrix would be more difficult, and that transfer to a
domain within the executive-nonsocial cell could be even more problematic
and time consuming. For example, a person who has achieved the ability
to differentiate and integrate information about the political views of var-
jous candidates (the political domain within the perceptual-social matrix
cell) is likely more easily trained to understand potentially differentiated
and integrated views of executives than to make differentiated and inte-
grated decisions about the distribution of goods and services to a specific
population (i.e., the nonsocial-executive cell).

With our discussion of domains we arrive at the issue of intentional train-
ing within and across domain boundaries. In many cases such training may
be useful. Before considering training and training methods, however, we
need to raise the question whether some complexity does already exist within
the cognitive domain on which the training will focus. We would argue that:

4.2 Training for complexity in a previously noncomplex cognitive domain
is more difficult to accomplish when no previous complexity exists in any
cognitive domain.

Where training across domains is needed and where previous complexity
does exist in one or more other cognitive domains, training will be more
effective if similar aspects of the two domains are emphasized during the
training procedure. For example, if a person’s perception of the behavior
of various political figures is essentially multidimensional, then using that
domain as an example for explaining multidimensionality in actions by ex-
ecutives would likely be facilitative:

4.3 Training for increased complexity within a cognitive domain where
complexity currently does not exist should emphasize components from a
related domain where complexity does exist.

Unfortunately, we still know relatively little about the speed and effective-
ness of complexity training across domains. Research in this and in related
areas is in progress. If we desire to improve executive performance, we need
to be concerned with some secondary effects of training for greater cog-
nitive complexity, in particular physiological and health effects (see Streu-
fert, 1983b). We discuss problems of that nature in Chapter 8.

Discovery of Dimensions

Up to this point, we have considered the effects of external influences
on the development of cognitive complexity. Certainly, at least a portion
of the initial impetus for multidimensionality is learned from other persons,
either directly or indirectly. Where, for example, a person discovers that
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people from another country or culture use different basic (e.g., moral)
dimensions than do people from the observer’s own country or culture,
rudimentary differentiation can occur (i.e., the realization that several po-
tentially legitimate ways of thinking about some issue exist). Often, of
course, the observer will simply reject the alternate perspective as wrong,
thereby maintaining a unidimensional point of view.

Once some multidimensionality exists (i.e., the acceptance that there are
various ways to look at things), a person may become more open to alter-
nate conceptualizations. Such openness requires, among other things, a de-
gree of flexibility. With more extensive experience, flexible complexity
(described subsequently) may emerge—that is, an approach to multidimen-
sional information processing where external cues are no longer needed to
generate additional ways of viewing issues, concepts, and their interrela-
tionships.

We may now propose that:

4.4 Development of cognitive complexity in domains were complexity does
not presently exist can be aided by discovery of multidimensionality in the
environment, as long as (1) the person involved is open to the Dpotential
existence of additional dimensions, and (2) sufficient flexibility to permit
reorganization of relevant cognitive concepts is present.

HIERARCHICAL VERSUS FLEXIBLE COMPLEXITY

The concept of flexibility is of considerable importance in interactive
complexity theory. Training in complexity may lead either to hierarchical
or flexible organizations of a person’s cognitive system. Where training pro-
cedures emphasize dimensions and their relationships but communicate
these relationships as invariant, or where entire systems of relationships are
transferred to the trainee as one single and fixed set (particularly if variants
of the systems are rejected) hierarchical complexity will likely develop within
that particular domain.

In contrast, training for flexible complexity would not emphasize system
characteristics so much as the building of insights about dimensional re-
lationships. Rather than training emphasis on a specific relationship, a
trainee may be encouraged to recognize apparently obvious multidimen-
sional patterns, but he or she might also be encouraged to explore whether
other interrelationships might (potentially) exist as well. In other words,
training for flexible complexity would emphasize the exploration rather than
the memorization of conceptual relationships. With these thoughts in mind,
we offer the following postulates:
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4.5 Both the number of dimensional concepts (differentiation) and their
relationships (integration) can be either fixed and hierachically organized,
or can be flexible and open to modification with additional informational
input.

4.6 Hierarchical complexity is emphasized and likely generated when an
entire system of dimensions and relationships is presented to an individual
at one time, and/or when the system is presented as invariable.

4.7 Flexible complexity is emphasized and likely generated by encouraging
an exploration of the components and relationships existing within a sys-
tem, by permitting developmental explorations, and by de-emphasizing
memorization for the system.

Clearly there are advantages both to flexible and to hierarchically complex
cognitive systems within specific domains. Novelty, change, and input that
includes unexpected components are most compatible with flexible com-
plexity. Fixed input with given meanings that can be quantified in advance
are best accommodated by hierarchically complex styles.

Up to a certain level of complexity, the hierarchical system may be com-
patible with sophisticated (e.g., artificial-intelligence based) computer sys-
tems. At the present state of the art, however, computer-based systems and/
or programs that deal with input akin to flexible complexity do not exist.

DEGREES OF COMPLEXITY

As children first learn to understand their world, they tend to employ an
exclusion-inclusion principle. Things of one kind are lumped into a single
category, and everything that does not belong is lumped into a second. For
some adults, this phenomenon continues to be a typical mode of thought,
even though different inclusion-exclusion principles may be relevant to di-
verse stimulus groupings. For example, all people of a certain characteristic
(some group, nation, color, religion, or whatever) may be viewed as good
guys and everyone who does not belong to that group is automatically sus-
pect. In effect, the person has lumped people into an in-group and an out-
group. Prejudiced attitudes, whether toward people or toward innovative
ideas, can with some frequency be expected from persons whose cognitive
processes are basically exclusion-inclusion oriented.

With movement toward greater perpetual complexity, discrimination
(sometimes described as shades of gray) between the included and the com-
pletely excluded stimuli is established. A person may, for instance, deter-
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mine that a few others who were previously considered as members of the
out-group have certain acceptable features while still others who may have
previously been favorably considered are now not totally acceptable. The
former may now be viewed as exceptions to the rule (but some of my best
friends are) while persons included in the latter category may belong to a
similar—but still not guite the right group, nation, religion, et cetera.

In any case, no matter how many shades of gray are established, the
resulting cognitive conceptualization is still unidimensional—that is, the rel-
evant stimuli (e.g., persons in this example) are still categorized within a
single specific cognitive delineation.! Such shades of gray existing on a sin-
gle cognitive dimension are termed dimensional discrimination by com-
plexity theorists and may, of course, occur in varying degrees.

At this point, it may be worthwhile to temporarily change our focus to
discuss a common misconception. The reader will probably have concluded,
at this point, that he or she is not cognitively unidimensional. That may or
may not be true. Let us consider an example. Imagine a football player.
Clearly we may wish to invoke a number of dimensions to describe the
player’s characteristics. For ease of communication, let us use dimensions
from the semantic differential (Osgood, Suci, and Tannenbaum, 1957). A
football player might be good or bad. He might be weak or strong. He
might be active or passive. He might be fast or slow, and so forth. All
suggest different dimensions, and we might score a football player on any
or all of these dimensions. If we do, can we conclude that we have at least
a four-dimensional view of football players? Not quite yet. To test whether
we do, let us try the following: imagine a good, weak, passive, slow football
player. If we conclude that this is an impossible combination, our views of
football players may not be as multidimensional as we thought. If, in fact,
good also by necessity means strong, active and fast—that is, if the other
dimensions we have employed are highly correlated with the evaluative di-
mension and its good description, then we have used a number of verbal
descriptions, all of which collapse into the same unidimensional concep-
tualization.

We have intentionally chosen the example of a football player. Football
as a spectator sport is enjoyed by many people, but few of us are multi-
dimensional about football. Coaches must be. Some sports commentators
are. Spectators need not be, particularly if their favorite team wins a lot.
However, even if an individual does not employ multidimensional styles as
far as football is concerned, he or she may well be multidimensional in other
domains.

Note that we continue to discuss unidimensionality in a specific domain to which the
stimulus input is relevant. Multidimensionality may or may not exist in other domains.
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Let us return to our discussion of degrees of complexity. The next level
of cognitive structure takes our individual toward differentiation. Here,
stimuli are considered on more than one dimension. The diverse dimensions
may function as alternatives. Sometimes .a given dimension is employed,
sometimes another. Which dimension is called forth may depend on the
time, place, situation, or some other salient cue in the environment. Often,
an individual is unaware (at low levels of differentiation) that he or she is
actually employing different dimensions across diverse situations. Consider,
for instance, a pawnshop operator in a ghetto area who overcharges the
local population for items sold: After all, they cannot get credit elsewhere.
Yet the same shopowner may make substantial contributions to help people
in the ghetto when asked by a religious organization. The inconsistency of
these two behaviors may not even be recognized.

At a somewhat higher level of differentiation, a person may be aware of
his or her discrepant views of a person, object, idea, or situation. These
discrepancies may be so great that, if they were explained to a unidimen-
sional person, he or she could view them as inconsistent and consequently
as wrong, inappropriate, et cetera. To the true differentiator, however, such
presumed inconsistencies may be entirely reasonable. He or she may, for
example, explain these diverse conceptualizations with some external cue.
For example, in describing a co-worker our differentiator may say, ‘‘He is
a terrific worker and easy to get along with at the office, but his personality
changes completely when he gets home. It is no wonder that his wife and
kids hate him.”’

Differentiation, like unidimensional discrimination, can occur at a num-
ber of different levels. At its extreme (excessive differentiation), a person
may consider so many alternative interpretations of the same set of stimuli
or events that it becomes nearly impossible to decide which interpretation
to apply at a particular time. In this case, decisions may be made by toss
of a coin or by blindly stumbling into some action. Excessive differentiation
is a substantial hindrance in the development of a more sophisticated form
of information processing: integration.

Integration without differentiation is impossible. Without the existence
of more or less independent dimensions, there is no way of relating those
dimensions. For an example, let us return to the differentiator who consid-
ered another person to be a good guy at work, but a bad guy at home. If
our differentiator learns to integrate, he or she may begin a search for some
overriding principle that can be used to reconcile the observed differences.
Why does George act differently at home when he is such a pleasure to
work with? Where is the motivational basis? Are there diverse influences
at the workplace and at home that create the discrepancies? He may find
that George, who is competent at the office and therefore socially and fi-
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nancially rewarded, must deal with a situation at home that is punishing.
Because George is unable to deal with punishment effectively, a good
(integrated) reason for his not at all inconsistent behavior does exist. His
behavior is controlled by a less obvious but superordinate personality char-
acteristic. The application of that superordinate explanation reflects an in-
tegrative process.

Integration, where diverse dimensions that may, on the surface, have ap-
peared to be inconsistent are related in terms of one superordinate concept,
is termed low-level integration. The word low is appropriate because only
one integrative level exists to interconnect and govern diverse dimensions.
In contrast, it is possible to employ several low-level integrations, each of
them based on two or more (possibly partly overlapping) dimensions. These
sets of low-level integrations, in turn, may be related to each other in terms
of higher integrative levels.

Thus far, our examples have all been derived from social-perceptual do-
mains. Because we do not want to create the impression that complexity is
related only to perceptual-social domains, let us consider another kind of
example, taken from a nonsocial-decision-making domain.

Consider a decision maker who works for the XYZ Corporation, which
has a major competitor, the ABQ Corporation. Both manufacture a prod-
uct of about equal quality at about the same price. Their respective market
shares are roughly 60% for XYZ and 38% for ABQ (with 2% distributed
among other small and weak companies). Assume that our executive de-
cision maker received information that the Vice President for Sales at ABQ
appears to be in trouble with their CEO. Other information arrives that
ABQ has just dropped the price of their product by 20%. Our executive
must make a recommendation on how XYZ should respond.

Several options are available. XYZ could hold its original price and wait
until ABQ stops the price war. Another option is to reduce the price by
20% as well. A third might be for XYZ to drop the price by only 10% and
advertise the high quality and longevity of the XYZ product. Naturally,
other options exist as well. A less cognitively complex (e.g., unidimensional)
decision maker might initiate a search for the correct option (possibly on
the basis of a computer model). And a differentiator may consider alter-
native interpretations of ABQ’s action and capacity and would select a
course of action dictated by either one of these alternatives. However, an
integrator would probably consider (if sufficient time is available) various
alternative reasons for ABQ’s action. An interpretation of these reasons
would be followed by a strategic response that maximizes responsiveness
to an overall view of the reasons for the opponent’s actions—that is, one
that will be strategically best in terms of a number of possibilities. A high-
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level integrator may, in addition, use available information and respond
simultaneously to advance the future strategic position of XYZ.

For example, such a decision maker may consider whether the difficulties
of the Sales VP at ABQ have anything to do with the price drop. Is that
person doing something desperate to hold onto the position or to defend
other actions? If so, clear implications about the expected length of the
price war may be derived. If the two points are independent, can the weak-
ness of that executive be used to influence policy of ABQ? What was the
overall profit of ABQ during the last 2 years? How long can they stand to
lose money? How much are they losing? What is the likely effect on cus-
tomers? Is there such a thing as brand loyalty among consumers of this
product? How much of a price discrepancy is required for that loyalty to
disappear? How much would XYZ stand to lose at each of the various
potential price cuts? How long can the XYZ company maintain reduced
price levels? What methods of advertising and product modification can
be used to sell the XYZ product to the consumer despite the competitor’s
price cut?

Answers to some of those questions will be easy. Answers to others will
be more difficult and may be less certain. Let us assume that our decision
maker concludes that the ABQ VP is in difficulty because he had been ex-
pected to garner 45% of the market but did not succeed. He must have
persuaded the corporate staff that only a price cut would result in a loyalty
switch by consumers—a strategy that was put into effect. This action tem-
porarily places ABQ in an advantageous position as far as sales volume is
concerned.

Brand loyalty, however, is another matter. Because the product involved
is a relatively expensive item, a price cut of 20% will mean a lot. Some
customers are going to switch brands and buy from the competition unless
their price cut is countered. However, XYZ cannot afford a price cut for
very long without compromising quality. A drop in quality, however, would
presumably cause customer dissatisfaction—resulting in reduced sales. It
appears that ABQ is in a similar position. From this perspective, both ABQ
and XYZ are likely to experience potential losses.

The fact that the ABQ Sales VP is under fire may be helpful. If he cannot
get a greater share of the market he may lose his job and ABQ’s corporate
policy might be reversed; after all, the corporate ABQ staff is not known
as a patient group of people. That, then, puts ABQ in a poor position, if
XYZ can maintain or increase its market share in the immediate future.

Expanding our hypothetical example, assume that recently a national
consumer group has criticized the ABQ product because it contained an
unsafe part. The part was immediately replaced with a safer component but
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the consumer perception of ABQ’s unsafe product may have stuck. The
XYZ executive considers that event as well. If consumer perceptions of ABQ
have been indeed affected, and if those perceptions can be (indirectly) ex-
ploited, then XYZ may be in a better position to hold, or even to increase
its market share. The more rapidly that increase occurs, the sooner ABQ
would presumably stop the price war.

Conceptualizations such as these are, at the surface, partially inconsistent
with each other. Some place XYZ in a favorable position; others do not.
At a low level of integration, they may be combined into a policy recom-
mendation: To obtain a quick shift in ABQ’s policy, XYZ needs to get
ABQ’s VP into additional trouble—that is, to ensure that his actions will
not be successful. XYZ needs to increase or hold its market share without
much of a financial loss, if possible. Clearly, XYZ needs to cut the prod-
uct’s price as well. Maybe 10% or a little more will be enough, if XYZ
simultaneously emphasizes product quality (implying lesser quality by
ABQ-—after all, they were criticized). Such actions need to be taken im-
mediately to avoid a consumer surge toward ABQ.

Low-level integrations of this kind might be used by a high-level inte-
grator as a part of an overall goal-directed metastrategy. The decision maker,
in this case, does not want to push ABQ out of the market entirely—an
action which migh result in an antitrust investigation by the government.
Yet, he/she may want his/her company to gain something like an 80% share
of the market. (These conclusions may have been reached on the basis of
other low-level integrations.)

Those views (also obtained via a low-level integration), the suggestion to
drop the XYZ price by 10%, and the plan to advertise quality must now
become part of a general future-oriented (highly integrated) strategy. Say,
the products that are manufactured by both companies fall into A, B, C,
and D subcategories, all of about the same price. Of these, the D category
represents about 20% of the market. If it were possible to eliminate ABQ
from all but the D market, that would be satisfactory. Possibly, XYZ’s D
line products are the most expensive to produce, given the current manu-
facturing process. More profit per unit can be made from A, B and C line
products. One might then consider a differential price drop together with
quality advertising, with D line products held at the existing price, but with
the popular A line products dropped even below 20%. Increased quantity
of A line products, as long as the sale price remains barely above cost, might
make up for losses engendered from other line products that are sold at
reduced prices.

In addition, some direct influence on the executives of ABQ may be pos-
sible. Some rumors about forthcoming actions of XYZ corporation could
be initiated. XYZ might let it be known that they are probably less able to
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compete with quite another product which is made by both companies
(where no market shares are actually lost in the long run), in order to entice
ABQ to concentrate on manufacturing and marketing that product and,
otherwise, restrict its production to the D line. The important decision-mak-
ing process in this example integrates diverse purposes and relevant strat-
egies in terms of an overall goal. Note, that this higher-level integration is
not bound by the involved content, nor is it bound by specific (unidimen-
sional) value systems (such as, for example, morality). Unidimensional con-
cepts are not necessarily rejected in such complex integrations; rather they
are used as part of an overall structure in which they may play some stra-
tegic role. The extent of their influence (of lack thereof) depends on the
interrelationships among the involved dimensions.

High-level integrators are often admired for their leadership in strategy
development. A number of researchers and theorists in organizational psy-
chology have described such individuals in terms that are closely related to
integrative complexity. For example, Mintzberg (1976) talks about cognitive
processes in managers who draw out the vaguest information and use the
least articulated of mental processes that are more relational and holistic
than ordered and sequential, more intuitive than intellectual. Peters and
Waterman also talk about intuitive reasoning. Simon (1979) describes the
true professional manager as having a rich vocabulary of patterns. Barnard
(1968) probably comes closest to our terminology in his description of *‘few
men of executive genius’’> who, he states, are ‘‘comprehensively sensitive
and well integrated.”’

Up to this point, we have viewed our cognitively complex executive de-
cision maker as a flexible thinker making decisions on the run, decisions
that are based on (and revised because of) up-to-date information. If such
a person makes a decision today, it might be somewhat (but not likely en-
tirely) revised tomorrow,? because new information inputs have arrived and
are available for modified integrated strategies and goals. Changes in de-
cision strategies are, however, typically partial and different from changes
in decisions made by less-complex individuals who are more likely either to
stick to their initial decision or to flip-flop from one kind of decision to
another.

Clearly, the high-level integrator we have described is flexible. As stated
earlier, however, flexibility does not apply to all integrators. Some persons
process multidimensional concepts in a fixed hierarchical fashion. Let us

20f course, in many situations a decision, once made, or an action, once it is taken, is no
longer subject to revision. Where such situations exist, the highly integrated decision maker
would likely use novel information to employ supplementary strategies to optimize the earlier
(final) decision.
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take another look at the differences between flexible and hierarchical in-
tegrators. Hierarchical integrators place information input on a number of
dimensions (differentiation) and relate these dimensions into overall con-
ceptual integrations. However, placement of any single stimulus on a given
dimension is constant each time the stimulus occurs. That is, the placement
will have precisely the same dimensional meaning as it did on previous oc-
casions. The same holds for relationships among dimensions (i.e., integra-
tion). Each time specific dimensions are involved, they will be related to
each other in precisely the same way. At some point, that decision maker
has probably learned the specific meanings of stimuli and how the responses
to these stimuli are used in determining a perceptual or decision-based out-
come. As a result, hierarchical integration is inflexible: The hierarchical
integrator cannot adapt to changes in the meaning of either stimuli or di-
mensions unless the changes are specifically cued.

Nonetheless, such a person—even though he or she may be quite uncom-
fortable about it—can learn to process information in new ways, if some
aspect of the situation has drastically changed. Such a shift in information
processing would likely result in major rearrangements of the components
of the person’s cognitive conceptual organization of dimensions and stim-
ulus locations on dimensions. These adjustments will be required (just as
they would be in a fixed mathematical system) to bring relationships back
into equilibrium.

Considerably fewer changes in the same situation would probably be re-
quired for flexible integrators because part of the adjustment may be made
by such persons via partial reconceptualizations of cognitive dimensions
and their relationships. In contrast, hierarchical integrators are much less
able to reconceptualize structural components. They may well represent the
executives whom Simon (1979) had in mind when he discussed chess masters
with highly developed long-term memories that are remembered as subcon-
scious patterns—that is, old friends from previous experience. To the degee
to which the friendship of these patterns is unchanging, such an individual
may be able to deal with complex and challenging environments, only as
long as they are familiar. Any major modification of the challenging en-
vironment, however, would likely result in either distortion or inability to
perform.

As long as the world in which a hierarchical integrator operates is con-
stant, however, he or she is likely to be just as (or even more) effective as
the flexible integrator. We would propose that:

4.8 Early experience typically involves cognitive conceptualizations that
employ inclusion-exclusion principles.

4.9 Subsequent experience and/or training can lead to the development
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of unidimensional conceptualizations that include discrimination. These
conceptualizations are typically fixed with regard to specific sets of stimuli.

4.10 Experience with alternate conceptualizations of stimulus sets may lead
to development of alternate dimensions of judgment (differentiation), which
may be employed independently, cued by specific stimulus or cognitive con-
ditions.

4.11 Excessive use of dimensionality (excessive differentiation) may gen-
erate confusion concerning which dimensions to apply to specific stimuli
or cognitive events and may prevent development toward integration.

4.12 Experience or training with possible relationships among differen-
tiated conceptualizations of stimuli may lead to low levels of integration
where diverse cognitions are related and combined into an overall view (e.g.,
a strategy).

4.13 Experience or training with interrelationships among various inte-
grated conceptualizations or strategies may lead to higher levels of integra-
tion where several (low-level) integrated conceptualizations are combined
into metaconcepts, long-term goals, and so forth.

4.14 Where differentiation and integration are hierarchical (organized
without flexibility in response to subsequent information, see 4-5, 4-6, and
4-7), a person will function appropriately only in a steady-state environ-
ment.

Just as an excessive differentiator is potentially unable to settle on an
appropriate dimension to be employed in response to some specific set of
stimuli, there are also some integrators who are unable to ‘‘close’’ even on
a temporary conceptualization to use as the basis for an action. The higher
the level of integration and the more flexible the integrative style, the more
likely an inability to close for decision making may emerge.

This is not to say that there is necessarily a strong association between
high-level flexible integration and problems with closure. Many successful
decision makers in organizations are quite able to close and act—only to
reconsider (and, if necessary, adjust) the decision at a later time.> An ob-
served association of inability to close with higher levels of flexible inte-
gration is, in part, due to measurement error: The more interpretation and
decision options and the more relationships among options exist, the more

3Note that the tendency to reconsider decisions may be made for present adjustments or
for future reference, and may be made without commitment to reconsideration, particularly
where a decision maker must appear decisive to others, or where changes—once a commitment
to a particular decision has been made—are not feasible.
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difficult it will be for the continually open person to make a temporary
decision—that is, the more likely the resulting vacillations will be observed.
In other words, any (low order) correlation between cognitive complexity
and inability to close is probably due to the fact that vacillations cannot
occur as easily in individuals who cannot differentiate or integrate because
incoming stimuli tend to be associated with fixed responses. In other words,

4.15 Decision makers who employ high levels of integration are likely to
be effective only if they are able to close on decisions when required, despite
remaining uncertainty. Effective integrators are likely to reopen their cog-
nitive considerations after a decision has been made (where a previous de-
cision may yet be modified) and can (where useful) make adjustments or
other modifications to the previous decision.

The likely developmental sequence for degrees of cognitive complexity is
presented in Figure 4.2. The figure considers two cognitive characteristics:
flexibility and complexity. While it is true that an increase in cognitive com-
plexity is often associated with an increase in flexibility, many exceptions
to that rule do exist. Where it occurs, simultaneous growth of complexity
and flexibility is often associated with experiential learning across consid-
erable time. In contrast, growth in cognitive complexity without growth in
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FIGURE 4.2. Development of cognitive complexity in individuals from less to more cog-
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flexibility, attaining a hierarchical and fixed approach toward differentia-
tive and integrative processes, is often generated by specific training pro-
cedures that include little trial and error experience. For example, training
for hierarchical forms of cognitive complexity may provide precise instruc-
tions on how to view and interrelate concepts.

Figure 4.2 provides solid arrows where growth is more likely to occur
and broken arrows where growth is possible but not likely. ‘‘Via training”
describes the connection between unidimensional functioning and low-level
hierarchical integration. The inclusion of that term does not imply that
growth along other arrows cannot be based on training procedures. Rather,
it is suggested that growth from unidimensional functioning toward low
levels of hierarchical integration will only be achieved via training proce-
dures.

WHY WOULD ANYBODY WANT TO BE
COGNITIVELY COMPLEX?

Some complexity researchers and theorists have made it sound very de-
sirable to be classified as a differentiator and integrator. Others have ex-
pressed doubt about the generality of assumptions that the capacity to
behave in a cognitively complex fashion (and particularly the tendency to
consistently behave in such a fashion) is of value in all situations and at all
times. To consider the appropriateness of cognitively complex functioning,
we should ask what, in fact, is achieved by cognitively complex perfor-
mance.

Unquestionably, the capacity to differentiate and integrate allows an or-
ganizational decision maker the option to consider a wider variety of im-
plications of environmental events, to develop more complex performance
strategies, and to develop more inclusive long-range goals. A cognitively
complex executive is likely to be a superior planner who is able to actively
consider a larger number of contingencies and their implications. Is such a
person consequently a better executive? The answer in not necessarily ‘‘yes.”’
Under some conditions, ‘‘overplanning’’ can be just as detrimental as un-
derplanning. In some cases, a simple, straightforward decision might be
preferable to a well-considered strategic decision.

Again, an example might be useful. In a stimulated competition among
various investment corporations, decision makers in a research project were
provided with stock market information via a number of indicators. The
decision makers were unaware that only one indicator contained useful in-
formation, modified somewhat by random variability. All other indicators
provided only random data. Both less cognitively complex and differen-
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tiating or integrating, that is, cognitively complex, participants soon rec-
ognized which of the indicators provided the most useful information and
began to invest accordingly. However, integrators among the participants
soon began to experiment with other indicators to determine whether or
not they could be used to add useful information to the data provided by
the reliable indicator. The less cognitively complex persons, on the other
hand, stayed religiously with the indicator that had been shown to have
predictive validity. The outcome of the simulation was not surprising. Most
of the integrators lost their investments. The less complex investors took
home the spoils.

In fact, most organizational decision-making situations are not as sim-
ple—that is, they are not based on a single valid information source. Where
complex interrelationships need to be considered, an integrating decision
maker, particularly a person who is flexible and is able to reach closure
(temporarily) for decisions, will be much more effective. Nonetheless, com-
plicated decision settings where decisions are best made in response to a
single informative dimension (including computer-generated probability
functions, e.g., of market characteristics and consumer demand probabil-
ities) do exist. In situations of that kind, unidimensional decision making
may, at times, be appropriate.

Can we sharply distinguish between cognitively less complex and cogni-
tively complex (integrating or differentiating) decision makers? Do cogni-
tively less complex decision makers ever integrate? Can complex integrators
base decisions on single dimensions? The likelihood of obtaining differ-
entiated and especially integrated behavior from less complex persons is not
very high (unless we are dealing with a person who functions unidimen-
sionally in one relevant domain but multidimensionally in other domains,
and some cue is available to translate other-domain multidimensionality
into the relevant domain area).

Whether or not a cognitively complex (differentiating or integrating) per-
son can and will operate at a lower dimensional level when useful or nec-
essary is quite another matter, however. There are integrators who can and
do function well in a unidimensional fashion if they perceive that the en-
vironment demands such action. Unidimensional functioning here has some
aspects of strategic action: It may be viewed as the appropriate way, for
example, to communicate with a less complex person. Similarly, speeches
by many effective cognitively complex politicians are often phrased in uni-
dimensional language. Many an average voter would consider multidimen-
sional statements by a politician as too complicated, too wishy-washy or
filled with too much uncertainty. When it comes to actions, however, the
same politician may employ a multidimensional strategy, at times disap-
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pointing and annoying less cognitively complex voters who presume that
the politician is not keeping promises.

On the other hand, some cognitively complex decision makers, particu-
larly integrators, may never have learned to select unidimensional modes
of action when such an approach appears to be appropriate or required.
The reasons why some persons are, and others are not, able to switch com-
plexity levels at will (based on appropriateness of the task) are known. To
some degree, the capacity to shift from one information-processing mode
to another may be related to issues concerning the ultimate source of cog-
nitive complexity. It has been argued that complexity might be a style, a
genetically based characteristic of the CNS, a preferred method of dealing
with the environment, or some interaction of these (see Streufert and Streu-
fert, 1978). To the extent to which the capacity to differentiate and integrate
is learned (even if based on differential levels of a physiological founda-
tion), both that capacity and the capacity to shift toward unidimensionality,
as required, can probably be generated via training, at least, in some in-
dividuals. To the extent to which complexity is a genetically determined, or
purely a preferred style of responding, the basis of the capability to shift
complexity levels would be more difficult to establish. Research conducted
at the Pennsylvania State University College of Medicine is, in part, inves-
tigating such issues. It is still too early to advance clear propositions about
such phenomena.

COMPLEXITY AND RELATED STYLES
AND ABILITIES

Differentiation and/or integration should also affect other behaviors that
are products of cognitive structure. We cannot possibly discuss all classes
of behaviors that could be included; nor can we provide explicit detail on
those that are included. In the present context, we discuss creativity, use of
strategy, and leadership. Much elaboration and synthesis will, however, be
left to the reader.

Creativity

In the mid-1960s, psychologists spent considerable effort in attempts to
come to grips with the meaning and foundations of creativity. Mednick
(1963), for instance, considered remote responses to be reflective of cre-
ativity. Jackson and Messick (1965) have devoted considerable effort to
evaluating the various views of creativity and to their relationships to so-
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cietal and intrinsic values (see Maddi, 1965). Jackson and Messick have
argued that creativity is more than just unusual or remote associate re-
sponding: it also involves transformation. Streufert and Streufert (1978)
presented the view that this transformation is a structural characteristic,
reflecting some (probably initially low) level of integrative activity. Where
Jackson and Messick applied the term condensation to highly creative pro-
ductivity, Streufert and Streufert have replaced that term with flexible high-
level integration. The emphasis on flexibility is of considerable importance:
A hierarchical integrator would be most uncreative.

Creativity in an organizational setting also implies more than merely the
unusual use of some technique or resource. It implies generating a product
that can be patented, a service that is innovative, an organizational pro-
cedure that has considerable benefits. It implies the ability to view inter-
relationships among components—whether organizational or product-
service oriented—in a fluid pattern that has not previously been seen (or
accepted). When provided adequate opportunity, a high-level integrator
should, at least, have the potential for creative thought and action. Whether
or not such an opportunity is present does, however, depend on the orga-
nizational environment. We discuss questions of organizational support for
creative efforts in Chapter 5. We suggest that:

4.16 Creativity in an organizational setting depends, in part, on a person’s
ability to generate novel (unusual) and potentially remote views and actions
within an organizational setting that can be integrated with organizational
structures and needs of the organization and are supported by the organi-
zation’s structure.

The Use of Strategy and Planning

We have previously used the word strategy in discussing high-level inte-
grations. Let us now consider strategic decision-making a bit more closely.
Strategy involves planning, usually across a number of steps, each with po-
tentially uncertain outcomes—that is, planning toward one or more alter-
native or additive goals. Strategy involves dealing with uncertainty by
employing contingent planning. The use of strategy requires flexibility and
often novelty in approaching problems (somewhat akin to creativity) as well
as openness (on a continuing basis) to new information.

Use of strategy, where environmental (e.g., load) conditions are not det-
rimental, involves flexible integrative information-processing and decision-
making efforts. It implies considering many possible, reasonable and mean-
ingful interpretations of events and their likely consequences. It implies
considering various potential actions (or lack of actions) that may be in-
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voked in response to those events, effects of these potential actions on these
events and other probable short-term and long-term outcomes. It implies
plans to deal with the potential consequences of one’s own actions as well as
with other’s reactions in an overall approach. Most of all, it implies consid-
ering a sequence of potential actions that are to lead to a desirable set of
goals.

With uncertainty given, with unknowns and unknowables, with insuffi-
cient information about interrelationships among series of uncertain events,
a pragmatic approach to integration must be employed. Development of
strategy is a continuous process, requiring consideration and reconsidera-
tion of events, decisions and, in some cases goals, as events unfold. The
development of strategy is not an emotional or irrational process. It is ra-
tional, but not in the terms of narrow mathematical definitions. Mathe-
matical models, so popular in decision theory, reflect a hierarchical
integrative approach—an approach that has difficulty dealing with change
and is incapable of dealing with unforeseen events. Yet, unforeseen events
must be dealt with frequently by organizations and managers as the task
environment changes more and more rapidly with time.

One might say that the utilization of strategy, particularly at highly in-
tegrated levels, is a form of creativity. It may be used to forge novel and
desirable outcomes that had not been anticipated. Certainly Kissinger in his
Middle East negotiation efforts (Rubin, 1981; Streufert, 1984) employed a
creative integrative and flexible strategy that was designed to (and at least
in part did) lead to an overall set of goals. As we discuss later (see the
chapter on research related to complexity theory), the use of cognitively
complex strategies may also be beneficial in avoiding conflict.

Strategies involve planning. Further, people differ in the ability to apply
differentiation and integration (and with it strategy) in complex task set-
tings. Additionally, our theory differs considerably from another that makes
some similar and some quite different predictions.

Elliott Jaques (1968, 1977, 1984; Jaques, Gibson, and Isaac, 1978) has
advanced a stratified systems theory, whose purpose it is, among other
things, to assess the current and future capacity of persons who function
at a variety of cognitive levels. Among other predictions, the theory is con-
cerned with the capacity of executives to carry out various levels of re-
sponsible tasks in organizational settings. Jaques employs a temporal scale
to describe cognitive processes and cognitive power of individuals who are
located on discontinuous (multimodal) indicators of cognitive (and orga-
nizational) functioning. Cognitive power is viewed as the degree of com-
plexity of a person’s cognitive processes. The amount of available cognitive
power is represented by the size or scale of the world that an individual is
able to pattern and construct, live with and work in. Cognitive complexity
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in this theory represents the number and range of variables that individuals
are able to use in the construction of their world.

Jaques considers external demands on the individual as well as the in-
dividual’s response and degree of comfort with those demands. An indi-
vidual’s current level of work is externally determined and reflects the time
span of tasks assigned to that person. To measure time span, Jaques and
associates ask an individual’s superior about the longest time span (to com-
pletion) of any tasks assigned to that individual. The individual, in turn, is
considered in terms of his or her time Jrame, indicating that person’s ca-
pability of dealing with tasks that require specific time lengths to comple-
tion. Where time frame and time span match, the level of work is
appropriate, and the individual should be satisfied with the assigned job
level. Pay level is expected to match that work level. If it does not, dissat-
isfaction would result.

Jaques views a number of discrete time spans as representative of discrete
levels of tasks and responsibility.* Major steps occur between time spans of
3 months, and 1, 2, 5, 10, and 20 years. Persons are apparently genetically
predetermined to reach a certain level as they mature. They move through
lower levels along maturation bands, maturing at predictable rates, irrele-
vant of the content and cultural characteristics of their experience. Depri-
vation may diminish their performance in general but not their maturation
along those bands toward greater cognitive power. Training, in other words,
is useful only to aid a person toward full use of inherent cognitive power.
Persons cannot be shifted from one maturation band to another.

A person’s capability to perform work is determined by his or her cog-
nitive power in coordination with other psychological tools and orienta-
tions, such as knowledge, skills, emotional make-up, experience, and values.
Those characteristics and specific circumstances determine the effective level
of work performed by an individual.

Jaques presents considerable evidence for his time-span concept. How-
ever, his supporting arguments for individual differences in time frame ap-
pear, at best, circumstantial. He asks (Jaques, 1984) why time span increases
with greater felt weight of responsibility and with higher levels of executive
systems. In response, he argues that he has been able to construct only one
hypothesis that represents a reasonable interpretation of these findings—
that is, that maximum time span with which a specific person is able to
work measures that person’s level of cognitive power (remember, cognitive
power is, in turn, related to cognitive complexity).

If higher job levels in organizations and increased responsibility are to

“His theory of cognitive quintaves views cognitive-organizational functioning along a num-
ber of partly similar steps. The interested reader is referred to the original papers.
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be the measure of cognitive power, we may, unfortunately, have entered a
state of partial circularity. We have not answered the question why some
persons are and why others are not able to reach higher levels of perfor-
mance and/or job status. Clearly, an exact measure of cognitive power is
needed. Aside from an attempt by Stamp (1981), Jaques and associates have
not attempted to generate such forms of measurement.

Jaques has described a number of stratums of performance (Stages 1
through 7) that, in some cases, show some similarity to cognitive functions
proposed by complexity theory (Streufert and Streufert, 1978). In refer-
encing Streufert and associates, however, Jaques suggest that complexity
theory conceives of discontinuity (e.g., among stratums) in a fashion that
is similar to his own view. That conclusion appears, at least partially, in-
accurate: Streufert and Streufert have permitted development through var-
ious cognitive functions described in complexity theory. For that matter,
Streufert’s developmental views would not necessarily match the develop-
ment along maturation bands that Jaques has suggested. A

Clearly, there are some similarities and some major differences between
complexity theory and the theoretical approach of Jaques. Both approaches
speak about differences in personnel that are predictive of task perfor-
mance. However, Jaques does not deal extensively with effects of organi-
zational environments on performance (e.g., decision making) or with the
matching of organizational systems and individual cognitive structures.
Jaques has some difficulty in identifying underlying processes that may ex-
plain individual or organizational performance discrepancies. Measurement
of these processes, aside from assessing time length of assignments, is not
extensively attempted. In contrast, complexity-theory-based approaches
have developed a number of techniques to measure differences in cognition,
information processing, and performance.

The major discrepancy between the two views, however, is based on
Jaques’s concept of time span of responsibility. Without question , mean-
ingful measurement of time span (but not time frame) is possible. It appears
to us that Jaques is arguing that assigned time span implies relevant cog-
nitive power that, in turn, is expressed in the cognitive complexity necessary
to function within a specific time frame. We would agree, that one may
obtain a correlation between the level of (in our terms) integrative strategic
functioning and time responsibility (capabilities) assigned to executives.
However, the present authors would not postulate a causal relationship be-
tween these variables. We would say that the more accomplished manager
is likely a better stategist and probably a better stepwise planner. He or she
will employ a number of tentatively conceived decision steps as plans for
potential future actions are developed. Where planning occurs in a rela-
tively stable environment without the necessity for sequential decision mak-
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ing in rapid steps, a strong correlation between executive job level and time
span of planning may emerge. However, when sequential actions and plans
call for sequential decisions in rapid succession, or when long-range plans
would be inappropriate because of multiple uncertainty and rapid changes
in task environments, a correlation would not be obtained. If the high-level
manager, as described by Jaques, would plan years into the future under
conditions of rapid change and considerable uncertainty, he or she would
be overplanning (see Peters and Waterman, 1982).

Our research on strategic planning (see Chapter 7) has shown that
sequential planning steps in a time-compressed simulation are highly de-
scriptive of excellent managers. Simulations last only a few hours; Jaques’s
time-range perspectives last over years—yet the managerial actions in such
diverse environments are equivalent in the number of steps and in the qual-
ity of strategic decision making. Both in long-range planning and in com-
pressed simulated time, Jaques’s proposition that ‘‘alternatives are
generated in an open context and apparently unrelated material is linked’’
applies. In fact, this proposition of Jaques’s describes low levels of inte-
gration. Higher levels of integration may well fit into the as-yet-undescribed
highest stages of functioning in Jaques’s theory.

In other words, we suggest that time span is not a primary component
of executive planning styles. Further, persons who are capable of integrated
strategic actions should excel, not only in terms of the potential steps in
planning per se, but also in terms of (1) the number of factors they consider,
(2) the interrelationships among these factors (e.g., actions and reactions)
that they understand and generate, (3) the outcomes, sequential reactions
and subsequent outcomes that they predict, and more. Such persons should
be capable of working toward distant goals that are several steps and several
strategies away from realization.

A Vice President for Planning (categorized by Jaques and his associates
as a person involved in a 10-year time span) may be quite capable of de-
veloping 10-year or longer planning sequences. These sequences may reflect
high-level integrations. By necessity (considering the uncertainty of the fu-
ture), however, such a plan can only take gross points in the development
of an organization into account, if long-term planning is to be useful at all.

For that matter, Peters and Waterman have suggested that excellent com-
panies are not typically long-term thinkers.> They have pointed out that
many successful companies do not even have 5-year plans. In a rapidly

SLong-term planning based on integrative activity in rapidly changing and uncertain task
environments would suggest that a hierarchical integrator is at work. Such a person would
not be able to adapt planning to fluid environments and changes in events from the expected.
This person would, indeed, be overplanning.
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changing environment, such plans may become rigid structures that would
mislead rather than lead future decision makers. As events flow more and
more rapidly, as strategies must shift from long-term toward more imme-
diate goal structures, and as organizations must adapt their strategies to
frequent unforeseen events, decision makers cannot typically plan far into
the future. However, their capacity to generate sequential, stepwise, highly
integrated strategies toward an overall, now not so distant, goal can be of
considerable value. We would expect the highly integrated and flexible de-
cision makers (who, as Jaques states, redefine rules, generate alternatives,
and link apparently unrelated material) to excel in developing complex se-
quential strategies toward often less distant and realistically achievable
goals. We propose that:

4.17 Strategy development reflects stepwise, flexible, integrative process-
ing of information. Sequential actions are considered in terms of their po-
tential outcomes and of the anticipated and varying consequences of those
outcomes. Strategy development involves the selection of decision se-
quences toward one or more desired goals and the modification of these
sequences, where possible, as task environments change or unexpected out-
comes are produced.

Leadership

A number of theorists have considered leadership behavior and leader-
ship effectiveness (e.g., Fiedler, 1964, 1965; Stogdill, 1948, 1962). Often,
leadership is considered to be a phenomenon with multiple component parts
(e.g., Stogdill, 1962). Leadership, quoting from Burns (1978) and from
Selznick (1957), is many things.

It is patient, usually boring coalition building. It is the purposeful seeding of
cabals that one hopes will result in the appropriate ferment in the bowels of the
organization. It is meticulously shifting the attention of the institution through
the mundane language of management systems. It is altering agendas so that
new priorities get enough attention. It is being visible when things are going
awry, and invisible when they are working well. It’s building a loyal team at the
top that speaks more or less with one voice. It’s listening carefully much of the
time, frequently speaking with encouragement, and reinforcing words with be-
lievable action. It’s being tough when necessary, and it’s the occasional naked
use of power—or the ‘‘subtle accumulation of nuances, a hundred things done
a little better,”” as Henry Kissinger once put it. Most of these actions are what
the political scientist James MacGregor Burns in his book Leadership calls
‘‘transactional leadership.”” They are the necessary activities of the leader that
take up most of his or her day.
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A similarly large number of leadership characteristics are referenced by
Peters and Waterman (1982) when they discuss James Brian Quinn’s (1980)
concern with leaders who are strategy builders:

Leadership tasks required toward that end are amplifying understanding, build-
ing awareness, changing symbols, legitimizing new viewpoints, making tactical
shifts and testing partial solutions, broadening political support, overcoming
opposition, inducing and structuring flexibility, launching trial balloons and en-
gaging in systematic waiting, creating pockets of commitment, crystallizing fo-
cus, managing coalitions and formalizing commitment.

Clearly, leadership tasks consist of a variety of components. An excellent
leader does not view these components as separate but rather as interactive
in their effects on performance. In other words, the successful leader deal-
ing with complex and fluid organizational environments functions best if
he or she is an integrator. On the other hand, he or she must be a person
who can shift to a unidimensional style when task requirements favor uni-
dimensional actions— for example, when the occasional use of naked power
is required. Yet, that unidimensional approach would emphasize different
(i.e., differentiated) leadership components at different times—depending
on current requirements of the organization and its people (see Stogdill,
1962). All in all, we might agree with the political scientist James Mac-
Gregor Burns that leadership should be transactional. The transactional
leader, however, is most likely a high-level integrator. We propose that:

4.18 A highly integrated flexible leader is more likely effective because he
or she is engaged in a wide variety of component actions that are charac-
teristic of leadership. He or she would likely spread these leadership activ-
ities more evenly across those characteristics.

COMPLEXITY AND THE ENVIRONMENT

So far, we have only dealt with individual differences. However, every
individual behaves quite differently in diverse tasks, under diverse stressor
impact, and so forth. It is time to emphasize that differentiation and in-
tegration, where they are potentially present in an individual, are, in part,
increased or decreased in frequency or degree by concurrent environmental
conditions.® Where a task requires and where environments are optimal,

SOther phenomena may affect concurrently observed individual differences as well. For
example, a person’s present physiological status (e.g., as produced by drugs and disease) may
generate changes in structural variables. We are currently engaged in research on that concern.
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differentiators are likely to differentiate and integrators are likely to inte-
grate. Optimal, in this case, means that excessive stress is not present in the
environment. However, as an individual is stressed, either by excessive or
noxious stimulation or by stimulus deprivation, his or her capacity to dif-
ferentiate and integrate may be diminished. As the integrative and/or dif-
ferentiative cognitions and behaviors drop off, differences between
cognitively complex individuals and less complex individuals become less
pronounced.

Load: An Environmental Stressor

Certainly, many stressors exist in the organizational environment. Con-
siderable previous research has focused both on single and on multiple stres-
sors and their effects on task performance. Because we cannot deal with
the wide variety of potential stress experiences that exist within organiza-
tional environments in this book, we focus on information load as a rep-
resentative environmental stressor. Information load is useful as an example
of stressor impact in organizational settings, because (1) it is ubiquitous,
and (2) its characteristic effects appear to be similar to the effects of several
other stressors.

Organizations and their personnel typically receive and process large
quantities of information. One approach to the study of information quan-
tity (i.e., load effects) focuses on the H statistic (uncertainty reduction, e.g.,
Attneave, 1959) of information theory. If we employ that statistic, we might
be concerned with the degree to which information can reduce uncertainty
by some specified quantity (e.g., by one-half). However, such an orienta-
tion is often not appropriate in complex organizational settings. Although
a specific item of information may decrease uncertainty on one relevant
dimension, it may simultaneously increase uncertainty on one or more other
dimensions. Information theory is useful (and applicable) in simpler (i.e.,
unidimensional) task settings. It is less applicable to the multidimensional
environments and processes of organizations that function in fluid and un-
certain environments.

Information is received in large quantities by organizational systems. The
specific quantity of that information received within a specified period of
time is often measured and defined as information load (see Streufert, 1970).
Sources for an organization’s information load may vary. Some load is gen-
erated within the organization. Other information is generated as an out-
come of an organization’s present and past activity. Information may also
be produced through the actions of other (e.g., competitive) organizations.
Yet other information provides feedback to information search in the task
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environment. In addition, considerable irrelevant information is typically
received which is (or, at least should be) of little use to an organization.

As sources of information vary, so do topics. However, all information,
no matter what topic, represents quantifiable load. From the standpoint of
the present theory, we measure the value of information in terms of its total
surface quantity. A simple subject-predicate-object statement does, on the
surface, provide a simple source of information when placed on a single
cognitive dimension. For example, the statement, ‘“The XYZ corporation
has raised its product price,’” reflects a single quantity of load. This is not
to say that such a sentence cannot have multiple meanings where it is cog-
nitively processed on several dimensions. It may, for instance, have quite
different meanings for those involved in pricing, manufacturing, planning,
and marketing. It may, for a responsible executive in another company,
have additional implications in terms of the policy of XYZ.

If the sentence had read: ““The XYZ corporation raised its product price
because they believe that it will sell equally well at its new price level,” there
would be more than one item of information contained within that com-
munication. For purposes of controlled research, complexity researchers
generally have taken great care to limit information to simple subject-
predicate-object statements, representing a single load item per commu-
nication because multiple statements are difficult to classify in terms of
their load value.

What about irrelevant information? If the executive in our example is
not interested in market factors and if the sale price of this product has no
implications (e.g., inflation) for that executive, does the statement about
the increase in the price of our product still produce one unit of information
load? We believe that it is wiser to make two separate distinctions than to
potentially confound two variables. Let us talk about load values within
the classes of relevant and irrelevant information. Our research experience
suggests that people are not always able to distinguish between information
relevance and irrelevance and that irrelevant items of information may, un-
der certain environmental conditions, be treated as relevant.

Complexity theory argues that stressor (e.g., load) effects in the task en-
vironment interact with the cognitive information-processing characteristics
(differentiative and/or integrative style) of individuals to produce specific
levels of information-processing performance. That prediction holds as long
as individuals are motivated to perform. A person who is primarily working
on a crossword puzzle and not on a required or assigned task may not show
any differentiative or integrative performance in that assigned task. Simi-
larly, a person who cares little about a task or is bored by it will likely
perform that task in more or less unidimensional fashion. In other words,
where lack of interest, boredom or, in general, low motivation prevail, we
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cannot expect to obtain the differences in differentiative and integrative
cognitions proposed by our theory.

Interactive complexity theory suggests that maximum differentiative and
integrative information processing will occur at intermediate information
load levels. This prediction holds as long as tasks are sufficiently complex
to allow for the processing of information on multiple dimensions and as
long as the information content is relevant. As discussed later in this book,
this proposition has been widely tested across people, cultures, and group
sizes. On the basis of these data, predictions may now be made for specific
load levels:

4.19 Maximum levels of differentiative and integrative cognitive activity
should be observed at intermediate (i.e., optimal) information load levels,
as long as tasks are sufficiently complex to allow multidimensional infor-
mation processing and as long as information content is relevant.

4.20 Given the conditions stated in proposition 4.19, maximum levels of
differentiated and integrated activity should be observed when information
load levels are set at approximately one load item’ of information per 3-
minute period (optimal information load).

4.21 Given the conditions stated in proposition 4.20, the fall-off in dif-
ferentiative information processing with increasing (above optimal) and with
decreasing (below optimal) load should be less than the fall-off in integra-
tive information processing.

The greater effect of suboptimal and superoptimal load levels on inte-
grative processes suggests that higher levels of cognitive functioning (i.e.,
integration) are more severely affected by load changes than are lower levels
of functioning. In terms of individual differences, the least amount of
change in differentiative and/or integrative functioning with changes in load
(absolute but not proportional terms) would be expected for less cognitively
complex individuals (see Figure 4.3). If we carry these predictions to higher
levels of integrative information processing, we should expect the greatest
decreases in integrative information processing as optimal load levels are
exceeded.

The former assumption appears quite reasonable: excess load, particu-
larly where it must be responded to without delay, can seriously interfere
with higher levels of integrated information processing. Moderate under-
load, however, need not be as problematic. Particularly high-level integra-
tors are quite resourceful and, at least for some time, tend to generate plans

7As previously defined: subject-predicate-object statement of single meaning on any one
content dimension.
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integrative information processing.

and environmental probes that are to provide the basis for future strategic
(planned) actions. In other words, more moderate decreases in integrative
activity are expected with moderate underload.

4.22  High levels of integrative information processing will diminish rap-
idly with moderate increases of information load beyond the optimal level,
and will decrease less rapidly with decreases of information load below the
optimal load level.

Multidimensional information processing, of course, represents only one
kind of cognition in response to environmental stressor (e.g., load) impact.
There are other cognitive processes that can be generally classified as struc-
tural activities as well. Complexity theory predicts stressor impact on these
cognitions and their behavioral sequels as well. We have already mentioned
that responses to information input that produce output in a direct one-to-
one fashion are termed respondent or, in case of hostile interaction, retal-
iatory. We propose that:
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4.23 As information load increases from low to high levels, respondent
behavior should first increase slowly, then quite rapidly after an optimal
level of load has been exceeded, reaching a level where information input
and respondent output are approximately equivalent. As load increases even
further toward very high superoptimal levels, respondent behavior should
begin to level off as the individual’s maximum response capacity is ap-
proached.

Another form of structurally determined behavior tends to be unrelated
to the content of information received, but not unrelated to information
load levels. It reflects sometimes task-relevant, at other times task-irrelevant
cognitions that are not integrated into planned or completed strategy. In
other words, these cognitions and their action sequels are not a reflection
of differentiative or integrative task-relevant activity. Complexity theorists
have termed this behavior general unintegrated activity. This form of be-
havior is expected to be at its lowest level as information load approaches
optimality.

4.24 As information load increases from low to high levels, general un-
integrated activity will decrease until optimal load levels have been reached
and will then increase as load levels rise beyond the optimum.

Another characteristic that appears to have some structurally determined
characteristics is risk taking. We propose that:

4.25 Risk taking will increase as information load exceeds optimal load
levels.

Risk taking, however, is in part a function of familiarity with a task and
of time spent on the task performance. As persons become more familiar
with their environment, they are less likely to depend on the environment
for cues that affect cognition and performance. That effect is especially
prominent in cognitively complex individuals. Where taking risks appears
to be a reasonable strategy, the tendency to take risks will be increased. An
absence of previous negative reinforcement for risk taking in such a task
may play a part as well. We propose that:

4.26 Long-term exposure to a given task environment can increase risk
taking. Where risk taking represents a potential strategy, this effect should
be particularly prominent in cognitively complex individuals.

As load increases beyond a level where persons involved in a given task
would normally function in a multidimensional fashion (i.e., where differ-
entiation is restricted due to excessive overload), one would expect that risk-
taking behavior would become excessive and would be focused on fewer
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aspects of the task. Where, on the other hand, additional dimensions are
externally imposed (as may occur, for example, in combat pilots who are
about to end their tour of duty and are thinking about going home or in
law enforcement officers who are about to retire), risk taking may be sharply
reduced:

4.27 As load increases far beyond the optimal level, risk taking will (es-
pecially with time) increase sharply and will tend to become restricted to a
single operational mode. However, such risky behaviors may be sharply
diminished by the external imposition of another relevant cognitive dimen-
sion (see Streufert and Streufert, 1970).

We have already mentioned the distinction between relevant and irrele-
vant information. Under normal circumstances, irrelevant information
should be ignored in decision making. Unfortunately, however, it is, at
times, not ignored. Particulary when information load levels are low, many
individuals tend to scan irrelevant information for potential (often remote
and highly inappropriate) relevant content:

4.28 As information load decreases below optimal load levels, increasing
amounts of irrelevant information will be processed as partially or entirely
relevant, producing potentially inappropriate actions.

We have stated earlier that less cognitively complex persons are more
likely to engage in respondent behavior; they are more cue dependent. We
have also stated that cognitively complex persons, particularly those who
integrate, tend to be self-sufficient in generating their own cues for differ-
entiation and integration, particularly at low load levels. Taken together,
these propositions suggest an increased dependence on irrelevant infor-
mation by less cognitively complex persons when such information is avail-
able or provided. This would be especially the case where irrelevant items
represent a large proportion of all information items and/or when infor-
mation load is relatively high (above optimal). The more self-reliant inte-
grators, however are more likely to incorrectly use irrelevant information
under conditions of information deprivation. We propose that:

4.29 Irrelevant information may be perceived as relevant, particularly by
integrators, when information load is suboptimal. Irrelevant information
may be perceived as relevant, particularly by less cognitively complex in-
dividuals when information load is superoptimal.

It goes, of course, without saying that optimal (particularly optimally
appropriate differentiation and integration activity) information processing
would most likely occur when information irrelevance is minimal.

We have previously suggested that differentiated and integrated infor-
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mation processing and their behavioral sequels are not always appropriate.
Let us reemphasize that point with regard to the concept of information
load. Where load conditions are low and where both task and task envi-
ronment contain considerable uncertainty and complexity, some initial
differentiation-integration is certainly valuable. Probes designed to provide
information that could be useful to develop potential long-range strategies
can be initiated. Contingent plans can be developed. A time comes, how-
ever, when one cannot reasonably proceed in a multidimensional fashion
unless meaningful relevant information exists. Integration without ade-
quate information is likely to lead to misconceptions and faulty outcomes.
Excellent multidimensional decision makers may have to search and/or wait
until sufficient information is available. On the other hand, where rapid
responding is necessary, a decision maker may be forced to respond on the
basis of limited information or even in unidimensional fashion.

The same holds for conditions of overload. Where large quantities of
relevant information are received and cannot be partially ignored, and where
decisions must be made quickly, there may not be sufficient time available
for differentiation and/or integration to occur. Immediate, even unidimen-
sional, responses may therefore have to take precedence. Integrative proc-
essing in situations where those integrations would omit information input
that requires responses is—despite its strategy value—often doomed to fail-
ure. In other words, the excellent decision maker who is potentially able to
differentiate and integrate must be sensitive to the demands of the current
environment.

4.30 The excellent decision maker uses differentiative and integrative
processes in cognition and its sequels only when information underload,
excessive information overload, or task requirements for instant respond-
ing, are not demanding more unidimensional (e.g., respondent) activity.

Information Orientation, Search, and Utilization

We have already suggested that less cognitively complex individuals are
likely more dependent on current information. They tend to cognate and
respond more on cue than based on self-generated processes. This depen-
dence is, of course, more or less general across cognitive domains. For ex-
ample, one might expect a less cognitively complex executive to experience
difficulty if he or she is placed in a complex and fluid task situation that
contains relatively little information input. Such a person would probably
maintain relatively constant or even rigid orientations toward that environ-
ment (together with unchanging attitudes and attributions), which may turn
out to be inappropriate if the task (even at low information load levels) is
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nonetheless fluid. One might expect a less cognitively complex executive to
deal in such a situation in either or both of two ways: (1) wait for the next
item of information to arrive, and/or (2) search quite actively (both directly
and via delegation, if possible) for additional information.

Actions of cognitively complex executives in the same situation would be
more self-reliant, resulting in some search, but also in the generation of
strategic plans. With load increasing toward an optimal level, search activ-
ities would decrease for both groups. As highly superoptimal levels of in-
formation load are reached, less cognitively complex individuals would have
more than enough cues to which they may respond. While they may dele-
gate search, they would typically initiate little, if any, search of their own.
Differentiators and integrators, on the other hand, would find that some
additional information is needed to develop specific integrated strategic
plans (despite information overload). The lack of specific information
would result in some—even less frequent—search activity. We propose that:

4.31 Self-initiated information search should decrease with increasing in-
Jormation load. At low suboptimal load levels, search activity of less cog-
nitively complex persons would exceed search activities by cognitively
complex persons. At superoptimal load levels, however, search activity by
cognitively complex persons would exceed such activity by less complex per-
sons.

Information obtained from search activities may, of course, be used in
the same fashion as any other information, except that it often represents
part of an already initiated strategic sequence. Particularly for cognitively
complex individuals, information search efforts are likely to lead to a con-
tinuation of strategic actions. It must be noted, however, that information
search often adds quantities of information to any existing load level. As
a result, excessive search may lead to information overload. This in turn,
can diminish differentiative and integrative information processing. That
problem is especially significant because the search for information is often
considered to be a desirable activity. It is supposedly advantageous to ob-
tain as much information as possible. Unfortunately, the belief in the value
of obtaining large quantities of information is often counterproductive. At
times, search activities may delay decision making activities beyond a rea-
sonable point or may even be employed as an excuse for avoiding decision
commitments. Training personnel toward a more optimal management of
information and of information search strategies is, however, possible.

4.32 Information search may be partly counterproductive, especially if it
is likely to lead to considerable information overload. Training for optimal
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information management, including training for seeking optimal infor-
mation levels can be highly useful.

BEHAVIORAL AND COGNITIVE CONTENT

So far we have dealt strictly with structural phenomena—that is, with
how people think and behave—as opposed to what they think. Although
we maintain that focus throughout, a slight digression is appropriate here.
Structural characteristics of information processing can affect content more
or less directly. In general, multidimensionality tends to have moderating
effects on cognitive content. Where content (e.g., attitudes) is affected by
only one structural dimension, any change in placement of stimuli on that
dimension will have a direct effect on any measured outcome. For example,
a negatively evaluated person would be treated quite differently from a
positively evaluated person where the evaluative dimension is the only di-
mension governing behavior.

Let us, however, employ a two-dimensional example. Say, an executive
negotiates with a business associate. Because he is a moralist, he views that
associate, who has been known to have defrauded others, as a morally bad
person. However, in his interaction with the associate, he may be able to
make a considerable profit in a legitimate transaction. In those terms, he
views the associate as good (i.e., useful) in a business sense.® Were he a
purely unidimensional moralist, he would not likely have dealt with the
associate in the first place. As a differentiator he could refer his two views
of the associate to respective and separate contexts and could unashamedly
maintain his moral convictions of the associate’s moral turpitude. As an
integrator, however, he could no longer do so. Asked to give an opinion of
the associate he would have to combine (in some fashion) his apparently
discrepant views, resulting in a less severe condemnation (if any). In other
words, a specific content judgment that may appear unidimensional to a
person who questioned our executive about his views of the associate would,
at least, seem to be less severe.

Similar predictions could certainly be made for just about any content
judgment. For example, we might expect that attributions (of causality and
responsibility) by a less cognitively complex individual would potentially be
severe and cue dependent. Perceptions of and actions toward an out-group

80ur executive has, in effect, invoked two quite different dimensions: (1) evaluation, i.e.,
goodness vs. badness, and utility, i.e., usefulness vs. uselessness.
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would presumably hinge on salient aspects of the group or on its direct
perceived effect. Similar examples may come to the reader’s mind.

COMPLEXITY AND PRACTICAL INTELLIGENCE

Work by Sternberg (1984) and others has attempted to go beyond intel-
ligence, as generally conceived and measured, to predict adaptation and
interaction with the environment. It is well known that standard measures
of (academic) intelligence predict only about 20% of the variance for suc-
cess in the organizational world, with experience contributing about an-
other 20%. The search for more than half the variance in the prediction of
success via some ability, style, or other capacity is certainly legitimate.
Sternberg’s triarchic theory, for example, considers contextual intelligence,
componential intelligence, and a combined contextual-componential aspect
of intellectual functioning. The first intelligence component is concerned
with adaptation and shaping of the external world, the second with the
individual’s internal (cognitive) world, and the third with the interaction of
both.

Popular publications (e.g., the New York Times, July 31, 1984) have dis-
cussed the complexity approach of Streufert and associates as though it is
identical to Sternberg’s practical intelligence. At least at present, the two
views need to be considered separately. Indeed, both views attempt to pre-
dict complex behavior within the environment as independent of (or in ad-
dition to) the effects of standard intelligence. However, at their present levels
of development the approaches differ sharply. Sternberg (and a number of
others) are hoping to find an overall definition of intelligence that predicts
a wide range of intellectual functioning.

In contrast, Streufert and associates have limited their approach to cog-
nitive styles (which may, in the long-run, turn out to play a considerable
part in so-called practical intelligence). The more restricted approach of
Streufert and associates has, so far, been more productive than the practical
intelligence approach. This difference is not surprising for two reasons.
First, the work on practical intelligence is relatively new, and second, a
more limited approach is likely to bear fruit more quickly. Nonetheless, it
should be quite interesting to follow the development of the practical in-
telligence views over the next few decades. We hope that the multiple, pop-
ular biases that have been attached to the word intelligence, especially with
the prefix practical, are not going to hinder those researchers who have cho-
sen to explore that realm of human functioning in a more extensive and
certainly worthy fashion.



Complexity Theory: The Structure
of Information Processing in Organizations

COMPLEXITY AND ORGANIZATIONS!

In Chapter 3, we examined interrelationships among the terms and con-
cepts of the organizational sciences. The largest factor in our analysis re-
flected the structural concepts of information processing inherent in
complexity theory—that is, input, integration, complexity, output, differ-
entiation, information, sensing, decision making, and environment. We have
already shown how all of these terms interact in their application to indi-
viduals. The terms are equally applicable to complexity-theory-based ap-
proaches toward information processing in organizations. They again
describe the structural process of translating input into output. At the or-
ganizational level, they apply to the cognitions of managers, to the inter-
actions of organizational personnel (e.g., in task groups) and to information
flow through organizational structures.

As in the chapter on cognitive complexity in individuals, our emphasis
in this chapter is again on the key concepts of complexity theory—that is,

1A manuscript by Isenberg (1984) was not available to us when this chapter was written.
A reading of that paper reveals striking similarities between the observational data of Isenberg
and the theory advanced in this chapter. The interested reader is referred to that paper.
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differentiation and integration, their antecedents, correlates, and multiple
effects. We consider these structural processes as they apply to individual
managers who sense, perceive, conceive, and act for the organization, as
they have an impact on the interactive efforts of organizational personnel
and as they relate to formal or informal relationships among the structural
segments of an organization. We consider environmental impacts on or-
ganizational information processing (e.g., load) that are generated within
an organization and/or impinge on the organization from the outside. Fi-
nally, we discuss the effects of various phenomena on an organization’s
output into the surrounding environment.

A closer look at the terms that loaded highly on Factor 1 in our analysis
reveals that they represent a set of antecedents of information processing
on one side and a set of terms describing information processing and its
sequels on the other. Antecedents are described by the terms environment,
input, information, and (where employed as a characteristic of environ-
mental conditions) complexity. The other group of terms refers to processes
within the organization: sensing, differentiation, integration, decision mak-
ing, output and (where employed in the sense of structural information
processing characteristics) complexity. A further distinction may be made
among the latter set of terms. The concepts differentiation and integration
reflect characteristic information-processing tendencies that may vary from
low to high levels. Sensing, decision making, and output are affected by (if
not in kind and degree determined by) the characteristic differentiation and
integration levels of a manager’s or an organization’s structure. An under-
standing of organizational information processing must then proceed from
an analysis of differentiation and integration characteristics to their effects
on sensing and decision making and so forth. It must also consider how
environmental characteristics affect the degree of differentiation and inte-
gration, and with it, in turn, decision making and output.

In this chapter, we initially consider the impact that differentiation and
integration have on organizational performance—at individual, task group,
and organizational levels. Subsequently, we focus on the degree to which
environmental impact—either generated from within the organization or
generated by external characteristics—can affect organizational differentia-
tion and integration. Further, we consider a number of other phenomena
that are affected by structure (e.g., decision making). We also consider the
degree to which differentiation-integration levels in organizations are fa-
vorable or unfavorable to organizational functions, such as strategic plan-
ning, leadership, and creativity.

Some readers may be surprised by the number of divergent phenomena
to which we apply complexity theory. Why should one accept that, for ex-
ample, integration as a structural process can predict such widely disparate



People 93

organizational functions as decision making, leadership, strategic planning,
and creativity? The answer, in our view, resides in the fact that these func-
tions differ primarily in content, but contain considerable similarities in the
underlying structure of managerial information-processing activity. For ex-
ample, where decision making is based on dimensional judgements, com-
plexity theory views it as multidimensional, irrelevant of decision content.
Where leadership as a construct concerns several dimensional phenomena,
it is also multidimensional, even though the content of the employed di-
mensions may be different from those used in such other activities as de-
cision making, strategic planning, and creativity. For all of these
organizational functions, complexity theory suggests that differentiation and
integration are processes that underlie and determine their effectiveness, at
least in good part. In other words, differentiation and integration at the
organizational level are considered applicable to a wide range of organi-
zational functions. What information (i.e., content) is actually processed
through organizational structures may vary widely from task to task, setting
to setting, time to time, and organization to organization. How information
is processed, however, describes a common thread along which a majority
of organizational activities can be measured and predicted.

PEOPLE

Differentiative and integrative functioning in organizations occurs at least
at three levels: (1) at the level of organizational structure per se, whether
formal or informal, (2) at the level of interaction among organizational
personnel (e.g., in a committee, task group, or informal exchange of
thoughts), and (3) at the cognitive level of individuals within an organiza-
tion. Before delving into organizational structure, let us first take another
look at the cognitive complexity of the organizational personnel.

Japanese successes in management have been widely admired by Amer-
icans, although detractors have argued that Japanese management methods
are merely borrowed from earlier American views, or that successes are only
a function of current Japanese culture and cannot last. Whether or not
these criticisms are, at least, partly valid remains to be seen. More impor-
tant, however, is the realization that the Japanese management style, even
when it is transferred to the United States, tends to focus on people. The
organization is often designed to match its people, and people are trained
and even indoctrinated to be compatible with the needs and structure of
the organization. The result, in many cases, is a shared organizational cul-
ture and symbiosis of structure and—often—a symbiosis in level of com-
plexity. The consequences of these practices are evident in the excellent
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organizational performance of many Japanese industries and frequently in
the enhanced levels of job satisfaction among employees.

In contrast, American corporate management often views employees
merely as another resource, even (considering labor unions) as a sometimes
bothersome resource. In such a situation, a symbiosis between the structural
demands of a corporation and the beliefs and information-processing struc-
tures of individuals cannot emerge easily. A successful organization, where
the components of the production process are integrated, must consider the
characteristics and needs of its human resources, at least as comprehen-
sively as its financial or other resources: It is, after all, their interactions
(in a wider sense) that determine the overall organizational performance.

Structural matching between organizations and employees should, how-
ever, work in both directions. It is not enough to merely train or select
employees to match the structural needs of any organization. No two in-
dividual employees are the same, and no candidate for a vacant position
will have quite the same characteristics as the individual who formerly held
that position. Possibly an assembly line worker who engages in a single,
simple operation might be replaced with a different worker without serious
regard for structural information-processing characteristics. However, even
that change in personnel may generate social, motivational, or other im-
balances in an existing work team.

When an employee in a responsible decision-making position is replaced,
however, one cannot necessarily expect equivalent attitudes, abilities, and
cognitive information-processing characteristics. A newly hired manager
may, for instance, not adapt easily to the ways of doing things that the
predecessor had introduced and used. The new manager may seek different
information or have different sets of job priorities. In other words, he or
she will function differently.

If it is true (as most research appears to suggest) that individual structural
characteristics are quite slow to change, then it may be necessary, at least
in some cases and to some extent, to match organizational components to
changes in personnel whenever possible. An organization that consists of
people must retain a primary focus on people, even, and especially, as in-
dividuals within the organization change. The organization that can create
an adequate match between organizational and individual information-
processing structures should be more successful in today’s competitive mar-
ketplace.

We suggest:

5.1 Optimal organizational functioning is most likely to occur when or-
ganizational structure and information-flow characteristics are well matched
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with the structural information-processing characteristics of responsible or-
ganizational personnel. This match can be achieved through either selection
and/or training of personnel and/or through adaptive changes in organi-
zational characteristics.

Individual members of organizations may or may not understand, sup-
port, or initiate adaptive changes in an organization. In many cases, a long-
term manager will insist that the organization’s culture requires that things
be done in a certain way. This rigidity across time can have detrimental
downsteam effects. Ideally, the interrelationship between organization and
manager should consist of give and take or, in our terminology, reintegra-
tion. Where managers carry what Weick (1979) has called ‘‘mechanical pic-
tures of organizations’’ in their heads, they will not likely be able to adapt
to necessary change. In the terminology of complexity theory, these me-
chanical pictures imply (at simpler levels) a unidimensional organizational
perspective, or (at more complex levels) an excessively differentiated or hi-
erarchically integrated view of the organization and its functioning. The
result can retard badly neded structural and information flow chnages for
a given organizational system.

Unfortunately, mechanical views of organizational functioning are often
shared among responsible managers whose way of doing things may, in
previous situations, have been quite successful. Where the majority of the
management or the entire management of an organization shares views that
are neither flexible not integrated, inertia tends to develop (see Pettigrew,
1973). As we discuss, such inertia can generate maladaptive organizational
performance, absence of strategy or faulty strategy and, in the long-run,
failure.

5.2 Where organizations must function adaptively in fluid task environ-
ments, lack of flexible integrative functioning by managers may lead to
rigid organizational processes (inertia) and to potential failure.

We have emphasized that people differ. Some are able to integrate; others
have considerable difficulty in perceiving and using more than a single di-
mension. Some are flexible, others tend to be rigid. Most moderate to large
size organizations can find niches for a variety of people. Different jobs
require diverse individual characteristics. Particularly where a person’s po-
tential contributions are rare but useful to an organization, that person’s
skills can and should be used. For example, the organization should use the
services of high-level flexible integrators at appropriate places in the or-
ganization where their talents are especially useful.

There are a number of additional characteristics that are related to flex-
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ible integrative complexity and likely equally important. Take, for example,
creativity?. Most organizations have much to gain from the potential ideas
that may be generated within the organization—ideas that emerge from in-
dividuals or small groups of people. It is well known that the majority of
such ideas do not pan out. It is well known that the development of ideas
may require considerable time and resources. Some managers would argue
that the majority of creative efforts simply represent losses of effort, re-
sources, and personnel. Yet, the small minority of creative efforts that can
generate vastly profitable products or services may be well worth an overall
organizational investment in all kinds of creative activities. Unfortunately,
the manager with a mechanical view, the management with inertia who can-
not differentiate or integrate (or does so excessively or hierarchically) may
not realize the potential of these development efforts.

To state it differently, people are not only a resource for effort, they are
also a resource for a variety of other actions that may be of considerable
long-range benefit to an organization—if the organization knows how to
use these resources. One way of using creativity in organizations that func-
tion in less than flexible integrative fashion is the champion concept that
Peters and Waterman have discussed in some detail. Other methods employ
a more open and less precisely structured and controlled organizational sys-
tem. Whichever method is used, a person with a particular characteristic
that may be of value to an organization should (and usually can) be pro-
tected from unidimensional demands for measurable output.

We have talked about the indoctrination of personnel by Japanese com-
panies. Indeed, even in American companies, new employees must adapt
to the existing culture of an organization. Yet, that indoctrination may be
viewed as occupational socialization or as acculturation to the organization.
In other words, it may be less overtly intentional and may not necessarily
be understood to conflict with Western and especially American views of
individual freedom. Nonetheless, even on the basis of an American point
of view, much can be done to motivate employees toward absorbing or-
ganizational culture and adapting to unique organizational structure and
information flow. Happy and satisfied employees are considered desirable
and, in fact, may, in some cases, be more likely to contribute to their or-
ganizations. (Recall the example of Delta Airlines employees buying their
company a new plane.)* However, to be happy, employees must be treated
not as a resource of labor but as partners within the organization.

*The concept of creativity and its relationship to organizational complexity are discussed
in greater detail later in this chapter.

*Note, however, that research generally has not substantiated a simple positive relationship
between satisfaction and performance.
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A number of psychological concepts come to mind that have been shown
to predict not only behavior, but even health (see Pomerleau and Brady,
1979; Prokop and Bradley, 1981; Simons and Pardes, 1981; Weiss, Herd,
and Fox, 1981). Take, for example, control. A person who feels that control
over his or her life resides outside of the self is often both unhappy and
likely to experience illness—resulting in more frequent absenteeism and less
effective job performance.

A person who is reinforced for good performance, however, (with pri-
marily nonreinforcement for less than adequate performance) is much more
likely to perform well than is a person who is punished or continuously
reminded that he or she has not reached a prescribed goal.

A person who is mismatched in belief content and/or information-
processing structure with organizational task demands is less likely to per-
form adequately than a person who has found a match between his or her
information-processing structure and the characteristics of the task envi-
ronment. Clearly, it would take volumes to discuss the various people char-
acteristics that may be of importance in organizational job settings. Our
purpose is merely an emphasis on people as a dimension to be considered
and integrated with other concerns when organizational planning and de-
cision making occurs.

5.3 People, their respective abilities and needs, should be considered and
used as unique resources during organizational planning and decision mak-
ing. An integrated view of people as partners in an organization is more
likely to lead to organizational success than a view of people as basic re-
sources that are otherwise unrelated to organizational outcomes.

WHAT IS ORGANIZATIONAL COMPLEXITY?

Some Necessary Limits on the Present Discussion

Without question, organizational researchers or consultants who focus
on a particular organization will need to consider other organizational com-
ponents beyond those covered in our structural approach. Volumes of re-
search and theory have covered various relevant content approaches (see
the handbooks of Dunnette, 1976, 1983, and Lorsch, in press). We recog-
nize that superior organizational performance does not depend on structure
alone: it is, for example, affected by resources, skills, and knowledge of
organizational members, by motivations of personnel, organizational cul-
ture, and leadership, to mention a few topics. It depends on belief systems,
attitudes, and tendencies to attribute responsibility and causality. Some an-
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tecedents of performance are strictly content based; others are determined
by both content and structure; and some are generally structural. We will
not deal with all antecedents of oranizational success; however, we will pro-
vide examples of organizational functioning where structure represents the
major source of organizational outcomes and where it is a major force in
its interactions with organizational content variables.

In this chapter, we are considering the structural characteristics of indi-
vidual managers, of groups within the organization and the structural func-
tioning of the organization as a whole. This three-fold approach has
considerable value: as stated previously, individuals are the basic units of
any organization. Their structural characteristics, therefore, have a broad
influence on information processing in their organization. In addition, there
are numerous similarities in characteristic structural information processing
by individuals, groups, and organizations. We do not wish to mislead the
reader: It is not our contention that organizational, group, and individual
information-processing structures are one-and-the-same, occurring merely
at macro and micro levels. Instead, there are likely to be major differences
as well as similarities.

For example, the cognitive domains encountered in individuals may be
considered to be similar (but by no means identical) to organizational units
such as departments and divisions. Unfortunately there are, at present, no
data that delineate structural similarities with some precision. In the ab-
sence of such data, we suggest the use of a similar template for considering
information-processing characteristics of individuals, of groups, and of or-
ganizations. In the event that future data should indicate considerable dis-
similarities, some of the views derived from our similar but not identical
conceptualization may require rethinking.

When we speak about information processing, we do not intend to sug-
gest, as some research has done, that organizational input is directly, and
without additional or secondary effects, translated into organizational out-
put structure variables. Clearly the processes involved are more compli-
cated. Organizations are continuing systems, consisting of individuals,
groups, departments and so forth that scan information, process it, and
generate output. Organizations may translate output back into scanning or
direct information search. They are capable of modifying internal process-
ing by changes in scanning behavior, by restructuring information flow, and
by achieved output levels. Processing and output may be, at various times,
partly independent yet interacting phenomena. Even without concurrent in-
put, organizational processing and output may continue. In other words,
we view the organizational input-processing-output relationships as inter-
active rather than necessarily sequential and as potentially changing with
both time and organizational experience.
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In much of this chapter, we consider organizational information proc-
essing (i.e., structural phenomena within the organizational setting) in some
detail. However, we focus on only a few organizational output character-
istics, primarily those that are closely related to and determined by struc-
tural characteristics (i.e., decision making, strategy formation and
creativity). We also attempt to clarify the meaning of intuition in mana-
gerial behavior.

An even more severe restriction must be placed on our treatment of input
variables. In the previous chapter we limited our discussion of input to in-
dividuals to the load variable. That restriction was justified with two ar-
guments: First, a wider discussion of a variety of input conditions would
expand this book beyond the present scope. Second, existing data suggest
that (at least at the individual level) many other input variables are quite
similar to the load variable (in effects on performance) or may be reduced
to load effects. Equivalent data that would suggest a potential primacy of
the load variable in organizational settings are not available. Nonetheless,
in the absence of helpful information, we again select information load as
our primary example. Information load is ubiquitous for both individuals
and organizations.

Adequate Organizational Information Processing:
From Input to Output

From an organizational perspective, let us define load as information that
enters the organizational structure. The information may have been gen-
erated by scanning (see Pfeffer and Salancik, 1978) or some other form of
information search, or it may be part of the normal information flow into
the organization. Information may be verbal or it may be in the form of a
product of service translated into verbal representation. The sensed infor-
mation must be processed, distributed (appropriately), and acted on. These
processes can be complicated because an organization functions both at an
individual and at a collective level. It continues to function even though
individual members of the organization come and go and even when or-
ganizational units (departments, divisions, and so forth) are added or elim-
inated. One might say that in receiving and dealing with information, the
organization understands its task environment in some fashion. That un-
derstanding is concurrent as long as the filtering process does not eliminate
information that is erroneously considered unimportant or is mismatched
with organizational culture or assumptions. To the degree to which rele-
vant, undistorted, and sufficiently complete information is distributed
within an organization, the potential for flexible integration of that infor-
mation exists.
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Adequate integration at the organizational level requires that organiza-
tional segments to which information is relevant do, in fact, receive rela-
tively accurate information. It further requires that additional relevant
information can be sought and obtained where the current understanding
of a situation is inadequate. It requires that organizational segments employ
personnel who are capable of obtaining, sensing, and perceiving relevant
information, understanding the content of the information, and are able
to view the information in terms of its potential implications for the or-
ganizational segment’s purpose, goals, resources, capacities, and more.
These individuals should be able to employ, where needed, sufficient cog-
nitive differentiation and integration to understand and, where possible,
predict the short-range and long-range implications of the information. Ad-
equate processing requires that levels of uncertainty generated by the receipt
of information be decreased when possible, but that remaining uncertainty
levels be accepted as given and used in tentative or contingent planning.

Adequate integrative processes at the organizational level further imply
that organizational segments not only are open to information that arrives
from outside of the organization, but also must remain (at least for periods
of time) open to input from other organizational segments. In other words,
organizational boundaries and segment boundaries must be sufficiently
permeable. This openness involves both receptivity to and search for in-
formation across organizational segments as well as the ability to interpret
information generated by other segments in terms of the conceptualization
by that segment (at the individual level we might have talked about empathy
rather than sympathy). Unfortunately, that kind of organizational empathy
is not always achieved. Frequently, of course, information received from
another segment or from some outside source is distorted. Such distortions
are based on preconceptualizations of the supposed interests, intents, or
error-proneness of the information source, no matter whether that source
is located inside or outside of the organization. Distortions can feed the
mechanical views and organizational inertia mentioned previously. They can
be exceedingly detrimental to a meaningful integration process across or-
ganizational segments.

At a higher level of management, organizational integration implies an
overall interpretation of events, of their effects on organizational segments,
as well as a consideration of their interactive consequences for the orga-
nization today and in the future. It further implies development of an (at
least partially) shared understanding of current events, of their meaning and
implications for organizational functioning, and for organizational goals
across time.

Adequate integrative processes in an organization require the develop-
ment of goal-based plans of action(s) and the implementation of plans with-
out losing sight of the effects that these actions might have on all aspects
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of organizational functioning. However, sufficient alternate options to al-
low for changes in strategies or even plans, if and when present actions are
not as appropriate as (in the presence of some uncertainty) they might have
appeared, must also exist.

In other words, adequate integrative organizational information proc-
essing requires that integration of current information with other organi-
zational phenomena occur at appropriate levels throughout the organ-
ization, and that decisions made at the highest appropriate levels within the
organization be based on multiple integrations at lower levels.

Integrated organizational functioning, particularly if it has existed for
some time and has proven to be successful, may become reflected in the
formal or informal organizational structure (via characteristic interactions
among organizational segments such as departments, departmental sub-
units, and people). Information flow through an organization will often
follow these structural channels, generally improving but potentially also
rigidifying (in terms of a hierarchical integrative pattern) communication
among the various segments of an organization. The extent that informa-
tion flow follows a differentiated and integrated pattern that matches the
informal or formal organizational structure, information processing may
become more effective. In addition, where the structure of an organization
and the information flow through that structure matches the cognitive
structure of relevant individuals in the organization (e.g., where managers
understand and empathize with integrations that take place at various lo-
cations in an organization), the organization should become increasingly
adaptable to both external demands and to internal changes.*

In summary: to-study organizational complexity, we need to foucs on the
physical structure of the organization, the information-processing charac-
teristics of its personnel, both as individuals and in groups, on information
acquisition techniques, the flow of information through the organization
and the relevance of organizational outputs (e.g., decisions) for the entire
organization, its people, and its products. Most of all, we need to determine
whether integrated information processing, where appropriate, is indeed
used across the various levels of an organization and across the organiza-
tional processes we have described.

Organizational Differentiation versus Integration

Discrepancies in the degree of differentiation and integration can, of
course, occur across and within various organizational levels. On first
thought, one might express the hope that differentiation and integration

“Adaptation as (in part) a function of informational complexity has been extensively dis-
cussed by Lawrence and Dyer, 1983.
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would occur equally (and appropriately) across all levels. Can such even
distributions of organizational complexity be expected?

At the individual level, one might have wished for a relatively even dis-
tribution of differentiative and integrative capacity across cognitive do-
mains. But, are such even distributions actually needed? An individual may
never encounter stimuli from remote domains that require integrative cog-
nitive activity. Worse, integrative processes might, in some cases, be count-
erproductive, paticularly where an individual’s culture or job environment
is incompatible with multidimensional functioning. Similar arguments may
be advanced for segments of organizations. There probably are sections
where internal procedures are best carried out in a more or less unidimen-
sional or, at least, in a hierarchically complex fashion. We may, for ex-
ample, not want all procedures used by an accounting group to become
flexibly integrated. In other words, differentiation and integration can be
highly useful in an organizational setting, but can, for some organizational
segments and under some task conditions, be misapplied or inappropriate.
In some cases, unidimensional functioning may be optimal for certain em-
ployees of an organizational segment, while multidimensional functioning
would be preferred for the segment’s manager as he or she interacts with
(and needs to empathize with) managers of other parts of the same orga-
nization.

Serious mismatches in complexity among organizational segments (es-
pecially their managers) can be quite problematic. Consider, for instance,
an organization where incoming information is scanned, analyzed, and dis-
tributed in an integrative fashion in line with known organizational re-
quirements. This way of treating information may be used to generate
strategic options with both short- and long-run implications. Imagine, how-
ever, a situation where the unidimensional senior managers of the organi-
zation ignore this valuable information to focus on only a single dimension:
for example, current profit. Ignoring the integrative efforts that occurred
at lower levels in the organization not only would represent a potential waste
of time, energy, and capacity, but also would likely lead to considerable
frustration among organizational personnel.

We propose that:

5.4 Integrative information processing at the organizational level requires:
(a) that all organizational segments to which specific information is relevant
receive that information in sufficient detail and without serious distortion,
(b) that additional information be sought and appropriately distributed
where understanding of a current or future task environment is inadequate,
(c) that organizational segments employ individuals who are able to com-
prehend the meaning and content of received information and are able to
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integrate that information, as appropriate, in terms of the purposes, goals,
and capacities of the relevant organizational subunit,

(d) that levels of uncertainty be reduced, where possible, and that remaining
uncertainty be channeled toward the adoption of alternate strategies and
contingent planning in case of unexpected negative outcomes,

(e) openness to available information both from outside the organization
and from other organizational segments without distortion of information
to fit existing beliefs and assumptions,

(f) strategic interpretations of events, of organizational responses to the
events, and of potential effects of such events both on various organiza-
tional segments and on the organization as a whole,

(g) development of a method for an (at least partially) shared understanding
of the meaning of events and their implications for current and future or-
ganizational functioning, for organizational goals and their implications for
various organizational segments,

(h) developing and implementing strategic plans designed to optimize pro-
ductivity and goal orientation, without losing sight of the effects that these
plans might have on all aspects of organizational functioning.

Without question, these processes describe differentiative and integrative
activity, however,

5.5 The degree of differentiated and integrated activity within organiza-
tional segments should be appropriate to, and should potentially be re-
stricted with regard to specific task requirements.

Finally, we suggest that:

5.6 Mismatch in structural characteristics, particularly in integrative in-
formation processing among diverse organizational segments is likely det-
rimental to organizational functioning.

SOURCES OF ORGANIZATIONAL COMPLEXITY

Let us be more specific about the impact of organizational complexity
variables. One way to consider the issue is to follow a hypothetical orga-
nization through its growth process. How does organizational personnel in
such a situation translate their own individual information-processing char-
acteristics into organizational structure and organizational information
flow? How can the cognitive complexity characteristics of managers be
translated into and be matched with organizational information-processing
systems? Will the capacity to differentiate and integrate, will the creativity
that may be evident in the strategies and goals of young and small com-
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panies find their way into equivalent processes within the evolving and
growing (see March, 1980; Weick, 1979) organization?

In tracing the development of complexity in organizations, let us elimi-
nate from consideration those companies that are formed on the basis of
some recognized demand (e.g., companies where an inventor is able to pro-
duce a product that others cannot easily duplicate). Such a company may
do well until the patent runs out or someone else invents an even better
product for the same purpose. Rather, we consider more typical organi-
zations that are based on less insular ideas, organizations that may expect
competitors and changes in the environment. Let us view the latter kind of
organization in its early beginnings.

Often a single person, or possibly a few managers, may try their skills
on a new product in an environment that may or may not be receptive to
the efforts of their organization. To be successful, these managers may have
to be flexible, innovative, and even creative. They may have to experiment,
to adapt, to modify, to reconsider and to realign. Initially, their organiza-
tion may be quite simple. One or a few persons often perform most tasks,
regardless of their diversity. Although outside consultant(s) or worker(s)
may be brought in, such individuals typically have little effect on the struc-
tural characteristics of the new organization. Trial and error or experimen-
tation may be a necessary ethic. At this level, the organizational structure
may look unidimensional: In such situations, the differentiative and inte-
grative handling of information flow from initial sensing to final output is
often handled only and specifically by the few managing people who define
the organization. Few, if any, differentiations exist among organizational
functions.

As the new organization becomes successful, it may grow. Individuals
now begin to specialize in diverse tasks. Departments and other organiza-
tional units may emerge. Power differentials among employees may become
evident. The structure of the organization is beginning to become differ-
entiated. Information is now directed toward some relevant person or group
for processing and potential decision making. With a differentiated struc-
ture, a differentiation of organizational views and conceptualizations on
various relevant topics may also emerge. Unique ways of viewing and of
dealing with the environment and even with aspects of the organization
itself may develop. For some time, this novel division of effort may work
quite well.

Yet, likely pitfalls can exist in differentiation. Where division of labor
becomes excessive and where communications among differentiated sub-
units of an organization decrease, information flow can be hindered and
decision making may become fractionated. Even if individual managers with
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separate responsibilities effectively employ cognitively complex strategies
(e.g., differentiative and integrative to their specific departments or sub-
units), the overall effect on the organization might be very small. Without
integrative effort across their areas of responsibility, resulting decisions
and/or strategies may well be mismatched or at Cross-purposes.

A frequent problem in newly differentiated (and, unfortunately, also in
some older, but insufficiently, integrated) organizations occurs when man-
ager A makes a decision that may be ideal for A’s department but could
have disastrous consequences for the department headed by manager B. A
number of effects may occur. Manager B may object. If so, manager B
may be calling for a rudimentary form of integration or convergence, which
Weick (1979) has characterized as an “‘act of organizing.”” Another possi-
bility is that B may not notice, may not care, or may be so unidimensionally
focused on the internal workings of his or her organizational segment that
he or she does not recognize what A is doing until it is too late. A third
possiblity is that manager B may accept some unidimensional policy (for
example: ‘‘the only concern we have this year is profit,”” which the CEO
of the company has recently formulated), a policy that is compatible with
the decision of manager A but detrimental to the department headed by B.
If B heads R&D operations, he may, under these conditions, have to cut
back drastically on product development. If the unidimensional policy fol-
lowed by the CEO and by manager A remains in place—and is accepted
(or at least submitted to) by B, their company may, over the long-run, suc-
cumb to the more research-oriented competition as older products fail to
sell and newer ones are not available.

Different points of view by different managers of departments or entire
departments are similar in concept to different and partially incompatible
dimensional views of an individual. Within an individual, diverse dimen-
sionality (and its perceptual and behavioral outcomes) may remain dormant
because the cognitive domains across which the diversity exists might re-
main unrelated. For organizations, however, this is less often the case. Or-
ganizational subunits, at least in small and midsize companies, are designed
to cooperate and coordinate their activities. Where they operate at cross-
purposes, problems usually become evident after some minimal amount of
time. Diverse points of view and incompatible policies or actions demand
resolution. One kind of resolution is to follow a single unidimensional fixed
orientation, often imposed from above. Another, based solely on differ-
entation, is to follow one view at a time, or for a particular kind of or-
ganizational problem. Today, manager A may get his or her way. Some
other time, manager B may be more lucky. This year profit may be em-
phasized. However, as profit drops sharply because there is less of a market
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for the old standby product, an influx of funds to R&D may occur. Such
a differentiated approach may be (but is not necessarily) preferable to a
unidimensional emphasis on a single overriding approach to management.

Unidimensional (where the dimension used is appropriate) or differen-
tiated decision making may work well when the organizational environment
is simple and easily understood, or where the organization is producing a
product or service that is in demand and cannot be duplicated. In other
words, such approaches may work well during a time period where the ex-
ternal environment eagerly accepts the organization’s output. Temporary
successful implementation of such processes, however, may also lead to ri-
gidity in an organization’s structure and to inflexibility of associated in-
formation processing. The result can be a structurally inadequate
organizational system that cannot adapt easily (or has to go through major
upheavals when it tries to adapt) when external demands or marketplace
characteristics change.

Let us assume, however, that our two managers, with their diverse views
and purposes, ultimately resolve their differences. Their process of reaching
convergence and its outcome (Weick, 1979) may, however, differ widely. At
a simple level, the two managers might compromise. Each of them gets
something. In such a situation, the organization is experiencing a minimally
multidimensional approach to management. Although this approval is
primitive, in part because the two managers may not understand (and may
not care about) the reasons for each other’s views, compromise is, at least,
a starting point. Once managers begin to discuss their intents and decisions,
the opportunity for low-level flexible integration has a chance to develop.
In fact, the sometimes aggravated question ‘‘Why should I bother with you
and your ideas”’ (whether actually stated or not) may provide the very basis
for integration as an established organizational process. One manager’s ex-
planation of why he or she cannot go along with a proposed policy may
actually engender some understanding of the requirements of the disagree-
ing organizational unit. That, in turn, can lead toward the development of
a more mutually acceptable form of decision making, and with it mutually
acceptable strategy development.

Where an individual manager frequently disagrees with existing policy or
standard procedures, his or her views may be disregarded, based on uni-
dimensional rejection of divergent orientations. However, the existence of
frequent objections from a manager may also tend to bring the disparate
orientation of his or her department—and the reasons for the disagree-
ment—into focus. As a result, other managers may learn not to make a
relevant decision ‘‘without talking to George first”’ to assure that he does
not object to their plans. At this point, a new differentiation within the
structure that serves the flow of information through the organization has
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been generated, and the consideration of the disparate manager’s views pro-
vide a potential basis for integration.

With the development of low-level integration, the capabilities of various
organizational subunits can become interrelated to enhance effectiveness of
organizational functioning. The specific meaning of effectiveness, as em-
ployed here, may be multiple and can change across time. Strategies and
goals may be formulated, tested, and reformulated. Interactions among or-
ganizational segments (whether departments, informal groups, or individ-
uals) may shift from task to task or from time to time. Both formal and
informal information-flow patterns through the organization may begin to
be used. The organization may begin to function in a more flexible and
adaptive fashion—in part because the cognitively complex cognitions of in-
dividual managers have been communicated across organizational segments
and have been matched by equivalent or similar differentiated and inte-
grated processes in the organizational structure and in organizational in-
formation flow. Further, the integrated functioning of the organization may
be enhanced by the development of concepts that have become part of a
common organization-specific language and/or common organizational
culture (see the ‘‘old friends’’ argument of Simon, 1979). The key is com-
munication of integrated views across the boundaries of organizational sub-
units.

Effective integrative cooperation requires that managers and their sub-
ordinates both communicate and understand the need for an integrated
processing. A cognitively less complex manager who constantly insists that
he or she is right (no matter what) (i.e., a manager who employs a uni-
dimensional approach to organizational problems) will tend to be ineffec-
tive in an otherwise integrated organizational system. Where the approach
taken by this manager happens to be successful—either by chance or be-
cause the task environment for this specific decision is simple—he or she
may receive considerable credit for excellence in decision making. However,
if the decision turned out to be less than optimal or detrimental (which is
likely to be the case for unidimensional decision making in complex and
fluid environments) that manger may be rapidly replaced. Even success in
the short run may not be an adequate defense against likely failure in the
long run.

Of course, the astute manager knows that the world is not simple. He or
she presumably understands that it is short-sighted to operate an organi-
zation on the basis of a single (unidimensional) principle. After all, nu-
merous external and internal events, their specific characteristics, their
potential consequences and, most of all, their interactions with organiza-
tional characteristics must be considered.

Managers who are high-level integrators not only understand the inte-
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grated functioning of their organization on the basis of multiple potentially
interrelated factors, they also consider information shifts and conceptual
changes across time. They are able to develop multistep contingent strate-
gies without losing sight of general flexible goals (see the section on strategy
in this chapter) and are likely to lead the organization into a highly inte-
grated period of functioning. Yet these same managers are not people who
can honestly tell you exactly what will happen tomorrow, what goals the
organization will achieve next year or next decade. All they can do (if they
are speaking truthfully) is to generate a tentative estimate. The same holds
for the many separate decisions they must make. They can only reach gues-
stimates—and the degree of guess is in part dependent on the level of re-
maining uncertainty. In part, use of guesstimates and fuzzy definitions of
distant goals allows them to be more open to novel and potentially incon-
sistent information, to continue to flexibly integrate actions and sequential
problems, and to adapt their organization to successive changes in task en-
vironments. It is these same managers who can lead the organization
through periods of growth that defy rigidification and inertia as structural
management properties.

To many, such an apparently loose management style may imply inde-
cisiveness. These critics might raise the question whether it is not possible
for managers to assemble the various components that underlie organiza-
tional decision making into a meaningful system and to derive orderly and
utterly rational (they might also say, maximally correct) decisions. A man-
ager who is looking for a single correct solution to organizational problems
may well agree. However, the multiple considerations that may be impor-
tant in deriving the correct solution must all be sorted and weighted and
related to one another. What form should such an optimally weighted so-
lution take? How can one appropriately integrate the various aspects and
interactions that exist in a given situation? If one could accurately specify
all their relative probabilities and effects on organizational functioning that
should be considered in a given situation; if one could mathematically de-
scribe all the possible interactions among these events and their effects on
organizational functioning, components and outcomes, then one should be
able to develop an algorithm to test each potential decision before it is made.
One would then be able to compare potential decisions and select the one
that is most likely to lead toward organizational success. If such a process
were possible and selected, the decision makers who are seeking the most
correct solution via a mathematical decision process would be engaging in
a form of organizational decision making which, in the terminology of com-
plexity theory, is based on hierarchical integration.

Many managers and management training institutions have championed
this form of programmed decision making. After all, if all events that might
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affect future outcomes and their interactions were known, and if one were
strictly rational (logical might be a better word, particularly where deduc-
tive logic is used®), then many event-driven uncertainties could be predicted
and eliminated. Managerial decision making by supposedly imperfectly
functioning human brains could make room for the (most of the time) per-
fectly functioning and much faster genius of the computer.

Such arguments have led to the widespread use of computer-based man-
agement decision-making algorithms, designed to achieve optimal out-
comes. Indeed, hierarchical integration and the computer models reflecting
that process should work: (1) when unanticipated changes in the environ-
ment will not occur, (2) when all contributing factors in the organization’s
environment, the organization itself, and in the likely outcome are well
known, and (3) when the precise interactive effects of these factors are suf-
ficiently understood to be specified as unchanging parameters. Where that
is the case (through the use of high-speed computers and the elaborate
mathematical models that decision theorists and mathematicians provide
for us), decision making in complex organizational settings should be easy.

But is it? Many a theorist and researcher has strongly—and indeed, quite
appropriately—disagreed with the effectiveness of the rational hierarchical
integrative approach. Hierarchical integration is based on the inflexible
classification and placement of stimuli on specific dimensions and on the
assumption of a fixed or, at least, predetermined relationship among these
dimensions across situations, tasks, and time. Through the use of hierar-
chically integrative principles, a reductionistic and analytic simplification
of the decision-making process is attempted. When additional environmen-
tal or task-relevant events occur, are sensed and considered, they will have
to be viewed and organized in terms of specified preexisting parameter char-
acteristics and interactions. With this approach, mathematically based de-
cision theory and its applications are employed in lieu of flexible integration.

An excellent comment on mathematically based techniques was provided
by Wohl (1981). This author stated that

Decision theorists have tended toward prescriptive definitions based on the con-
cept of a decision as a selection from given alternatives, while commanders and
corporate executives have tended toward descriptive definitions involving state-
ments such as ‘It seemed to be the best thing to do at the time”’. . . . Nearly all
classical decision theory, including its statistical (Raiffa and Schaiffer, 1961) and
sequential (Wald, 1947) branches assume that the options are given. Optimal
choice usually has to do with the degree of uncertainty in the information input,
the relative costs and gains involved in each of the possible choices (including
the cost of either waiting for more information or taking action to decrease

See our discussion of rationality in Chapters 1 and 4.
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uncertainty) or the ‘‘utility function’’ of the decision maker (i.e., the relative
value or weight subjectively assigned to each of the alternatives; for example,
see Edwards, (1954a, 1954b, 1965). The preponderance of work in decision the-
ory has concentrated on techniques for option selection with little research on
those portions of the process which are of greatest interest—namely, the crea-
tion, evaluation, and refinement of both hypotheses (i.e., what is the situation)
and options (i,e., what can be done about it.) [emphasis in original].

We should emphasize, as stated eariier, that decision-making situations
exist where a hierarchical approach can be useful and appropriate. Keen
and Scott-Morton (1978) have described three different categories of de-
cisions that require diverse approaches: (1) fully structured decisions that
may be delegated or automated, (2) semistructured decisions where part of
the problem can be solved by rational approaches (e.g., via computer as-
sistance) but other components require human cognitive intervention, and
(3) unstructured decisions where dimensions of the problems involved are
poorly or not at all understood and human intuition® and judgment are
required.

It is our thesis that dimensional human judgment and intuition are best
applied via a flexible integrative cognitive process. Let us return to the ar-
guments of Wohl (1981). That author argues

Where options are clearly prescribed and input data are of high quality, a system
can be designed which directly ‘‘maps’’ input data into output or response so
that only key observables are considered in the mapping process (e.g., as with
a highly trained pilot carrying out an emergency procedure). Where options are
more or less clearly prescribed but input data are of low quality (e.g., as in
military intelligence analysis), a premium is placed upon creation and testing of
hypotheses (e.g., where is the enemy and what is he doing?). Where input data
are of high quality but options are open-ended (e.g., as in the Cuban missle
crisis), a premium is placed upon creation and analysis of options and their
potential consequences (e.g., if we bomb the missile sites or if we establish a full
fledged naval blockade, what will the Russians do?) (Allison, 1971).

Wohl also considers situations where input data are of marginal quality
and where decision options are open ended: settings that clearly require
complex flexible integrative activity.

The greater the uncertainties, the less the potential for providing prede-
termied solutions, and, finally, the greater the number of issues, strategic
steps and/or length of time involved, the greater is the necessity for a flex-
ible highly integrated approach to organizational functioning. Clearly, the
greater the number of units within an organization that may be affected by
decisions, the greater the necessity for their involvement in an integrative

6We consider the concept, intuition, later in this chapter.
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decision process. If, in addition, it is not clearly known what the conse-
quences of potential organizational actions might be (which, in turn, might
be quite different in implication for the various organizational compo-
nents), the consideration of the views of those components might be even
more vital.

Given a fluid, uncertain organizational environment that requires suc-
cessive adaptations to unanticipated external and internal events, an or-
ganization that uses differentiated and integrated decision processes should
be considerably more successful than its less differentiated and integrated
counterparts. We propose:

5.7 Differentiation and integration in young (and small) organizations that
Sunction in highly competitive environments are often based entirely on the
cognitive differentiation and integration of their managers.

5.8 Increasing organizational size may lead to increased specialization and
with it to a more differentiated organizational structure. Differentiation
without integration may, however, lead to fractionalization and inadequate
organizational functioning.

5.9 Recognition of disparate tendencies in different departments of an or-
ganization may lead to more effective communication and rudimentary low-
level integration, potentially first via compromise and later at a joint-
purpose level.

5.10 Whereintegrative processes become fixed (hierarchical), organizations
are less able to deal with unexpected novelty and can no longer adapt ad-
equately to changes in their environment.

5.11 Existence of considerable uncertainty, absence of adequate predeter-
mined solutions to organizational problems, multiple problems with mul-
tiple effects on organizational components, and flux in organizational
environments require organizational functioning at highly integrative levels.
Where such conditions prevail, an extensive understanding of views and
needs of the organization’s structural units and of their interplay within the
““Gestalt’’ of the overall organization is required.

5.12  Highly integrated organizational functioning implies the considera-
tion of information on a sufficient number of dimensions (whether ob-
tained via openness to events or via scanning and search). It requires the
integrative consideration of that information across organizational seg-
ments (ranging from the level of individuals to divisions), the conceptual-
ization of both the present situation and future anticipated conditions
(including strategies and goals) and the use of the integrative processes in
flexible and contingent decision making. It requires the consideration of
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interactions among these dimensions to chart the course toward optimal
outcomes. It requires periods of openness to information on all relevant
dimensions and it requires the capacity to close temporarily for new or re-
vised conceptualization and, at times, for decision making. Where appli-
cable, it requires subsequent reconsideration and corrective action, if
needed. Finally, it requires extensive communication among organizational
units and the development of a shared but flexible organizational culture
that is based on integrative processes that continue to be established, adap-
tively modified, and used.

Differentiated and integrated information processing is often highly vis-
ible in the characteristics of organization cultures. When we speak about
organizational culture, we are referring to a shared set of beliefs, behavior
patterns, concepts, and communications that are more or less unique to
persons who are members of a specific organization. Such a culture may
develop naturally or may be forced on an organization and/or its members
by internal or externally imposed constraints. The culture may be encom-
passing or limited. Whichever form it takes, it is likely best understood by
those who are members of that organization.

When Peters and Waterman (1982) discuss guiding beliefs of organiza-
tion, they speak about one aspect of organizational culture. They emphasize
that organizations with the best defined and most quantified belief systems
often do not perform as well as organizations with broader, less precise and
more qualitative (rather than quantitative) beliefs and values. From our
point of view, their observations are not surprising. Where a company, for
example, has only a single guiding belief (e.g., that profit should be max-
imized at all costs) it functions on a unidimensional basis. All components
of the structure are directed towrd that single goal. Where an organizational
culture contains closely related and quantified values, we may be dealing
with the culture of a hierarchically integrated organizational system. Nei-
ther is optimally effective in a complex and fluid environment.

In contrast, more qualitative (i.e., less precise) cultural views with
broader, more qualitative perspectives permit alternate interpretations that
permit openness in the face of novelty and fluidity.” More qualitative views
also suggest that goals are less precisely defined—that is, they are more
general in nature. That generality or fuzziness may be even more pro-
nounced where organizational goals are considered that are multiple steps

"If we conceive of the United States of America in organizational terms, we see that the
looseness and qualitative character of the U.S. Constitution has allowed for interpretations
of that legal document to change with the changing needs of this society over many years,
resulting in adaptation, yet in stability of the American form of government and of the na-
tional culture as a whole.
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away from realization. This apparent lack of precision is highly useful to
the flexible integrating manager. It allows the interpretation of unexpected
and inconsistent input via reintegrations, resulting in possible modifications
of strategies, plans, and goals that are adaptive to changes in the environ-
ment. As goals are approached (i.e., as they are fewer and fewer steps away
from realization), they would, of course become less general and less fuzzy.
Greater clarity is now possible because more information about the ante-
cedents of achieving those goals is now known and the arrival of incon-
sistent information has, therefore, become less likely and/or frequent. In
other words, the organizational culture may be redefined to include clearer
goal structures as goals are about to be achieved—with potentially new and
fuzzy goals added that are still years from realization.

Organizational culture is not restricted to goals and belief systems, of
course. It involves many other aspects, such as fluidity of communication
among persons and departments (including informality vs. formality), and
the sharing of concepts that allows members of different organizational
segments to empathize with each other. We do not wish to discuss orga-
nizational culture extensively because others have done so in considerable
detail (e.g., Pettigrew, 1979; Van Maanen and Schein, 1979). We want to
emphasize, however, that the cultural characteristics of an organization can
have major impact on the degree to which integrated information process-
ing is possible an achieved throughout the organizational structure.

INTUITION AND MANAGERIAL FUNCTIONING

We have discussed some characteristics of differentiative and integrative
processes in organizations, their development, and their effects. Before we
consider their relationships to other partly related concepts, such as lead-
ership and the use of strategy, we explore the concept of intuition as a basic
component of organizational management. Sometimes that phenomenon
has been applauded, sometimes criticized as evidence of irrational behavior.
Managers use intuition when tasks are difficult, when past answers are not
immediately available, when uncertainty is considerable. Intuition, on the
surface, appears to be synthetic, supposedly irrational rather than an an-
alytic rational process. What is intuition?

Researchers and observers alike have used the term intuition to describe
a cognitive process that cannot be easily conceptualized, described, or quan-
tified. One may raise the question whether lack of understanding of cog-
nitive processes has led to the use of this rather vague and descriptive term
or whether the described process itself is vague and unknowable. If we ask
managers why and how they reached conclusions, they are likely to tell us
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more about the components of that process and about the interrelationships
among those components than an outside observer would be able to do. To
the outside observer, only his or her conceptualizations of those cognitive
components exist, and only the given interrelationship among those com-
ponents. In other words, the observer, in many cases, cannot empathize
with the supposedly intuitive process. Even the manager who engages in
intuition may not be able to do so. We suggest that our intuitive manager
may be involved in the differentiation and the integration of events, con-
cepts, organizational components, and so forth. He or she may be trying
out a number of interrelationships among differentiated aspects of a situ-
ation or task until he or she suddenly arrives at an (at least tentative) so-
lution. In other words, the intuition is likely the result of an integrative
process.

If our argument holds, should it not be possible to ask the manager to
report on that process (i.e., to tell us how a conclusion was reached)? Prob-
ably not, at least not in normal organizational task environments that are
not specifically designed to identify intuitive processes. As individuals, we
learn quite early to understand and describe what we think. We are not
trained in understanding how we think. Typically, we cannot describe how
we reached any one conclusion, unless that conclusion was based on a sim-
ple unidimensional process, or, at the minimum, on simple forms of dif-
ferentiation. Consequently, we are at a loss when we are to describe our
thought processes and we tend to shrug off requests for such a description.
An outside observer will find it even more difficult to understand that proc-
ess and will, most likely, agree on the vague interpretation of the process
as intuitive.

Indeed, excellent managers use intuition. It is not the kind of rational
process that is easily described by mathematical models. Mathematical
models are not able to add or modify judgmental dimensions when new
and inconsistent information becomes available (at least the programs typ-
ically devised to aid decision makers cannot do so). On the other hand, the
intuitive process is not irrational in the sense of irrelevant, meaningless, or
unreliable. It is rational in the sense we have described in an earlier chapter.
Generally, it provides one or more potential differentiated or integrated
interpretations or solutions to problems in uncertain settings.

When we study intuition by managerial decision makers we find a set of
partially diverse yet interrelated kinds of intuitive processes that are well
described by the differentiative and integrative mechanisms of complexity
theory. For example, at the simplest level, intuition is merely the recognition
of familiar (previously integrated or learned) patterns from experience; a
kind of deja vu that relates a current problem or stimulus array to a similar
event in the past. Here the manager intuits that the previous successful so-
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lution may, again, be applicable. The more sudden or delayed the insight,
the more likely the term intuition may be applied.

A second form of intuition involves differentiation, either in perceptual
or decision processes. For example, a manager may attempt to analyze in-
formation that was received but does not fit with expected information pat-
terns. Invoking other potential interpretive dimensions may lead to the
discovery or identification of a dimension on which the information sud-
denly makes sense.

In other situations, intuition reflects more integrative processing of in-
formation. At the lowest level, an integration may be fixed (i.e., hierar-
chical) and may generate the deja vu experience discussed earlier. At a more
complex, but still partially hierarchical level, a practiced and fixed hierar-
chical integrative pattern of cognition may not fit with incoming infor-
mation (e.g., information that is somewhat changed from usual patterns).
Rearranging the relationship among locations of stimuli on dimensions or
rearranging relationships among cognitive dimensions may suddenly yield
a meaningful conceptualization of events, e.g., the insightful intuition
‘‘that’s why they are doing it>> which , in effect, reflects a modification of
previously established integrative patterns.

On the other hand, where considerable novelty and uncertainty is en-
countered and where no previous integration experiences are available, in-
tuition describes the process of differentiating and integrating to establish
at least a tentative set of insights, assumptions and/or exploratory actions.
Here, problems may be redefined or new relationships between the meaning
of inputs and outputs may be generated. Clearly, the latter kinds of intu-
ition we have described involve more complex differentiative and/or inte-
grative processes. Consequently, their process characteristics would be more
difficult to identify by a manager and, especially, by an observer. As a re-
sult, these latter processes would probably be even more frequently iden-
tified as intuitive.

Intuition may serve well when managers function as leaders of their sub-
ordinates and when they develop strategies and goals. In other words, they
use, in part, differentiative and integrative processes as they engage in these
activities. The next sections of this chapter explore the application of those
processes within the organizational setting.

ORGANIZATIONAL LEADERSHIP

Much has been said and written about leadership. A wide variety of lead-
ership characteristics have been defined (e.g., Fiedler, 1964, 1965; Stogdill,
1948, 1962), researched, doubted, reconsidered, and either laid to rest or
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added to the many other descriptions of the leader that are already part of
the literature. We now have many pictures of ‘‘good’’ and ‘‘bad”’ leaders,
most of them relevant to specific tasks and situations. We do not wish to
add to all those descriptions. Writing in detail about leadership, as is the
case with so many other characteristics of organizational psychology, re-
quires major effort. For the present purpose, we merely wish to explore
some structural characteristics of leadership in an organizational setting,
and even that to only a very limited extent.

First, let us make a relatively categorical statement. Many researchers and
theorists have stated, implied or acted as if leadership quality and decision-
making quality are a single phenomenon. We strongly disagree with that
notion. Indeed, these qualities may be found in the same person (or the
same organization). They can, in certain settings, tasks, conditions and for
specific events be based on the same underlying structural processes. How-
ever, the two phenomena may occur independently of each other as well.
There are excellent decision makers who are terrible leaders. There are lead-
ers of high quality who are poor decision makers. And, of course, there
are individuals who excel in both; others, who perform poorly in both cat-
egories.

Consider, for example, a low-level leadership position, possibly a military
platoon leader or a foreman on an assembly line. He or she does not nec-
essarily need to be an outstanding decision maker. Probably he or she needs
the interpersonal skills and the task competence to be trusted. However,
decision making at higher levels are not part of the job, and the absence
of that competence does not distract from the potentially outstanding lead-
ership qualifications of that individual.

At advanced excecutive levels, the two functions are not necessarily iden-
tical either. We argue that higher-level structural processes are needed in
either case. However, a particular executive’s ability to use multidimen-
sionality, whether differentiation and/or integration, in one content do-
main is not (see Chapter 4) necessarily identical to that person’s
dimensionality in a different domain. We may, in many cases, hope that a
high-level executive would be able to apply differentiated and integrated
approaches to both the leadership and the decision-making domains. How-
ever, in analyzing an executive’s performance, we may find that his or her
cognitive complexity is specific to either domain or that it generalizes across
both performance domain areas.

If we were to list several ideal characteristics of a leader, they would only
partially overlap with ideal characteristics of a managerial decision maker.
Let us consider one example: an effective leader must be able to relate to
subordinates in part emotionally (when appropriate) (e.g., with warm af-
fect). People want to feel that they are understood, appreciated, liked or
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loved, and needed. The experience and expression of affect is one effective
way of communicating to people that they are important.

For the high-level managerial decision maker, affect is generally inap-
propriate. He or she must generally function on the basis of cold cognition
to optimize information processing and organizational outcomes. Indeed,
he or she will have to (cognitively) consider affective components of people
in the organization. Nonetheless, the decision-making function will remain
generally cognitive.® If a manager is effective as a leader as well as in the
decision-making role, he or she may have to switch to affect from time to
time, only to return to cognitive information processing when decisions need
to be made.

Our example of affect as a potential distinctive characteristic of leader-
ship versus decision-making functions was only presented for convenience.
There are many other dimensionally based requirements that predict ex-
cellence of leadership and decision functions separately, even at the highest
organizational levels. Of course, there are many common antecedents of
performance quality as well.

We do not deal specifically with the characteristics of lower levels leaders
in this chapter. Fewer structural characteristics may be involved in the pre-
diction of leadership at lower echelons.’ Instead, we focus on leadership at
relatively advanced organizational levels. Where a company markets a
product that is in high demand and has no competitors, where cost is no
issue, where resources are and continue to be available and where sales are
expected to continue to be high for the foreseeable future, leadership will
likely involve few problems. In such situations, various kinds of leaders
may excel. After all, even some lost opportunities, strikes, decrements of
performance due to lower worker satisfaction and morale are not likely to
take the company into bankruptcy.

However, in a highly competitive market, leadership requirements can be
quite different and quite specific. Success may depend on high productivity
at low cost, on considerable profits from limited profit margins and on a
number of other (on the surface contradictory) aspects of organizational
functioning. Under these conditions, a leader must be able to motivate per-
sonnel optimally. What, then, should we look for in an organizational leader
or in a leadership team that must function in complex, fluid, and compet-
itive situations?

81t is interesting to note (see Fiedler, 1984) that managers often think of themselves as
accessible and liked by their subordinates, a view that is often not shared by the latter group.

°Note, however, that this limitation is restricted to requirements for successful leadership
at such levels and does not refer to the characteristics of any specific leader who currently or
permanently functions at that level.
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First, let us consider the concept of appropriate dimensionality. To lead
people and to lead an organization in complex environments, the leader(s)
must possess a sufficient overview of the organization and the environment
within which the organization is placed. Leaders must be familiar with
and/or be open to the needs, views, concepts, vocabulary, and culture of
the various organizational segments. The leader must, to the extent possi-
ble, understand the perspective of both assembly line worker Smith, and
Vice President Jones. But understanding is not enough. The leader must
be able to reach out and obtain information as necessary, making sure that
the source of that information is made to feel legitimate. The leader must
demonstrate legitimacy by (at least apparently) seriously considering that
information and its implications for the organization.

Effective leaders in higher managerial levels must learn to understand the
motivations, needs, abilities, and limitations of their subordinates. Such an
understanding permits them to optimize the capabilities of these persons
and to optimize the interactive processes among them. Again, empathy plays
a major part. Another part of optimal utilization of personnel is viewing
them on a multidimensional basis: a person is not simply rejected because
he or she is less competent in some specific task area or is not pleasant to
deal with when criticized. Rather, people are viewed, optimally employed,
and rewarded in terms of what they do best. In considering the optimization
of people, the excellent leader would develop his or her own actions in terms
of the structural processes that would achieve interpersonal goals. Kinds
and flow of communication to, and information search from subordinates,
tasking characteristics, rewards, and (where necessary) punishments would
be designed to reflect an optimally integrated process that is most likely to
achieve the desired results. As actions are taken, the effective leader would
remain observant to add or modify interpersonal processes and commu-
nication flow, correcting leadership outcomes where they are less than de-
sirable.

The leader must be able to assemble obtained information from and about
subordinates into tentative conceptualizations (tentative, because they may
have to be tested and revised in the face of subsequent information that
may become available). Further, a leader must be able to reach closure for
action, make decisions, and put his or her weight and prestige behind that
decision. The appearance of indecisiveness can have disastrous effects on
the morale of those who are led. Yet, despite the decisive action, the leader
must also be able to reconsider an action, if reconsideration is appropriate
(particularly where the previous decision was only partly successful or re-
sulted in subordinate dissatisfaction), and may amend or modify decisions
and strategies, as appropriate.

Once a decision has been implemented, the leader should be able to com-
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municate effectively with subordinates and with other leaders and should
be able to heal wounds where the decision has created them. In other words,
a leader must be both hard (in making decisions to optimize the functioning
of people and of the organization), and soft (in dealing with the sensitivities
of people in the organization). He or she must be decisive (particularly on
the surface) when it is important to defend decisions and/or organizational
systems that are not changeable. Yet, he or she must be willing to adapt
and make changes in the organization and/or his or her own conceptuali-
zation when changes are potentially of strategic advantage or when there
is a need for experimentation and creativity. A leader must be able to com-
municate both the pleasant and the unpleasant—in a way that is clearly
understood and in a way that is not detrimental to the leader’s relationship
with subordinates.

In summary, a leader at advanced organizational levels must understand
his or her people and his or her organization as they function interactively,
and must be able to motivate and communicate. In dealings with people
and with structural components of the organization, a leader will encounter
many conflicting thoughts, needs, demands and requirements. He or she
cannot simply make a choice. The entire organization and its components,
from the individual worker on up, must be considered. Such complex ac-
tivities require high levels of flexible integration. They require sharing be-
tween leader and subordinates, a process that must be initiated through
actions of the leader. It requires the development, for example through or-
ganizational culture, of the organization into an organismic symbiotic
whole. In this whole, productivity and people, for example, can no longer
be separated from each other but become interacting parts of an integrated
organizational structure. Such an integration, in turn, may be supported
by developments and or changes in the organizational culture—for exam-
ple, in legends about ‘‘what happened 3 years ago when we all chipped in
at a time of trouble”” and ‘‘what happened a year later when the company
did particularly well and all its people benefited.”” The process of organi-
zational integration, developed by astute and cognitively complex leaders
can, in turn, generate a situation where the majority of employees feel mo-
tivated to support the organization because it supports them—and where
they feel that they are the company. We propose:

5.13  While both leadership processes and decision processes are affected
by the dimensionality of structural information processing, and while both
qualities may be present at excellent levels in the same manager, excellence
in leadership and excellence in decision making cannot be considered to be
identical.

5.14  Integrated leadership processes, including affective and cognitive di-
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mensionality, are of particular importance at higher levels in organizations
where optimal motivation and optimal application of skills are required for
successful organizational functioning.

ORGANIZATIONAL STRATEGY AND PLANNING

When researchers speak of strategies employed by organizations, they
typically speak of goal-oriented activities. Where the goal is easily
achieved—that is, where the world is constant and events can be easily pre-
dicted, where the same or similar goals have been achieved in the past—the
strategy can be based on previous experience. For that matter, the organi-
zation may wish to enforce adherence to an established and prescribed
method of goal attainment (see March and Simon, 1958). From our per-
spective, such a fixed path toward a specific goal is not actually a strategy,
although it may have been at one time. Rather, it represents an established
way of doing things, a habit, maybe even part of an organizational culture.

Another view of strategy and strategy development that we do not share
concerns a specific path toward specific and fixed goals, a path that could
well be described or developed via mathematical decision models. Some
writers who have suggested that managers are not strategic have had such
models of strategy in mind. Indeed, if strategy were a rational rather than
intuitive approach, we would have to agree. However, when we speak of
strategy in subsequent pages, we are not concerned with organizational
functioning in constant and utterly familiar environments. We are not con-
cerned with repetitive operations. We do not talk about strategy as a hi-
erarchical approach to fixed action sequences toward fixed goals.

In our definition, strategy employed by an organization is, in effect, sim-
ilar to a strategy employed by an individual. It implies flexible plan-
ning—usually across a number of steps including actions with potentially
uncertain outcomes—toward one or more goals. It involves the consider-
ation of alternative actions and potential alternative outcomes of actions,
and their use in the next step toward more or less general goals. Strategic
planning, in other words, encompasses the consideration of several steps
of anticipated future actions and events, steps that include both actions and
planning: enough to move forward toward a goal, but not so many steps
that confusion and disorientation result.

Organizational strategy—at least in organizations of reasonable size and
with a number of influential managers—typically develops from an inter-
action of integrated concepts and plans, provided—to varying degrees—by
several individuals. The number of individuals involved in strategy devel-
opment sometimes produces a problem: Not every manager is able to think
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in strategic terms.'® Even where integrative capacity as the basis for stra-
tegic planning is present in all persons, that strategic capacity may not exist
within the same cognitive domains. One frequently encounters some man-
agers who—based on more unidimensional thought processes in some spe-
cific domain—will rigidly and dogmatically hold onto the old way of doing
things and will not understand that a changed or changing environment may
require modified organizational responses. In the absence of a consen-
sus—and particularly where unidimensional thought has been the typical
approach to planning, organizations may fail to generate appropriate strat-
egy. Pettigrew (1973) has referred to the inertial characteristics of such or-
ganizations. Management staff of organizations characterized by inertia
tend to maintain a view of their world that may be quite outdated despite
strong evidence to the contrary. Under such conditions, strategy does not
exist: What may be called strategy is merely a replay of old (and often
increasingly ineffective) methods of operating.

To avoid the pitfalls of inertia, organizations need not only an integrative
system of strategy development; they also need a considerable level of flex-
ibility with which that integrative system is developed, used, reevaluated,
modified, monitored, and so forth. Failure to employ strategy, where strat-
egy is useful, does not only occur in organizations that hold onto the old
ways; it also takes place in others that hold onto a new way.

For example, 5-year plans often sound good, but they generally do not
work. Organizations and nations that announce 5-year plans rarely achieve
the goals they have set for themselves. There is nothing inherently wrong
with planning over years (1) if those plans remain sufficiently flexible to
permit adaptation and change where necessary, (2) if the number of planned
actions that are directed toward the outside world are relatively few, and
(3) if a very limited number of feedback responses to the planned actions
can be expected. Unfortunately, none of these conditions are typical of the
experiences of most modern organizations. As a consequence, S-year (or
other fixed length) plans often become rigid and may contain detail or goals
that are soon outdated.

While detail may be appropriate when it was first conceived, it can be-
come irrelevant by the time feedback to an organization’s initial strategic
action is received. In other words, lengthy and fixed advance planning fre-
quently may contain components that do not adequately allow for integra-
tion of subsequently received information. It does not permit the
adjustments that are possible when openness to information aids in the

'°A recent survey by the American Management Association (Margerison and Kakabadse,
1984) found that CEOs view strategic planning and decision making (in that order) as their
most important activities, yet planning was also rated as causing the most difficulty.
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interpretation of the outcomes that are generated by successive planning-
decision-planning-decision sequences.

Limitations to organizational strategy development and strategic action
are, in part, due to limitations of organizational personnel. Two kinds of
limitations should be considered. First, there are limits to an individual
manager’s capacity to employ differentiated and integrated strategies (as
discussed earlier). Secondly, the human capacity to consider various alter-
natives simultaneously is restricted (probably to the seven plus or minus
two values, which Miller, 1956, has established; an integrator will probably
process only about seven concepts at a time and may then proceed to the
next (potentially overlapping) seven concepts [plus or minus two]. Some
‘“‘integration error’’ may occur due to the particular sets of seven concepts
(or already integrated components) that are chosen for differentiative or
integrative consideration at any one time.

Similar problems can occur at the organizational level. Organizational
plans developed by several managers in interaction often do not consist of
more than seven concepts or dimensions per integration. That, however, is
very little, if we were to demand that all aspects of an organization’s prob-
lems, task conditions, future potentials, and more must be considered in
each integration that forms part of a strategy. The same errors that are
generated by individuals who employ sequential integrations in the devel-
opment and application of strategy are also encountered in organizations.

What solutions can be devised to address the limited capacity for strategic
planning? Many mathematical decision theorists would argue for computer-
generated solutions. Certainly, the computer is not limited to Miller’s magic
number seven. However, we have already expressed our strong reservations
about this approach. Computer-based decision making, as Peters and
Waterman have suggested, is often wrong headed—that is, too complex to
be useful. Even more important, it is too static and unwieldy to be flexible
and adaptive. It is often negative and counters adaptive innovation (see
Drucker, 1969). Although it may permit planning for complex hierarchi-
cally organized processes in a fixed world, it cannot be emancipated toward
more flexible strategic orientations in complex and ever-changing organi-
zational environments. It certainly does not permit the intuitive differen-
tiative and integrative processing we have described. On the other hand, as
we discuss in the last pages of this chapter, the so-called rational approach
may be used as an aid to the manager.

The other personnel-based limitation on strategic planning that we men-
tioned (i.e., the specific structural limitations of individual managers) may
be equally difficult to resolve. Use of strategy can mean something quite
different to the cognitively complex and the less complex manager. We have
considered strategy in terms of multiple, flexible integration. To a less cog-
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nitively complex manager who is not able to differentiate or integrate in
multidimensional fashion, strategy may mean somethig considerably more
simplistic (e.g., the use of power toward an end or some single approach
toward a goal). To a differentiating manager, strategy may imply prag-
matism. Try approach A and, if that does not work, try B, then C, and so
forth, until either something works or the fixed options are exhausted. Daft
and Weick (1983) might say that organizations led by such differentiating
managers play the game ‘20 Questions.”’

To the hierarchically integrating manager, strategy would imply some-
thing much more comlex (i.e., a stepwise and possibly multiple and complex
integrated [interrelated] sequence of approaches toward one or more goals).
However, the approach would likely be based on established and likely
proven procedures that are fixed and invariant. For example, let us say that
a company has repeatedly employed a complex strategy to diminish the sales
of a competitor in a market of interest to both companies. The strategy
might be primarily aimed at diminishing the reputation of the competitor.
However, such an attack, if not controlled, could drive the competitor out
of the market entirely and generate a complaint to a federal regulatory
agency. To avoid that possibility, the hierarchical integrating manager may
have wisely planned an action that would let the competitor save face and
retain a (smaller) part of the market. However, if the competitor does not
act as expected (e.g., if the opportunity to save face is not used, and, in-
stead, an approach to a regulatory agency is made), our hierarchical inte-
grating manager may be at wit’s end. An alternate strategy to deal with the
competitor was not developed and, consequently, is not available.

In contrast, a flexible integrating manager might have considered a num-
ber of potential outcomes of the earlier action. Strategic options of dealing
with conceivable alternate responses of the competitor would have been
developed and would have been ready as their response became known. For
that matter, actions that could potentially result in unacceptable responses
may not have been taken in the first place, or, at the minimum, would have
been seriously considered in terms of potential risks and consequences.

Regardless of their complexity level, organizational decision makers are
limited by both the number of concepts with which they can deal at one
time and by the quantity of information which they are able to process.
Unfortunately, many organizations and managers believe that decision
makers need all available information to develop useful strategies and to
make optimal decisions. We argue against such a view. Too much infor-
mation results in overload and in subsequent decisions that tend to be sim-
plistic and inflexible (we deal with the effects of load and overload later in
this chapter). Attempting to consider too much information, establishing
too many (especially fixed) goals and generating overly complex (especially
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static) strategies, all at the same time, can result in overplanning, something
that Peters and Waterman have called, in part, the ‘‘paralysis through anal-
ysis’’ syndrome. Obviously, important and relevant information needs to
be considered in strategy development and in decision making. However,
much obtained information is marginally relevant or not relevant at all.
Considering all that information does not allow the time and flexibility to
remain open to continuing changes in a task environment. Everything stops
while that kind of planning proceeds. Rather than developing strategy by
actions that, in part, test the waters, precise and detailed plans may be de-
veloped that are inflexible and founded on a multitude of earlier events,
ignoring information that arrives during the planning process. It is not sur-
prising that this kind of overplanning is soon outdated and ineffective.

Strategy development via flexible integration, by contrast, continues to
be open to novel information. While several steps toward general goals are
considered at the same time, they are open to modification as the process
in which initial planned decisions are tested for effectiveness, followed by
modifications of strategic plans that are again expressed in decisions, and
so forth. Continued openness permits the fluid development of adaptive
planning, decision making, revisions of plans and strategies in response to
decision outcomes (where appropriate), and repeated closure for sequential
decisions at times when those decisions appear to be maximally effective.
While those later decisions may no longer be highly similar to planned de-
cisions, they are part of the overall process that leads from initial plans
toward overall and often (at least initially quite) general goals. To put what
we have said into other terms: Optimal strategy development relies on
continued information flow into an open organizational system that recon-
siders and reintegrates events, strategies, and goals as information char-
acteristics change.

If, in retrospect, an earlier decision turned out to be wrong because it
did not obtain the desired outcome (and, again in retrospect, it became
evident that another decision might have achieved that outcome), a flexible
integrator would consider whether the decision contained errors that might
have been avoided. For example, if important information was available
but not obtained, or if a flagrantly faulty assumption was made, then strat-
egy development and planning activities were indeed poorly performed. If,
on the other hand, a decision was forced on the decision maker at a time
when it would have been better to delay, if uncertainties could not be elim-
inated, or if unknown factors produced an unforeseen event, then the un-
desirable outcome may have provided information that can be useful in a
similar future situation. In other words, the decision was not wrong or a
mistake. Possibly it was a necessary risk, a good try, or one of many ex-
ploratory steps toward achievement of a desired goal.
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Organizational decision making in uncertain environments by necessity
implies risk taking. However wherever possible, one would hope that cal-
culated risk taking will produce high risk-low consequence or low risk-high
consequence decisions. Unless an organization is in a desperate position,
high risk-high consequence decisions would be undesirable. Where risk lev-
els are appropriate for an organization’s goals, temporary setbacks in goal
achievement may be acceptable. Undesirable outcomes can be viewed as a
learning experience for more appropriate (and error-free) subsequent ac-
tions. Where organizational management is flexible and where managers
are cognitively complex, acceptable risk-consequence levels should emerge.
Possible negative consequences of such risky plans and strategies should be
acceptable—and should not result in punishment of the planners and de-
cision makers involved.

Levels of Organizational Strategic Decision Making

Thus far, we have emphasized flexible integration as a decision-making
style in both persons and organizations. However, as discussed in Chapter
4, there are differences in levels of flexible integration. For convenience,
we do not consider all of the levels that could be specified.

At the lower end of organizational strategy development, we might ob-
serve the consideration of several alternatives. For example, organizational
segment A may want to do X and segment B wants to do Y. One is chosen.
If the choice is based on power, chance, or some other nonintegrative proc-
ess, then we are -dealing with unidimensional actions or, at best (if the
alternative dimensionality is understood) with pure differentiation. As sug-
gested earlier, we would consider selection from alternatives to be barely
within the realm of strategy. Nevertheless, differentiation (i.e., understand-
ing of the alternate views, needs, conceptualizations, etc. of diverse orga-
nizational segments) is a necessary precondition for integration. Although
differentiation may aid in achieving higher levels of integration, excessive
differentiation will tend to hinder that process. Too many alternative views
may, in effect, operate like any other load variable (see later): at excessive
levels it may overwhelm the planning process and discourage, diminish, or
even eliminate strategy development.

Development of strategy, from our point of view, begins with integration.
Low levels of planning and strategic development may represent primitive
integrative processes: For example, ‘“Which of the alternatives would likely
produce the best results for the organizations?”’ However, most persons
familiar with organizational decision processes would view such a minimal
integrative approach as insufficient. In various situations that require the
development of strategy, there may be parts of each alternative that can be
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combined toward a more effective strategic plan. Possibly, multiple goals
can be achieved simultaneously or sequentially by interrelating conditions,
actions, and goals. This process of organizational strategy development rep-
resents low-level flexible integration; /ow because planning, although mul-
tidimensional, takes the organization only one or a few steps into the future;
Jlexible because contingent planning and openness to the requirement for
a potential change in plans does exist.

Higher levels of strategic planning are achieved when plans extend be-
yond the immediate step(s) toward subsequent actions (which may or may
not be farther removed in time). Often the advanced stages in this kind of
strategy no longer integrate events, action decisions, and specific antici-
pated outcomes but generate conceptual integrations (contingent, of course)
of anticipated goals or results. Often these anticipated goals are vague and
limited in number. They provide highly flexible overall principles that allow
the organization and reorganizations of events and concepts as they are
developed, explored, maintained, rejected and, finally, interrealted with
each other.

In other words, higher-order integrations involved in strategic planning
permit a second level of integrations that serves to interrelate previously
integrated concepts. To put it in another way: High-level strategic planning
includes multiple contingent plans and actions carried out in sequence, de-
signed to achieve a few, typically interrelated, general goals. It is likely that
a number of alternate strategies leading toward those goals are considered
and applied. These strategies would interact with each other or provide al-
ternatives to each other, in case one or more of these strategies do not work
or do not work well enough. Continuous checking and rechecking of prog-
ress occurs. New information, new integrations of information, decisions
and feedback based on actions and decisions are related to overall general
goals and generate modification or replacement of strategies or strategic
elements. Most of all, the stepwise sequence of actions toward goals is ten-
tatively planned: The further removed an anticipated action may be, either
in time or in terms of actions that must be completed beforehand, the more
the planning will be tentative and conditional and the more the strategies
may be designed to create general conditions rather than specific outcomes.

At the very highest levels of strategic planning, more remote and con-
sequently even more general goals will be evident and will help to control
overall integrative processes governing sequential activities. The higher the
process, the more sequential groupings of potential actions will be included
in a strategic plan. Planning no longer occurs across a limited range in time
and focused on a single set of goals, but will become a truly continuous
process. It may involve reconsideration of previous actions and their out-
comes and the relationship of previous plans to present and future plans.
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It will involve learning from the effects of previous actions in the devel-
opment of current strategies. As distant goals become less distant (i.e., as
they are fewer action-steps removed from achievement), they will become
less general, and strategies designed to achieve them will be more focused
on specific outcomes. In turn, new and, again, more vague subsequent goals,
which can serve as general overall principles that organize subsequent events,
concepts and actions, may emerge.

Establishing higher levels of integration (i.e., integrations of integrated
concepts), allows planners and decision makers to reduce experienced task
and/or information load toward more acceptable levels. As overload is de-
creased (see Chapter 4 and the following section on the environment), re-
spondent actions that would only deal with immediate emergencies are
decreased in frequency. Lack of overload may make tasks more manage-
able. In fact, integrated and strategic actions are likely to increase. Mean-
ingful priorities can be set to complete actions that could reduce load even
further. With more available time, flexibility, useful experimentation, and
meaningful information search can increase. In effect, high-level integrative
efforts in strategy development and decision implementation are self-
serving: They tend to produce situations that make subsequent integrative
efforts more likely. Stated in another way, integrative activity can function
to simplify task demands.

Certainly, some organizational planning can be accomplished at lower
complexity levels. Certain plans can be adequately addressed via differen-
tiation and others may require only low levels of integration. Some par-
ticularly complex multistep strategies may require the highest levels of
integrative effort. Clearly, organizations and their personnel differ in the
degree to which they can (or should) apply complex integrative processes
to strategy development. In some cases, where high levels of integrated
strategy development are attempted, failure may ensue if the integrative
planning fails to be flexible, or where strategies try to deal with multiple
current/or anticipated events without adequately integrating them with ap-
plicable organizational goals. In the latter case, the result is likely confusion
and duplication of effort, resulting in a load level that is prohibitive and
counterproductive. Observation of this problem resulted in admonishment
by Peters and Waterman to keep things simple and to avoid extensive plan-
ning. Where flexible integrative processes are not available during planning,
Peters and Waterman are probably quite right. Keeping things simple (and
flexible), at least allow an organization to respond to current conditions.
However, where integrative processes are available and appropriate, and
where integrative efforts themselves result in a kind of simplification proc-
ess, an organization should be able to respond to current conditions in an
effective manner and should be able to prepare more extensive strategic
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plans to deal with events. Integrative processes, thus, despite their concern
with multiple organizational processes, keep things simple in their own,
unique but effective fashion. We suggest that:

5.15 Effective organizational strategy (similar to individual strategy) in-
volves the process of planning subsequent actions across several steps to-
ward desired (often general) goals. It involves the integration of
differentiated plan components and inclusion of adequate contingencies.
The number of useful steps and the specificity of steps in the planning proc-
ess is, in part, determined by the experienced and anticipated degree of
uncertainty about the environment’s response to each of the sequential as-
pects of the strategic plan.

5.16 Mismatches in strategic thinking among responsible personnel can
lead to a lack of overall strategy and to rigidity of organizational actions.

5.17  The level of strategy development is limited by the capacity for in-
tegration of individual managers and by the apparent limits in the concep-
tual functioning of the human central nervous system. Where more than
seven (plus or minus two) items must be simultaneously considered and
integrated (related, compared, etc.) at the same time, errors of omission or
integration error may occur and may, to some extent, flaw the resulting
strategy.

5.18 Complex but fixed planning (e.g., that based on mathematical de-
cision theory) is likely to fail when unforeseen events occur. Optimal or-
ganizational strategic efforts would employ a moderate number of flexible
integrated steps with contingencies toward one or more potentially flexible
goals. The appropriate level of flexible stepwise integration would increase
with the complexity of task and task environment, but would likely decrease
with increasing fluidity and uncertainty.

5.19 Cognitively less complex managers who function in structurally uni-
dimensional fashion may conceive of strategy as the fixed application of
a given principle to a specific problem. Managers who employ structurally
differentiated styles typically employ a pragmatic (one-at-a-time solutions)
approach. Managers who are flexible integrators tend to plan across several
steps toward a goal, keeping alternative steps in mind as contingencies.

5.20 Organizations that are characterized by flexible integrative strategic
planning may view a moderate number of (subsequently identified) mis-
takes in strategic planning as outcomes of reasonable risk taking and as
sources of information for future plans. In contrast, organizations where
planning tends to be based on unidimensional considerations may not tol-
erate mistakes and may punish or fire managers who are deemed respon-
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sible. As a result, such organizations may not process sufficient
environmental feedback and may not adapt successfully to changes in their
environment.

5.21 While differentiation is a necessary but insufficient condition for in-
tegration, and while moderate increases in differentiation beyond the min-
imum may be of aid to interactive processes, excessive differentiation may
diminish potential levels of integration and strategy development.

5.22 True strategy development is not possible without integration.

5.23 Low levels of strategy development are limited to a single or very few
sequential steps toward goal(s).

5.24 More advanced levels of strategy development imply the develop-
ment of tentative and contingent sets of potential goal-directed actions in
more extensive sequences, leading toward general goals. The further re-
moved in terms of steps and feedback an action is from the present, the
more tentative and contingent the planning must be. Strategies will, by ne-
cessity, have to be less precise and goals more general the farther (in steps
to completion) they are removed from the present.

5.25 Strategy development requires consideration and reconsideration of
current and potential events, conditions, and outcomes. To avoid the in-
Jformation overload that may be associated with this process, integrative
efforts that transform these events, et cetera, into composites will effec-
tively lighten the load, allowing strategy building via higher-level integra-
tions of previously integrated concepts.

5.26 Where integrative processing in strategy development is not available
or appropriate, a consideration of multiple events, et cetera, will likely gen-
erate information overload and will likely have detrimental consequences.
Calls for keeping planning simple and free from excess informational bag-
gage have arisen from the observation of lacking or inappropriate integra-
tive processes.

Experimentation

So far we have considered mistakes as a necessary evil in the pursuit of
complex strategy—yet something to be avoided, where possible. Mistakes
can be errors in integrative planning, often based on uncertainties that re-
main as a decision is made (i.e., uncertainties that could not be eliminated
prior to decision making). To the degree possible, managers will eliminate
uncertainties before a decision must be made. However, there are times and
situations where uncertainties predominate, where the novelty of the task
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is encompassing, where information cannot be easily obtained. Such situ-
ations, for example, may be ideal for experimentation. Experimentation
effectively invites error, but it also invites necessary information feedback.
Sometimes it may even be necessary to behave in ways that appear (to the
outside observer) to have no rationale (see March, 1980) in order to develop
a rationale for future action. Experimentation is—and often must be—a
necessary tool of flexible integrative strategy. Sooner or later—and some-
times much later—experimentation can point the way toward needed so-
lutions. Of course, experimentation as a component of strategy should not,
under normal conditions, be used in situations where high risk is combined
with potentially high levels of negative consequences.

Many organizations, unfortunately, restrict, or even abhor experimen-
tation. Often an organization permits only those actions that can be viewed
as maximally correct. Experimentation is nearly antithetical to the structure
of such organizations. Acceptance of experimentation by an organization,
on the other hand, may be generated by more fluidity in the organizational
structure, or by integrative processes that call for assumptions and infor-
mation, where tentative decisions need to be made in the face of uncer-
tainty. Permitting experimentation within an organization has some
similarity to permitting creativity to flourish in some corners of an orga-
nization (we return to the concept of organizational creativity).

We suggest that

5.27 Where uncertainty is considerable, and risks of negative conse-
quences are not excessive, experimentation can provide information that
may aid in the development of organizational strategy.

The Negative Side of Strategy

We have previously discussed various problems that limit strategic action,
such as different cognitive complexity levels among managers or among
organizational subunits (domains), inertia (habitual action tendencies), and
more. Whatever the reason that an organization is not developing strategy
or adequate strategy might be, the concept strategy is typically attractive to
management. Managers feel that being strategic is a positive attribute. As
a consequence, managers often wish to develop strategies for their orga-
nizations.

However, strategy development for its own sake can be counterproduc-
tive. We have already mentioned the fact that S-year plans are often of
marginal use, due, primarily, to their inflexibility. In addition, situations
exist where strategies may be inappropriate when first conceived because
they were developed in a vacuum, because they were based on faulty as-
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sumptions or, simply, because enough useful information to develop strat-
egy was unavailable. Unfortunately, organizational strategy development
has often taken the place of experimentation, although experimentation, as
a first step, may have provided information at a more rapid rate and at a
lower cost.

Another typical hindrance to successful (appropriate) strategy develop-
ment involves fixed inflexible planning across too many steps in uncertain
environments. The greater the environmental uncertainty, the fewer precise
sequential steps can be meaningfully incorporated into a strategic plan, and
the more alternative and flexible contingencies for subsequent steps must
be included. For example, although Jaques (1984) discusses organizational
planning across decades, the utility of achieved plans would probably be
marginal if events in the first few years could not be predicted with suffi-
cient accuracy. As we have stated previously, quality of strategic planning
is, in part, a function of the number of steps in a plan, not a function of
the absolute amount of time involved. It is then not surprising that some
writers have rejected the idea of strategy and have argued for keeping things
simple (e.g., Peters & Waterman, 1982). We would like to modify their ad-
monishments:

5.28 Strategy development may be of little benefit (1) if it is inflexible,
(2) where, based on current conditions, it extends over too many steps, (3)
where too few contingent and flexible alternative actions under conditions
of excessive uncertainty are considered, or (4) where strategy development
occurs in a vacuum-that is, remaining apart from sensitivity to continuous
information flow.

Organizational Creativity

We have discussed mistakes and experimentation in organizational set-
tings. Some acceptance of mistakes as an aspect of strategy development
and acceptance of experimentation as a means to obtain needed informa-
tion, can move organizations a good distance toward fostering organiza-
tional creativity. In dealing with the creative individual, we have emphasized
that the novel and remote views or actions of an individual may be inte-
grated with components of an organizational setting and with task de-
mands. Creative thoughts that are useful for an organization emerge from
individuals with these novel and remote views, from individuals who relate
these views to organizational events, to the functional parts of the orga-
nization, and to the organization’s needs. Creativity is not an everyday oc-
currence. Creative thinking typically requires time, freedom from demands,
and then more time. Creative attempts engender mistakes as well as per-
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fectly good ideas and products that—initially—may not even seem to work.
An organization that fosters creativity is, therefore, an organization that
is, to some extent, tolerant and patient.

Most people are—probably fortunately—not creative. Few organizations
would be able to have the tolerance to allow large numbers of employees
adequate time and resources to engage in lengthy creative efforts. If an
organization did, its resources would soon be exhausted. Some organiza-
tions set up internal think tanks and laboratories, where presumably cre-
ative individuals are encouraged to develop ideas, products, services, or
concepts. Sometimes they do. However, there are many other employees in
other parts of these organizations who are not expected to be creative. It
is quite possible that some of these individuals may have a useful
idea—and/or even the skills to develop and test that idea. Successful or-
ganizations take advantage of such abilities: Their tolerance and patience
allows the creative individual his or her niche for some time to develop the
promising idea—without threat of punishment if the idea is not useful. Most
ideas do not work. However, many that could work and might be profitable
are never seriously considered because the organizational structure does not
have a place for the potentially creative genius—or for the average em-
ployee with a once-in-a-lifetime idea.

Creative products and solutions to organizational problems are defined
as creative because they operate in new and unexpected fashion. One might
say that they violate previous assumptions or conceptualizations. Organi-
zations (especially those that are restricted by inertia) find it difficult to
cope with the unexpected. While they may not object to the end product
of creativity (particularly if it is a marketable product), they may experience
considerable difficulty in dealing with the procedures necessary to develop
such a product. Peters and Waterman have discussed the existence of cham-
pions in organizations where the creative individual is protected by others
who are sufficiently powerful. Including the champion process is one means
of fostering creativity in less flexible organizations. However, in the more
flexible informal and structurally integrated organizations, a creative indi-
vidual can typically obtain a niche, at least part of the time, without fear
of the punishment that he or she would experience in more rigidly struc-
tured unidimensional organizational settings.

5.29 Structurally unidimensional organizations tend to punish creative ef-
forts as inappropriate and unproductive.

5.30 Support for organizational creativity requires that creative individ-
uals be provided time, freedom from demands, resources, and freedom from
the threat of punishment in case of failure.

5.31 Cereativity is more typically found in structurally less formal, more
highly integrated and generally more tolerant organizations.
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ORGANIZATIONAL FUNCTIONING
AND THE ENVIRONMENT

Two aspects of the environment affect organizational functioning: the
world inside the organization and the world outside of the organization.
For simplicity’s sake, let us consider the effects of information load within
these environments on organizational performance. We deal first with load
engendered by the organization’s internal characteristics and functioning.
Later, we turn to external load effects.

Internal Organizational Environments

We have suggested that individuals in organizations are necessarily lim-
ited in their unique information-processing capacity. Limitations applicable
to individuals also apply to groups and organizations. The quantity
(amount) of internally determined information load per unit of time with
which an organization and its personnel must deal is, of course, in large
part a function of the information-processing characteristics of the orga-
nization. If we consider how different organizations are structured, we may
see that equivalent decision makers in various organizations often deal with
quite different kinds of information and, of course, quite different quan-
tities of information per unit of time. The more complex the organizational
structure, and the greater the number of diverse task demands at ary given
point, the more overload may occur. In other words, excessive organiza-
tional complexity can itself be quite detrimental to overall organizational
performance.

One might therefore suggest that it would be preferable to keep things
simple. Would it be? The observations of Peters and Waterman on this
point are quite appropriate: They have noted that excessively complicated
organizational structures are not useful. However, simplification to the ex-
treme can be just as disastrous. At the extreme it would lead us back toward
the problems observed in many family owned and operated companies: too
little diversity of opinion, too much work for and too much control by the
central decision maker; making all the decisions without much input from
others is quite an overloading task for any one person (or even a very few
persons). We would argue that it is important to keep the organizational
structure simple, but not too simple.

Indeed, it is necessary to vigorously avoid formal or informal organi-
zational structures that foster overload, which, in turn, would generate re-
spondent rather than integrative decision making. As suggested, overload
could be generated both by excessively complex and by excessively simple
structuring of the organization. Yet, one can move too far into the opposite
direction as well. The receipt of too little information (i.e., information
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deprivation) should be avoided as well. With too-limited information re-
sources, with limited scanning or openness and with restricted information
search, decision makers and the organizations in which they function may
become ineffective as well.

Ideally, the expected information level should be matched (via consid-
eration of an organization’s optimal information-processing capacity) with
organizational structure. Indeed, very large organizational staffs at multiple
levels often produce confusion, conflict, and lack of communication. Ex-
cellent organizations, by contrast, tend to create systems of a size that per-
mit differentation and integration to occur (i.e., they generate a level of
organizational complexity that is manageable). Often the number of de-
partments is large enough to clearly differentiate functions, but small
enough to maintain an integrated overview of their interactions. The num-
ber of senior-level personnel in excellent organizations is limited so that
communication among that group is not overly complicated. Yet, enough
senior-level persons exist to generate diverse (and potentially integrated)
points of view. Enough general goals exist to permit adaptive dealing with
events, but the number is small enough to prevent chaos.

Size and diversification of organizational elements in excellent organi-
zations are not simplistic as Peters and Waterman have suggested. Rather,
we would say that size and diversification should be optimal. Optimal means
that the organization is differentiated and integrated to the point where
management personnel can maintain an overview of the organization, of
its functions, and of the key personnel in these functions. Optimal also
implies that the structural characteristics of an organization are matched
to the structural complexity of relevant personnel in that organization. Op-
timal means that information flow is controlled so that relevant informa-
tion is available, but not overloading (see the next section). Finally, optimal
means that the seven-plus-or-minus-two items-of-information rule per unit
of time is not widely violated. In other words, the degree to which opti-
mality is present reflects (with the exception of external environment ef-
fects) the extent to which information-processing activity is sufficiently
under the control of the organization.

External Environments

Relevant information that impinges on an organization from the outside
varies, of course, in terms of quality and quantity. External load cannot be
entirely controlled. To some degree, internal search and scanning can add
to information where load is suboptimal (particularly, where relevant in-
formation is insufficient and considerable uncertainty exists). To some ex-
tent, elimination of some information from consideration can reduce
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external load to an acceptable level—but at the potential cost of losing im-
portant information. In other words, merely adding or subtracting infor-
mation to achieve optimal levels is not necessarily appropriate.

Before we can consider how load optimality can be achieved, let us take
another look at the concept of optimality. We have previously stated that
organizations are people. People process information for organizations. We
have emphasized that the processing limits of individuals and interacting
groups are restricted by the limits of the human central nervous system.
How, then, can information flow into and through the organization be op-
timized?

In some cases, of course, it cannot. Where, for example, an organization
is suddenly faced with an unfriendly take-over attempt, it may be virtually
impossible to reduce load levels. In such a crisis, multiple events must be
immediately considered and immediate responses must be generated. Su-
perior strategy, under these conditions, may not emerge. Stress, where it is
serious in nature, is not a good precondition for strategic integration. One
would hope that the resulting respondent decision making will be suffi-
ciently effective to avert the immediate crisis.

Under more normal conditions, however, means can be developed to re-
duce load effects. We have already discussed the simplifying effects of se-
quential integrations where, initially, too many items had to be considered.
Such sequential integrations can be separated across the structure of an
organization.

Figure 5.1 shows examples of three different information flow patterns
through two segments of an organization. In the first example, (Pattern A),
all information is demanded and processed at the higher of the two seg-
ments. Even if optimal information levels (e.g., 7 plus or minus 2 items)
would flow into each of the three lower-level organizational segments and
then would be forwarded to the higher segment, that higher segment would
have to process 21 plus or minus 6 items—a distinct overload if all items
are considered at the same time.

In the second example (Pattern B), preintegrations occur at the lower
segments, reducing information flow from each lower level to two or three
integrations, which are then forwarded to the next higher level. Where these
forwarded information items indeed represent integrations (and not merely
distorted or selected items of information) the higher organizational seg-
ment may receive an optimal load level, permitting integrative activities at
that level. Nevertheless, at least one problem remains. We have already dis-
cussed potential integration error. Some information received at each lower
organizational segment may have been overlapping and relevant to more
than one of the lower level segments of the organization. Differential in-
tegrations by these lower segments may have used that information in di-
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FIGURE5.1.  Effects of information flow on load and decision making through organiza-
tional segments.

verse and inconsistent ways, something that may not become evident when
integrated views are presented to higher organizational segments. For that
matter, even nonoverlapping information items may produce lower segment
integrations that are incompatible with the needs and requirements of other
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segments and may, consequently, diminish the effectiveness of overall or-
ganizational functioning.

A third information flow pattern (Pattern C) allows communication
among lower-level segments prior to integration. Although this pattern may
serve to diminish integration error, it may have the disadvantage of increas-
ing information load for lower organizational segments—an increase that
could be detrimental where load is already too high. However, this infor-
mation flow pattern has the advantage of encouraging overlapping and in-
terrelated integrative activity across segments, forwarding more generally
relevant integrations to higher organizational segments. To the extent to
which load at any point in an organization’s information flow structure
becomes excessive, sequential processing of information at that level be-
comes necessary, again permitting possible integration errors. Communi-
cation across segments may, to some extent (where there are common
interests, activities, etc.) aid in diminishing that possibility.

We would propose:

5.32 Load is meaningful only when considered in terms of the unit of time
to which it is applied. Load within organizational units is, in some part, a
function of an organization’s information-processing structures. Exces-
sively complex organizational structure (both in terms of the levels of an
organization and in terms of the number of relevant personnel) is likely to
result in overload and may decrease potential integrative processing of in-
formation.

5.33  Excessively simple organizational structures (in terms of the number
of levels in an organization and/or the number of relevant personnel), may
generate insufficient quantities of relevant information and consequent un-
derload, or may generate overload where excessive quantities of informa-
tion must be handled by too few persons or organizational segments. In
either case, lack of integrative activity may result. Appropriate levels of
organizational integrative functioning are typically maintained at structur-
ally optimal (i.e., intermediate) levels of organizational information proc-
essing.

5.34 Where large quantities of relevant information are fowarded by
lower organizational segments to higher segments, the higher segments may
experience overload and may be prevented from integrative functioning.

5.35 Where information received by lower-level segments within an or-
ganization is integrated into higher-order concepts before it is transmitted
to higher-level segments, load at higher levels will be reduced, and inte-
grated information-processing activity at those levels will be facilitated.
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5.36 Where integrations by lower-level segments are made without com-
munications among segments, communications transmitted to higher levels
may contain integration errors that may not become evident at those levels.
Communication prior to integration among lower-level segments may di-
minish such an effect but may increase the load experienced by the lower-
level segments.

5.37 When information load received by an organization is temporarily
or permanently low, less information should be filtered or preintegrated at
lower organizational levels so that optimal loads can be maintained at higher
levels.

Reducing Load Effects

Where it is impossible to reduce load toward more optimal levels, pro-
cedures must be developed that aid decision makers in dealing with overload
conditions. It is probably impossible to learn to handle excessive load levels
adequately. In other words, the solution to overload must be found in meth-
ods of reducing effective load. We have already spoken about the decrease
in load impact via filtering procedures and via higher-level integrative proc-
esses. Although we did not specifically emphasize its impact on load, we
have at least suggested that the existence of general overall goals can permit
greater ease of integration, which, again, may serve to reduce load effects.
Another means of reducing load is sharing it. While any group of persons
who jointly (interactively) deal with a problem or task are, if anything,
increasing the effects of load as they interact with each other, a division of
the task among various persons (who, for some part of the time, function
coactively, i.e., separately or in smaller subgroups) may decrease load ef-
fects. However, integration error may occur when the integrations resulting
from efforts of the various individuals or groups are combined.

Finally, another method of reducing load is achieved by ignoring some
of the incoming information. Where such information is of importance,
discarding it can have serious consequences. However, frequently much of
the information reaching organizations is, in fact, redundant. It can be
sorted by trained personnel even before it reaches a potentially overloaded
group of decision makers. However, it is important that novel, unusual or
inconsistent information is not eliminated in that process. Information that
brings astonishment to a recipient suggests that something has changed,
something has not been previously considered or that previously established
integrative conceptualizations are at least partially inapplicable, incorrect,
or incomplete.

The astute decision maker neither ignores nor discards inconsistent in-
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formation as faulty, nor attempts to change its meaning to fit previous con-
ceptualizations. It is this kind of information that provides an opportunity
for reintegration (i.e., for readjustment of the organization and its man-
agement to potentially changed conditions). It is the response to novel or
inconsistent information that most often distinguishes organizations that
are adaptive from those that have become subject to inertia. Inconsistent
information, even in the presence of overload, may require appropriate
search activities to confirm or refute the viability of reconceptualizations,
of rethought strategies and of newly discovered opportunities and goals.

Another look at the computer as an aid to decision makers may be in
order. We have previously stated our objection to rational computer-based
models as a replacement for the manager. Nonetheless, the computer can
be of help. Well-designed and extensively tested software progams can aid
in the assembly and organization of expected information. They can be
useful for making decisions about simple problems where the potential in-
terrelationships among incoming items of information and their outcome
implications are fixed and known. However, as managerial problems be-
come more complex and as uncertainty increases, the usefulness of com-
puters and computer models diminishes.

Consider, for the moment, a situation where a standard manageria! pro-
cedure to deal with a recurring problem was developed. A current event is
mismatched with the assumption underlying the rational model that pro-
vided the basis for the established preintegrated procedure. This is a situ-
ation where an intuition (i.e., a reintegration) is required. In this kind of
situation, the rational model on which the computer bases its decision proc-
esses can continue to be helpful, if the model not only generates proposed
decision outcome(s) but also shows how and why concurrent information
does not match the model and the program-generated outcome.!! Such a
procedure would serve to highlight the inconsistent information, potentially
aiding necessary adaptive processes. In addition, it may serve to reduce the
load of dealing with some of the information that might be redundant (as
long as that information need not be considered in a reintegration that has
become necessary with the inconsistency of some current events).

Where decision tasks become even more undefined, where multiple nov-
elty and high levels of uncertainty are present, and where exploration and
experimentation would likely be more appropriate than a (partial) appli-
cation of preintegrated views or concepts, computer models cease to be of

""Communication from the computer to the manager should not be excessively complex
and, in effect, overloading. Unfortunately, many software systems that are inappropriate are
used and some that are appropriate are not used by managers, because the manager does not
understand the process on which computer solutions are based.
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value. With less-complex decision problems, however, the aid of computers
is of some value, if managers do not rely entirely on the computer pro-
gram’s integrative efforts. Even the best computer programs are based on
hierearchical integration. If not checked, they may support organizational
inertia. Where managers would depend entirely or even primarily on com-
puters in arriving at complex decisions (i.e., where they would not recon-
sider whether the program’s integrative processes are sufficiently
appropriate), computer assistance in complex decision making may become
a hindrance rather than a help (see also, Keen and Scott-Morton, 1978).



The Measurement of Differentiative
and Integrative Complexity

In the preceding two chapters, we have discussed various aspects of com-
plexity theory. We have been concerned with differences among individuals
and differences among organizations. We have emphasized differentiation
and integration as structural processes underlying both the acquisition and
the utilization of information and its sequels, such as decision making, cre-
ativity, and leadership. Where differences in cognitive complexity among
persons, or where differences in information processing complexity among
organizations exist, they should be subject to measurement. In this chapter,
we discuss structural measures for which reliability and validity have been
previously established. In addition, we spend some time on measures that
appear promising but are still under development. Again, we proceed by
dealing first with efforts to measure differences among individuals. It is in
this area where most empirical efforts at complexity measurement have been
reported. Subsequently, we discuss the measurement of organizational com-
plexity—an area where we report more on developmental than on estab-
lished efforts.

141
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MEASURING INDIVIDUAL DIFFERENCES
IN COGNITIVE COMPLEXITY

Early theorists who were concerned with cognitive complexity tended to
develop and employ measurement techniques that were primarily concerned
with social perception. That orientation is not surprising: Complexity the-
ory itself was thought to describe only how people differentiate information
about others. For example, the Role Concept Repertoire (REP) Test of Kelly
(1955) was extensively used and modified by complexity researchers. In all
of its versions, the test provides a grid where a number of persons are listed
vertically and descriptive characteristics (e.g., adjectives) are listed hori-
zontally. Names (or role descriptions) and adjectives can be provided by the
researcher or may be generated by the subject. The subject is asked to mark
positive associations between persons and descriptors (at least two) and neg-
ative associations between the same descriptor and at least one other per-
son. The grid is evaluated (scored) for inconsistency in the placement of
the same persons among descriptors. For example, if mother and father are
both viewed positively and the boss is viewed negatively on the descriptor
“‘nice,” but mother and the boss are viewed as competent while father is not,
then an inconsistency exists. Inconsistencies are viewed as indicants of dif-
ferentiation. The more inconsistencies are obtained, the higher the differ-
entiation score.

The application of REP-related techniques to specifically interpersonal
judgments has typically maintained that approach within perceptual social
domains. The fact that inconsistencies are scored focuses measurement on
differentiation only. For that matter, REP-based techniques often confound
integration and absence of complexity: if obtained judgments abut persons
in the REP grid already reflect integrations, low (differentiative) complexity
scores are obtained.

Streufert and Streufert (1978) have provided an extensive review of mea-
surement techniques that focus on social perception, including efforts by
Bieri (e.g., 1955) and associates, Crockett (e.g., 1965) and associates, Za-
jonc (1960) and others. Their work and measurement methodologies are
discussed in that volume in detail. A repetition of that review in this context
appears unnecessary. The interested reader is referred to Streufert and
Streufert (1978) and to the original sources, e.g., Bieri (1955); Zajonc (1960).

The primary focus of this chapter is on measurement techniques that ad-
dress both differentiation and integration. However, even in this category
we omit some measurement systems. Where a measurement system or the-
ory appears unrelated either to flexible integration or to organizational
process, it is not considered. For example, the efforts of Scott and asso-
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ciates (e.g., Scott, 1962, 1963, 1969, 1974; Scott, Osgood, and Peterson,
1979) and of Wyer (e.g., Wyer, 1964) have addressed both integration and
differentiation on the basis of the H statistic, i.e., a measure of uncertainty
reduction (see Streufert & Streufert, 1978).

In our view, their measures are not appropriate for the assessment of
flexible integrative activity, primarily because reduction of uncertainty on
any given dimension (via some form and quantity of information) may well
increase uncertainty on one or more other dimensions. Only where dimen-
sions remain independent of each other, or where reduction of uncertainty
on one dimension also implies uncertainty reduction on other dimensions,
will use of the H statistic be appropriate (e.g., in hierarchically organized
environments). Our interest, however, is not in hierarchical integration
alone. In fact, we have viewed adequate managerial functioning in orga-
nizations as based primarily on flexible integrative processes. For this rea-
son we do not devote extensive discussion to uncertainty-based measurement
techniques. We begin our consideration of complexity measurement with
subjective assessments of cognitive complexity that are sensitive to flexible
information.

Subjective Measures

SENTENCE (PARAGRAPH) COMPLETION

The first widely used measure of differentiation and flexible integration
was the Sentence Completion Test, developed by Schroder and Streufert
(1962) (see also Schroder, Driver, and Streufert, 1967), later, by some au-
thors, renamed the Paragraph Completion Test.

The technique emerged from earlier work of Harvey, Hunt, and Schroder
(1961) on four systems of personality structure. In its initial forms, the ap-
proach was similar to Harvey’s ‘‘This I Believe”’ technique (e.g., Harvey,
Reich, and Wyer, 1968). The Sentence Completion Test is subjective. Re-
spondents complete a number of sentence stems (such as “When I am crit-
icized . . . ”’) and then generate additional sentences on the same topic.
Time allowed for completion of each response and instructions to subjects
have varied with sample characteristics. Trained scorers (with interrater re-
liabilities of .9 or better) assess the presence and level of structural differ-
entiative or integrative processes evident in the response paragraphs.
Training to become proficient (high interrater reliability) in scoring the sen-
tence completion method takes several days.

Based on unpublished work of Driver and Streufert, Streufert and Streu-
fert, 1978, modified the stems of the Sentence Completion Test to match
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the previously discussed two-by-two matrix of cognitive areas containing
perceptual-social, perceptual-nonsocial, executive-social, and executive-
nonsocial domains. As presently used, the Sentence Completion Test con-
tains, at the minimum, the following stems (each provided to respondents on
a separate page):

When I am criticized . . . .
When I am not sure what decision I should make . . . .

When two of my friends have a difference of opinion and I am supposed to
resolve the conflict . . . .

When I don’t know how to interpret a situation . . . .

When someone tells me that I have a characteristic that I knew nothing about

When there are several decisions I could make and all of them have some, but
different advantages . . . .

It seems to me that problems come about because . . . .

When I don’t know whether I should follow the suggestions made by
a friend . . . .

Two of these stems fall into each of the aforementioned four cells. Addi-
tional stems may be added to match the particular characteristics of any
sample of interest. The test is usually begun with an additional starter item
that is designed to generate particular interest in an appropriate subject
population. For example, the stem ‘‘Parents . . . >’ has often been used for
high school students and the stem ‘“When people who are only looking out
for themselves interfere with what I am trying to do . . . ’’ has often been
used for adult populations.

While responses to these stems may also be used to yield clinical infor-
mation (e.g., degrees of hostility), scoring for complexity is accomplished
only in terms of structural characteristics. Let us consider the stem, ‘““When
I am criticized . . . ,”’ as an example. Two responses that differ in content
but are both low in cognitive complexity (i.e., unidimensional in structure)
might be: (1) ““When I am criticized I am usually wrong. I appreciate crit-
icism because I learn from it. Most of the time people who criticize me have
my welfare in mind. Particularly when the criticism comes from an au-
thority I will change my ways,”” and (2) “When I am criticized I usually
get very angry. I don’t do or say anything unless I know what I am doing
or saying. They have no right to be critical and I tell them so. Most of the
time they are just jealous.”

An example of a differentiated response is: ‘“When I am criticized, it
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typically means that the other person has a different way of thinking than
I do. Maybe he grew up in a different environment and learned to think
differently. Probably his way of thinking is okay—but so is mine. Most of
the time I ignore that criticism.”’

A low-level integrated response might sound like this: ‘““When someone
criticizes me I listen carefully. I don’t necessarily agree with all that person
may say but there are parts of those views that may be relevant to what I
am doing or thinking. Sometimes I combine some of their views with mine.”’

The Sentence Completion Test is often scored on a 7-point scale. A score
of 1 implies absence of differentiation-integration and a score of 3 indicates
differentiation. Low-level integration is indicated by a score of 5, and high-
level integration by a score of 7. Intermediate values indicate a midpoint
between the uneven numbers (e.g., someone scoring 2 would be described
as having indicated some capacity to differentiate, although not at an ad-
vanced or even effective level). With extensive training of scorers, addi-
tional discriminations among structural levels are possible, expanding the
7-point scoring range to 19 values.

Test-retest reliability of the Sentence Completion Test is relatively high,
varying from .6 to .95 in various studies. Considerable validity data have
been provided via highly significant predictions of various perceptual and
performance characteristics (see the next chapter). Cognitive complexity as
scored via the Sentence Completion Test does not correlate meaningfully
with other structure- or content-based measures. The highest correlations
obtained have been with the structurally based construct of focusing-
scanning (.2 to .3 correlations with scanning), with the partially structural
construct of dogmatism (Rokeach, 1960) at an average level of —.25 and
with authoritarianism as measured by the original F test (Adorno, Frenkel-
Brunswick, Levinson, and Sanford, 1950) at a level of —.15 to —.2. All
other observed correlations, including the relationship with field indepen-
dence (Witkin, Dyk, Faterson, Goodenough, and Karp, 1962) have re-
mained below +.10.

The Sentence Completion Test has some distinct disadvantages. First, it
is subjective in nature. As a consequence, one can expect that approxi-
mately 5 to 10% of the obtained responses may be unscorable. Further,
instructions must be varied, and often pretested, to match relevant target
populations. Scorers must be trained extensively. Not all potential scorers
are able to achieve an interrater reliability criterion of .9 or better. Most of
all, however, the test is relatively general and does not focus extensively
enough on any one cognitive domain. In other words, the Sentence Com-
pletion Test represents a general measure of a person’s cognitive complexity,
but it provides less information about specific complexity characteristics
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that may be applicable to specific domains, tasks, or environmental set-
tings.

When responses to various stems of the Sentence Completion Test are
correlated, relationships in the range of r = +.8 to +.95 are typical, if
based on the identical cell of the two by two matrix discussed earlier. Re-
sponses to stems from related cells (e.g., perceptual social versus perceptual
nonsocial) tend to correlate in the .6 to .9 range, while correlations from
unrelated cells (e.g., perceptual social versus nonsocial decision making)
may be as low as .4 or as high as .85. Such wide discrepancies among cor-
relations for responses to the stems are expected (see the theoretical dis-
cussions about differences in cognitive complexity levels across domains in
Chapter 4).

To obtain an estimate of a person’s general capacity to differentiate or
integrate, the two highest scores obtained on stems of the Sentence Com-
pletion Test are often averaged. Where it is important to distinguish among
cells or domains, the two (or more) scores obtained for stems located within
the same cell are averaged to provide a preliminary estimate of cell-specific
complexity.

IMPRESSION FORMATION

A less frequently used test of perceptual social differentiation and inte-
gration is based on the impression formation task of Asch (1946). In this
task, the subject is asked to write a description of a person who has three
characteristics (e.g., ‘‘intelligent, industrious, impulsive’’). Instructions and
time allowed to complete the description (as in the Sentence Completion
Test) can be varied to be compatible with population characteristics. Next,
the subject is asked to describe another person. This person may be ‘‘crit-
ical, stubborn, and envious.”” (A number of additional sets of adjectives
are available as alternatives; see Streufert and Driver, 1967.) Finally, the
subject is asked to describe a third person, to whom all six adjectives apply
(i.e., ““intelligent, industrious, impulsive, critical, stubborn, and envious’’).

Scoring of the Impression Formation Test is also based on evidence of
differentiation and integration in the response sentences. The restriction
discussed for the Sentence Completion Test applies here as well—that is,
not all persons can be trained to become proficient scorers. Scoring, as for
the Sentence Completion Test, proceeds on a 7- or 19-point scale. Denial
of the simultaneous applicability of all six adjectives to a single person is
considered evidence of low levels of cognitive complexity. Less cognitively
complex persons often form a positive judgment when presented with the
first three adjectives. The second set of adjectives (i.e., critical, stubborn,
and envious) would tend to generate negative evaluation. An individual who
has formed such positive and negative views would find it very difficult to
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conceive that a single person could be both good and bad. The resulting
response may be a denial of the coexistence of all six descriptors.

Differentiators generally have few problems with the simultaneous ap-
plication of apparently different characteristics. A differentiated impres-
sion formation response may, for example, appear as follows: ¢‘This person
is a good worker who makes quick decisions and everyone at work likes
him. But when he comes home to his wife and children he can be very
nasty.”” The positive and negative characteristics were applied but relegated
to different time and space.

The integrator has no problem at all with the apparently conflicting im-
plications of the descriptions and can assign them to a live person located
within a single time and space. An integrated response might be: ‘‘Such a
person makes quick decisions. They are usually quality decisions because
she is bright and has gained much experience. She is critical of those who
work for her because she is jealous of her superiors because she wants to
advance quickly—a goal which she pursues relentlessly and with great ef-
fort.”” (Note that all six adjectives are reflected in this statement.)

Test-retest reliabilities for the various sets of six adjectives vary from .72
to .92 and correlations among the groups of adjectives vary from .65 to
.84. Correlations of the adjective groups with overall sentence completion
scores vary from .41 to .60. However, when impression formation responses
are correlated with perceptual social stems of the Sentence Completion Test,
correlations are as high as .88 (see Streufert and Driver, 1967).

We have provided a number of response examples for both the Sentence
Completion Test and the Impression Formation Test. The reader may have
noticed that some of the examples that represent cognitively complex (i.e.,
integrated) responses were no longer than those scored as less complex. That
bias was introduced by us: We decided to cut responses to the minimum
essential statements that were required for optimal communication of the
responses characteristic to the reader. Length of verbal responses from dif-
ferent individuals can vary considerably. Nonetheless, cognitive complexity,
as measured by either of these tests, is uncorrelated with verbal fluency. It
is also uncorrelated with intelligence measures, as long as IQ scores are
primarily in a range between 95 and 160+ (Streufert and Streufert, 1978).
Positive correlations between cognitive complexity and intelligence are,
however, obtained when the tested population ranges below 95 on the IQ
measures. Jaques (personal communication) has suggested that persons with
low IQ levels tend to express their differentiative and/or integrative style,
where it is present, in terms of object rather than in terms of concept re-
lationships. Existing measures of cognitive complexity are, however, not
sensitive to object differentiation or integration. Rather they specifically
focus on information processing via cognitive concepts.
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Objective Measures

A number of researchers have attempted to develop objective measure-
ment systems where complexity need not be inferred from written text but
can be scored directly from objective responses. Considerable difficulty has
been encountered in the development of such measures. The problem faced
by test developers is difficult to surmount: People generally do not think
about the way they process information and consequently find it difficult
to respond meaningfully to questions about their own capacity to differ-
entiate and/or integrate. In response to direct questions about their infor-
mation-processing style, individuals tend to respond in a socially desirable
fashion, simply because it sounds good to be cognitively complex. In ad-
dition, less-complex persons do not realize that they actually employ a sin-
gle (or very few) dimensions when they process information (as discussed
earlier in the football player example) because they tend to assign diverse
labels to dimensional characteristics that are, in fact, highly correlated.

To measure differentiation and integration, one must base one’s conclu-
sions on inference or one must observe performance. At least one attempt
has been made to develop an objective inferential measure of cognitive com-
plexity. The (unpublished) Complexity Self-Description Test (C X SD) was
initially developed by Driver and Streufert in the 1960s and has been revised
by Streufert and Streufert in the 1980s. The test consists of scaled questions
about a person’s typical mode of dealing with diverse kinds of information.
The preliminary factor structure of the revised test appears to classify per-
sons who neither differentiate nor integrate, two kinds of differentiators,
low-level integrators, and high-level integrators. However, the relationships
of these factors to scores on the Sentence Completion Test are low, and
factor prediction of strategic performance in several relevant tasks is at pres-
ent marginal. Continued efforts to improve this measure are in progress.

MULTIDIMENSIONAL SCALING

Driver (1962) and subsequent researchers have applied multidimensional
scaling (MDS) techniques to measure differentiative complexity. For this
purpose, approximately 8 to 10 stimuli (which may be sets of information,
of events, persons, ideas, or even concepts) are presented in pairs to subjects
who are asked to make preference choices. Where n = the number of items
in a set,

nn — 1)
2

represents the number of paired choices. If, for example, a subject chooses
item A over item B and item B over item C, then, to be consistent, he or
she should also choose item A over item C. If all items are placed (i.e.,
chosen) in a way that allows them to be ordered in sequence on a single
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unidimensional scale, consistency is perfect and the assumption of unidi-
mensional choice can be made. However, where choices are inconsistent,
either error or multidimensional judgments (differentiation) have occurred.
Take, for example, a person who views others in terms of both a moral and
a utility dimension. He or she may indeed choose A over B and B over C
because A is a very moral person, B is less so, and C may be somewhat
immoral. For that matter, D may be completely immoral, resulting in the
choice of C over D. Let us, however, imagine that persons A, C, and D are
also business partners. D is the most useful because he provides most busi-
ness; the interaction with C is less profitable and the interaction with A has
not generated any profit. Comparing either A, C, or D with B (with whom
a business utility relationship does not exist) will result in the expected
placement on the ‘““moral’”’ dimension (i-e., A will be valued more than B;
C and D less so). In comparing A with D and with C however, C and D
are preferred, suggesting an alternate judgmental dimension. Where, in
other words, several groups of internally consistent choices emerge, the as-
sumption of multiple dimensionality (differentiation) appears reasonable.
To allow a subject to express existing judgmental dimensions via MDS pair
choices, task instructions must emphasize comparisons in terms of some
relatively vague, superordinate concept that can serve as a flexible guide.

In its usual form, MDS does not provide estimates of integrative cog-
nitions. Integrative activity, where it generates single higher-order concepts
may result in interpretation by the scaling technique, which suggest absence
of differentiation.

TEXTUAL ANALYSIS

Suedfeld and his associates (e.g., Porter and Suedfeld, 1981; Suedfeld,
Corteen, and McCormick, in press; Suedfeld and Piedrahita, 1984; Sued-
feld and Rank, 1976) have adapted the sentence completion technique to
analyze a wide range of written material (speeches, memos, poetry, letters,
etc.) to obtain estimates of differentiation and integration by the authors
of that material. Clearly, poems and speeches are not an ideal basis for
complexity estimates. While sentence completion stems are specifically de-
signed to create conflicting cognitions that are likely to generate evidence
of multidimensional conflict resolution (where present), general material
may or may not generate potentially conflicting thought patterns.! As a
result, lengthy material may be necessary for textual analysis, and scoring

'Absence of conflicting thought patterns as well as consequent absence of evidence for
differentiation and integration may also be due to intentional unidimensionality in certain
kinds of written material, speeches, etc. Without understanding the underlying reasons, many
politicians, for example, present their thoughts in a more unidimensional fashion to match
their statements to the cognitions of less cognitively complex voters. In other words, care must
be taken in the selection of material for scoring.
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may have to be based on sometimes restricted information. As a conse-
quence, most of the more cognitively complex scores obtained by Suedfeld
and associates do not exceed levels of differentiation. Nonetheless, these
authors have been able to predict a variety of personal and organizational
outcomes on the basis of their measurement techniques (see Chapter 7).

MEASURING INDIVIDUAL, TEAM,
AND ORGANIZATIONAL PERFORMANCE?

One method to measure the application of differentiation and integration
by individuals, groups (teams), and organizations is an analysis of their
decision-making structure. Two methods for decision-making analysis have
been devised: the retrospective post-hoc interview and a direct analysis of
decision and information sequences. We discuss these two methods and
some early thoughts on a third method in this chapter.

Actions and their relationships to task environments, task demands, and
information flow may be counted, classified, and related to each other.
Such counts and classification of actions and of information-action rela-
tionships can provide a basis for understanding the reasons underlying ac-
tion sequences, strategies, and goals. Streufert and associates (e.g.,
Streufert, 1983a, Streufert and Streufert, 1981a) have developed a time-
event matrix methodology that describes the structural aspects of an indi-
vidual’s, a team’s, or an organization’s decision making.

The tasks of an individual or group operating in the organization are
rarely limited to dealing with single events within limited contexts. Most
decision makers in applied settings must respond to a continuous series of
inputs from the environment. Their resulting actions are usually deter-
mined, in part, by some plan(s) and in another part by the necessities of
dealing with current events. Their decisions may consist primarily of re-
spondent actions or they may reflect some degree of strategy (i.e., decisions
that are interrelated and occur in a planned sequence designed to achieve
one or more specific or general goals). Whether individual or group actions
reflect pure respondent behavior, or whether they reflect strategic planning
may be of considerable importance for the outcome of a task effort. The
time-event matrix was developed to help researchers or observers identify
structurally different kinds of actions (e.g., decision) and their frequencies,
as they occur in naturally complex task settings.

The following pages describe how time-event matrices are constructed

2Thjs section is primarily based on two ONR Technical Reports (Streufert, 1983a, #12; and
Streufert and Streufert, 1981, #3).
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on the basis of individual or group performance. Subsequently, a number
of formulas describing specific performance measures are provided and ex-
plained. The formulas are based on calculations derived from the matrix
and reflect generally orthogonal measures of performance style and out-
come. Reliability and validity (in predictions of performance) for these
measures has been established. Additional measures may be based on the
time-event matrix, where needed.

The Matrix

Performance quality, particularly in complex tasks, is determined by at
least three components of individual or group effort: (1) appropriate knowl-
edge about what responses are potentially correct or incorrect in a give sit-
uation (where possible), (2) ability to develop and employ a plan and to
respond at the appropriate time with an optimal combination of responses
(including the use of strategy), and (3) the capacity to respond immediately
when required. The time-event matrix is designed to assess the second and
third of these components. In many cases, the first component (.e., ap-
propriate content knowledge and understanding of the task situation) can
be assumed, as long as the involved individual or organization has sufficient
training and/or experience. However, persons with excellent training and
ample experience can differ widely on the second and third components.

The time-event matrix is a graphic, two-dimensional representation of
action sequences across time. One of these two dimensions represents time;
the other represents a nominal scale describing subsets of activities. For
example, the second dimension may either represent subsets of decisions,
subsets of communication activities, or other actions of interest. Each ac-
tion is represented by a point in the matrix. Relationships among actions
are shown by lines that connect action points.

Time-event matrices may be used to depict a variety of task activities,
depending on the interests and orientations of the researcher or observer.
Because we cannot cover all of the purposes for which the matrix can or
has been employed, we discuss its application for one purpose as an ex-
ample: decision matrices. It should be remembered, however, that most
other performance areas, aside from decision making, could have been se-
lected equally well, At the end of this chapter, we make some suggestions
about another application.

The time-event matrix technique was developed to measure interrela-
tionships among actions over time and effects of information flow preced-
ing actions. As indicated, the matrix is not particularly sensitive to action
content (e.g., specific decisions) and is not designed to distinguish between
correct vs. incorrect action. If the quality of action content is of concern,
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additional measures (beyond those discussed here) are necessary. The ma-
trix may be expanded into three- (or n-) dimensional space, permitting mea-
surement and prediction of additional relevant variables as they impact on,
or interact with, task performance and the measures of task performance
that we discuss next.

Establishing the Matrix

The two basic dimensions of a two-dimensional time-event matrix are
time and subsets of some specific activity—actions. For present purposes,
the activity is decision making and actions are decisions. Each is discussed
in turn:

TIME

Time in the matrix is plotted horizontally. There are no particular re-
strictions on the time intervals used (no matter whether time proceeds nor-
mally or is—as in some simulations—expanded or condensed). Events that
occur sequentially and independently of each other must be plotted on dif-
ferent time points. The time dimension moves from left to right. Any time
scale units may be used, except that decision-making sequences that are to
be compared across persons, groups, or organizations must employ the same
scale units or must be mathematically transformed to match.

ACTION (DECISION) TYPES

Decision-making tasks and settings differ widely; consequently, types of
decisions must differ as well. For example, executives dealing with the po-
tential purchase of another corporation may be concerned with such action
areas as establishing the value of the other company, determining potential
duplication of effort, et cetera, whereas military decision makers may be
concerned with troop movements, air support decisions, and so forth. In
other words, groupings of decision types must be established separately for
each general group of decision-making situations. Selection of decision-
making types is best done by experts in the field. The types selected should
be inclusive, where possible of approximately equal breadth, conceptually
meaningful and consistent. The types should differ clearly in terms of ac-
tivity, method and meaning, et cetera. Decision types should reflect cate-
gories that may potentially be used by decision maker(s) involved in the
situation. While some decision makers would likely use one group of de-
cisions, others may use a different overlapping group. In other words, it is
not expected that any single decision maker would employ all available
decision categories.
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While there is no restriction on the number of potential decision types
that may be represented in any one time-event matrix, decision types should
be selected so that decision makers use, on the average, somewhere between
10 and 20 different types of decisions in any time sequence that lasts for
several hours.? Note, however, that these suggestions are ideal requirements
(which aid in data analysis) and do not supersede the practical character-
istics of decision-making situations. For example, if a decision situation
requires only one kind of decision, one cannot manufacture other decision
types. In effect, use of a decision matrix in such simple situations may not
be helpful. For example, if all available actions reflected troop movements,
then splitting decisions by the unit moved may not be meaningful for pres-
ent purposes.

DECISION POINTS

Once time is plotted horizontally and decision types (as selected, for ex-
ample, by an expert panel) are plotted vertically, each decision made by an
individual, by a group of decision makers, or by an organization (as desired
by the researcher or observer) can be presented by a point placed vertically
beneath the time when that decision was made (or announced, or trans-
mitted, again depending on the intent of the researcher or observer) and
horizontally next to the decision type represented. All decisions can be so
placed in the matrix. Decisions made at the same point in time may be
connected with vertical lines. Decisions representing the same decision type
may be connected with horizontal lines.

INFORMATION INPUT

In the matrix, as used to date, information input is considered only as it
relates to decision output (this limitation was chosen for convenience and
is not necessary). Any unit of input that leads to an output is marked in
the matrix (e.g., by an *) under its appropriate (input) time and in front of
(on the same decision-type line as) decisions subsequently made as a
consequence of that input. The input asterisk is placed in advance of each
output produced—that is, it may occur on more than one horizontal (de-
cision-type) line. The horizontal distance between the input asterisk and the
subsequent decision point reflects the time elapsed between receipt of in-
formation and the relevant response.*

*Because decision makers would rarely, if ever, employ all available decision types, the
potential for considerably more than 10-20 decision types (as in more general terms action
categories) may be provided.

“See the section on calculated measures for a discussion of time measurement.
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DIAGONALS

As stated previously, we are, among other things, interested in relation-
ships among decisions as they reflect, for example, the development of plans
or strategies. Consequently we wish to know whether a decision made at
one time is related (leads) to later decisions. Where a decision of one type
is made to make a later decision of another type possible, the two decisions
are connected across time with a diagonal line with an arrow pointing for-
ward in time toward the later decision.® If two decisions show an isolated
relationship only to each other, a single arrow is drawn. If, on the other
hand, the decision maker(s) decides to engage in decision types A and B at
time one in order to allow for action C in the future, and wants to accom-
plish C in order to allow D to occur even later, and if all these decisions
are actually implemented, a longer chain of diagonal connections is estab-
lished (see Figure 6.1). (Number, length and interconnectedness of forward
diagonals are of importance in several of the measures discussed here later.)

Diagonals also may be drawn with arrows facing backwards. If, for ex-
ample, a decision maker or an organization engages in action E without
considering any future action, but later finds that action E is now of use
when a later action F is decided on, a backward arrow diagonal between
the later action and the previous actions may be drawn (Figure 6.1). As a
rule, interconnectedness among backward diagonals does not occur with
great frequency.

./

Decision Types
e o 0 0 0 0 e e e e OTMUO T >
Yo

FIGURE 6.1. A basic time-event matrix. Horizontal and vertical lines were omitted for
greater ease of communication.

sSuch diagonal connections in the matrix are later referred to as integrations.
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END EFFECTS

Whether or not a forward diagonal is drawn depends on whether a
planned later decision is indeed produced as a follow-up to the earlier de-
cision. Where a decision task ends abruptly, the opportunity to carry out
a previously planned decision may not exist. Such an event could arbitrarily
limit the number of diagonals generated by decision makers as they are
reflected in the obtained measures (see next section). Where decision mak-
ing is measured in experimental settings, randomization of time periods re-
flecting or containing potentially differing environmental conditions may
be used to avoid a constant error. Calculations of probabilities of diagonal
connections may be used as well (see measurement section). In applied set-
tings, various frequencies of diagonal connections among decision points
in diverse task segments may reflect current task requirements and may
reflect appropriate task performance.

ESTABLISHING RELATIONSHIPS IN THE MATRIX

For purposes of analysis, it is important to establish clear relationships
(1) between inputs and subsequent output decisions, and (2) among deci-
sions that are causally or strategically related (as shown by diagonals). The
only perfect representation of these relationships exists in the brain of the
decision maker(s) at the moment relevant decisions are made. Any measure
of those relationships can, consequently, be subject to some error. Clearly,
it is important to opt for the least amount of error in both experimental
and observational settings. Certainly, the error levels are much smaller in
a well-designed experimental simulation than in observations obtained in
ongoing free environments. In an experimental simulation, records of plan-
ning can be obtained during the planning process. In real-world task en-
vironments, that may or may not be possible and less precise techniques
(such as post hoc interviews) may be required.

Applications of the Matrix

Ideally, decision maker(s) should be asked immediately (upon making a
decision) to indicate (1) any information received on which a specific de-
cision is based, and (2) any planned subsequent decisions that might be
employed as a preplanned follow-up to the current decision. Isenberg (1984)
has successfully applied a similar method in his analysis of executive de-
cision making by senior managers. With some effort, this can also be
achieved in some simulated environments (the participants may have to be
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persuaded, however, that indicating both the relevance of previously re-
ceived information and of planned future decisions would be of value to
them in terms of long-range outcomes).

In many free simulations (particularly where participants cannot be in-
terrupted and appropriate questions cannot be embedded in the simulation)
and in many observations of organizational (real-world) decision-making
environments, such questions cannot typically be asked. Collecting data
from participants in complex decision-making tasks where large numbers
of decisions are made and potentially interrelated in a strategy after task
completion, however, may introduce serious bias.¢

Another viable option requires that experts consider decisions that were
made, and judge whether these decisions were responses to previous infor-
mation and/or were part of a decision-making sequence that should be rep-
resented by diagonal connections. In some cases, interjudge reliability for
such a task can be high. Previous experience in our laboratory has shown
that trained judges tend to produce little variable error in making those
judgments. As long as the judges have no particular biases for or against
the decision makers they are evaluating, constant errors across samples
would tend to produce relatively few errors of comparison for rated deci-
sion makers (or decision-making groups or organizations).

Establishing connections between inputs and decisions on the basis of
expert judgment is relatively easy. Respondent decisions are typically re-
lated directly to the content of received information and are likely relevant
to the same physical location of information sources that produced the in-
put. When such commonalities are seen, a connection may be assumed to
exist.

Establishing interconnections among decisions is more difficult. Obvi-
ously, where one decision refers directly to a previous decision (‘‘Order the
unit which we previously moved to quandrant X5 to fire on quadrant Y6”’)
a diagonal connection is appropriate. However, should this be considered
as a forward or a backward diagonal? If we had been able to ask the de-
cisions maker(s) about potential future decisions, as the original decision
to move the relevant unit was made, then we would know. If we were not
able to ask and (in free simulations or in real-world applied decision-making
settings that may not be possible), then we cannot know. In such cases,
distinctions among forward and backward diagonals cannot be made and
directional arrows cannot be drawn.

Let us return to decision-making settings where relationships among de-
cisions (connections) are judged by expert observers of the decision-making

¢Bias may be due to memory error or to social desirability.
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sequence. Where no clear relationship is stated by the decision maker(s),
aids must be used to determine whether relationships exist. Such common-
alities among decisions as addressee, location, action, et cetera, are useful
for this purpose. The most reliable of these is probably location. In a mil-
itary setting, to give a relatively simple example, moving artillery to quad-
rant X5, asking it to fire on Y6, moving infantry to Y5, and finally ordering
the infantry to attempt to take Y6 would reflect a series of interrelated
decisions across time. It should be noted here that moving troops to Y5 and
other troop units (both infantry) to X5 (at a later time) would not result in
a diagonal connection in the time-event matrix: troop movements represent
the same decision type. This outcome is intentional: repetitious actions are
not necessarily representative of what we have termed strategic actions.” If,
on the other hand, both units are later asked to attack Y6, diagonal con-
nections between the two movements and the later attack would be drawn.

On rare occasions, decision sequences may be difficult to judge in terms
of their potential interconnectedness. To the degree to which a judge can
develop a cognitive image of the goals and strategic conceptualizations of
the decision maker(s) (or if the judge can obtain advance information about
their plans), the determination of strategic relationships will be easier.

In any case, if, after considerable thought, a judge is uncertain whether
two decisions are or are not related to each other, it is preferable to err by
omission. Uncertain relationships (interconnections) should not be scored
because, as the reader will see from studying some of the formulas we pre-
sent later, some measures would likely be greatly inflated by erroneously
scored relationships.

An example of two decision matrices is provided in Figure 6.2. The figure
shows decision matrices generated by two groups of organizational man-
agers who differed in their decision-making styles (complexity). Visual ex-
amination of these matrices clearly communicates that there are meaningful
differences between those styles. These differences are, of course, subject
to measurement. A number of measures that have been previously used for
research, assessment, and training purposes are provided in the appendix
of this book. Many of these measurement techniques have formed part of
the methodological basis of research presented in the next chapter.

For the present, let us merely provide short descriptions of the matrix-
based measurement techniques we have used. The measures can be grouped
into two general categories: (1) simple counts of actions of various kinds,
and (2) more or less complex measures of interrelationships among actions.

"Strategy, as used here and defined earlier, is not necessarily identical to the military ap-
plication of that term.
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FIGURE 6.2. Each point represents a decision. Each vertical line connects decisions made
at the same point in time. Each horizontal line connects decisions of the same type made at
different points in time. Each diagonal represents the strategic integration of different deci-
sions at different points in time. Diagonals pointing forward reflect advance strategic plan-
ning. Each circled dot represents a decision response to information received at *. The dotted
distance from * to ® reflects the information to decision interval. Each decision type rep-
resents a self-selected differentiated decision category based on available resources.

COUNTS OF ACTIONS?®

Number of Decision Categories. This measure counts the number of
different kinds of decisions that a person, group, or organization employs
during a specified period of time. Categorization into decision groupings is
typically task specific and accomplished by teams of experts.

8For the purpose of this short description as well as the more detailed information on cal-
culation of measures we will consider action decisions as the unit of measurement. Other
actions may, of course, be substituted.
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Number of Decisions. This measure counts the number of specific
decisions made by a person, group, or organization during a specified pe-
riod of time. Subcategories of the number-of-decisions measure may count
decisions of diverse content. For example, it is possible to calculate the
number of information search decisions.

Number of Respondent Decisions. This measure counts the number
of decisions made in response to (often recently) received information. A
subcategory is a count of retaliatory decisions—that is, those respondent
decisions that do not form part of a strategy, representing actions that are
not related to future decisions that will be made at a later time.

Average Response Speed. This measure calculates the amount of time
that has elapsed between receipt of information and a relevant respondent
decision. Other counts may, of course, be introduced when necessary or
useful.

COMPLEX MEASURES OF INTERRELATIONSHIPS
AMONG ACTIONS

Number of Integrations. This measure is the simplest (and most fre-
quently used) measure of strategic interrelationships among decisions.
Where a decision is carried out to make a later different decision possible,
assuming that later decision is indeed carried out, credit for one integration
isgiven. The total score is the count of thenumber of interrelationships among
decisions that originate during any specified period of time.

Number of Backward Integrations. This measure considers relation-
ships of the nature just described, except that plans to make a later decision
were not made at the time of the original decision. Rather, an earlier de-
cision was later recognized as useful for a current decision. Number of
backward integrations are credited to the specified period of time during
which the later of two interrelated decisions has occurred.

Integration Time Weight. This measure counts the length of elapsed
time between any two decisions that form the basis of the number-of-
integrations measure.

Quality of Integrated Strategies (QIS). The QIS measure considers
the number of integrations that are directly and strategically related to de-
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cisions representing the beginning and the end point of any integration. The
measure is concerned with complexity of current strategic planning.

Weighted QIS. In contrast to the previous measure, weighted QIS is
not only concerned with the complexity of current strategy but also uses
similar calculations to obtain a score for the overall strategic interrelation-
ship among plans and decisions across an entire task.

Multiplicity of Integration. Multiplicity is similar to QIS, yet drops
the concern with the time element of strategic interrelationships among pres-
ent strategic planning which is part of the QIS measure. As a result, this
measure is more sensitive to strategic interrelationships among decisions
that must be made in rapid succession to deal with events which also occur
with some rapidity.

Serial Connections. This measure is similar to number of integra-
tions. However, while the number of integrations considers only interre-
lationships among decisions that differ in their assignment to decision
categories, the present measure considers only decision sequences that in-
terrelate decisions within the same category.

Planned Integrations. The planned integrations measure calculates the
number of integrations between current decisions and planned future de-
cisions that are planned but are never carried through. The measure is pri-
marily used to correct end-effect confounds in other measures where
measurement must be based on tasks (such as simulations) that continue
(or could continue) beyond available measurement periods.

Multiplexity F. The measure is similar to the weighted QIS but (1)
does not consider the time element contained in the QIS and weighted QIS
measures and (2) considers only interrelationships with future decisions. In
other words, it is concerned with the complexity of the effectiveness of fu-
ture planning at any current point in time.

Post-Hoc Interviews

In previous sections of this chapter we have discussed how a time-event
matrix is constructed and what kind of measures may be derived from it.
Can we obtain matrix characteristics that provide information about a per-
son’s, a group’s, Or an organization’s decision-making style after a series
of decisions have already been completed?

In many cases we cannot and would not wish to control organizational
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events. Instead, we may want to observe and record what happens as events
unfold or as decisions are made in response to events or as part of some
strategic sequence. If we are lucky, we may be able to listen to an individual
or to a panel of persons as they make decisions. We may be able to watch
a decision maker and ask questions as he or she deals with complex issues
over time (e.g., Isenberg, 1984). Most often, however, we are not so lucky.
We may have to analyze a decision sequence that may have occurred some
time ago. The construction of a time-event matrix may have to be based
upon a post hoc interview technique.

In a post hoc interview, decision makers may be asked to recount how
specific decisions were made and how other potential decisions were re-
jected. They may also be asked to recount the information that was avail-
able at a specific time and when that information became available. They
may be asked to indicate what thoughts were generated by the arrival of
information and how decisions were based on the information. They may,
most of all, be asked to talk about plans they had made, what contingent
and/or future actions they had considered and which of these actions were
carried out. They may be asked to recount why certain planned actions were
taken while others were not. Were earlier plans replaced by later plans? Had
some planned decisions simply been forgotten? Did later incoming infor-
mation make previous plans less useful?

The purpose of the post hoc interview (often checked and substantiated
by viewing written records, when available) is to establish whether a deci-
sion sequence reflected some degree of planned strategic effort and whether
decisions were made in response to specific incoming information. Such an
interview should be designed to generate enough data to develop a time-
event matrix, allowing calculation of the various measures that we have
described.

Without question, post-hoc interviews generate a number of problem
areas. Decision makers often fail to recall decisions and decision sequences
accurately. Strategic sequences may be reported because they sound good
in retrospect yet were never actually considered in the task setting. Errors
made by decision makers may be omitted in retrospect in the service of
social desirability. The greater an interviewer’s access to written documen-
tation that may be used to validate statements, the more accurate the data
will be. Where decision makers know that an interviewer has access to writ-
ten data, they may be more honest about their mistakes. In addition, in-
formation that may have been forgotten may emerge from written material.

While the post-hoc interview technique has disadvantages, it certainly has
its share of advantages as well. Using this approach, a researcher is able to
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delve into real decision-making situations, reflecting actual behavior of
managers and organizations involved in realistic task environments. In other
words, where recollections of interviewees are relatively accurate, a rela-
tively valid representation of managerial and organizational decision mak-
ing can be obtained. Although this technique has not been extensively
researched and systematically employed, it appears generally reliable and
predictive of a manager’s or an organization’s future task performances.

Simulations

Simulations are not unfamiliar to most organizational decision makers.
In many settings, both in the private and government sector, they are used
for training and performance evaluation purposes.

FREE SIMULATIONS

Early simulation techniques (e.g., those employed by Guetzkow, 1959,
and his many followers) have been described by Fromkin and Streufert
(1976, 1983) as free simulations. In this method, all participants or partic-
ipant groups begin with an identical problem. Their initial resources, lim-
itations, and opportunities are identical. However, as the participants make
decisions, they begin to modify their task environment. After some time,
the environment of one decision maker (or group) may show little resem-
blance to that of another decision maker or group. For training purposes,
such a divergence of events and environments can be useful: It clearly dem-
onstrates the consequences of different sets of decisions. However, for pur-
poses of evaluating task performance, this method is not appropriate.
Because, for example, early decisions made by a participant in a free sim-
ulation can inadvertently make subsequent tasks more easy or more diffi-
cult, performance requirements may be drastically modified and valid
comparisons among individual decision makers or groups may be impos-
sible. To cope with that problem, Streufert and associates have developed
experimental simulation techniques. Experimental simulations and the
quasi-experimental simulation techniques suggested by Streufert and Swezey
(1985) can be of considerable aid in resolving such measurement problems.

EXPERIMENTAL AND QUASI-EXPERIMENTAL SIMULATIONS

To an individual participant, or a group or team of decision makers, there
are no apparent differences between participation experiences in free versus
experimental simulations. Participants arrive at the simulation setting and
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are provided with information about their task and the environment. They
make decisions that are designed to affect the situation in which they find
themselves across time. They plan, respond, and receive information about
ongoing events and outcomes of previous actions. However, while partic-
ipants in free simulations receive information that is a direct outcome of
their previous actions, participants in an experimental simulation receive
preprogrammed responses. Although they may think (if the simulation is
well designed) that incoming information reflects the effects of their earlier
activities, in fact, their actions may have little or no effect on simulation
events. In quasi-experimental simulations, the programming of events, to
which participants are exposed, is modified to provide some direct effects
of previous actions, only as long as those events are not part of an exper-
imental manipulation. Where experimenters wish to measure effects of
specific events and/or event frequencies, those events are entirely prepro-
grammed.

MEASUREMENT OF DECISION STYLE VIA SIMULATION METHODS

If we wish to understand the characteristic decision style of a manager,
or of a management team, we can place these persons into an experimental
or a quasi-experimental simulation. A relevant environment of appropriate
complexity may be generated. The participant decision maker(s) may be
asked to deal with that environment over time. Simulation time may be
condensed, so that feedback can be accelerated and decisions can be planned
and implemented in close proximity. As part of the simulation system, ap-
propriate information (at least, in part, programmed) is provided. The de-
cision makers are_asked to state future plans, if any, when a specific action
is taken. Further, the decision makers are asked to indicate any previous
decisions that have provided a basis for the current action. They also list
information they have received that was used to develop the rationale for
a current action.

The decision maker(s) must be motivated to provide such information.
As an incentive to cooperate, it is often useful to indicate that a record of
future plans will speed future actions when they are initiated (e.g., the de-
cision maker’s staff is forewarned about potential future actions and will
be prepared to implement them more rapidly and more effectively).

The decision categories, number, timing, and relationships among deci-
sions and information that are obtained by this method provide a basis for
the time-event matrix discussed earlier in this chapter. Drawing a time-
event matrix and calculating the score values based on such a matrix can,
of course, be an arduous and time-consuming task. To avoid problems, we
have developed microcomputer-based simulation techniques that use com-
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puters in the decision-making task. The microcomputer generates prepro-
grammed information and quasi-programmed responses to decisions made
by an individual or a task group (team). Decisions are entered directly into
the computer.® The computer requests and records responses to questions
about future plans, past relevant decisions, and relevance of current deci-
sions to received information, which is stored for later analysis and for
automated calculation of matrix-based scores.

The microcomputer technique allows an experimenter to specify both
content and characteristics (e.g., quantity) of information received by de-
cision maker(s) at any point in the simulation. Consequently, the simulation
technique can be adapted to various task environments and content areas.
Moreover, the technique allows specification of task demand levels that can
differ across time. As has been described for our aforementioned disaster
simulation, a computer-simulated task environment may be generated that
required excellence of planning at one point and decisive rapid responding
at another. Scores are calculated separately for each of these segments, al-
lowing a researcher to determine whether the various appropriate styles are
available to decision maker(s) and whether the decision maker(s) can switch,
where necessary, from one style to another.

Earlier, we discussed free simulations as useful for training purposes and
experimental or quasi-experimental simulations as particularly useful for
research and performance evaluation. We have also indicated that the free
simulation technique is not typically designed for research and may be only
marginally useful for performance evaluation. We should emphasize, how-
ever, that the experimental and quasi-experimental simulation techniques
can be extremely useful for training. The fact that they are controlled, and
therefore, reliable across administrations makes them excellent vehicles for
training purposes. Commenting on a specific performance during a pre-
training administration of such a simulation and comparison to perfor-
mance in a later simulation (with changed content but identical structure)
is not only valuable to demonstrate where a trainee has or has not im-
proved, but is also useful as an evaluation system for the training process
as such.

Experimental and quasi-experimental simulations have been extensively
employed in individual and organizational research. They produce data that
are highly reliable and predictive of organizational effectiveness (where dif-
ferentiation and integration or other measures obtained are relevant for
specific tasks). Considerable data based on these simulation techniques and
their time-event matrix scores are discussed in Chapter 7.

°In another version of the simulation methodology, an assistant to the decision maker(s)
operates the computer system. Information is provided verbally by the decision maker(s).
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MEASURING THE COMPLEXITY
OF ORGANIZATIONAL INFORMATION FLOW

So far, we have focused specifically on decision making as one example
of actions in organizational settings. At this point, we provide a short dem-
onstration of one of many other applications of our time-event matrix
methodology. The present example focuses on communications within or-
ganizations. We have described the segmentation of organizational struc-
ture as a form of organizational differentiation. The number of organiza-
tional segments that receive a particular item of information and the number
of segments that process that information for their own (separate) purposes
reflect the same kind of differentiation into component parts that is en-
countered in individuals who place and process information on various cog-
nitive dimensions.

We may also, in part, consider organizational integration on the same
basis. We have emphasized in an earlier chapter that diverse segments of
an organization typically have diverse views, needs, goals, or general con-
ceptualizations concerning the meaning and implications of received infor-
mation. They may prefer diverse strategies and may wish to pursue diverse
goals. The organization as an entity must, in some fashion or another, over-
come that diversity. Of course, the diversity may be eliminated by impo-
sition of a single goal and one concerted series of actions toward that goal
in unidimensional fashion—for example, by the uncontested decisions of
an authoritarian manager. On the other hand, decisions may also be made
by considering the needs, interests, and goals of each relevant organiza-
tional segment and their respective interrelationships to each other—arriv-
ing, one hopes, at a generally beneficial decision. This latter process reflects
integration. Where a procedure for integrated processing (whether hierar-
chical or flexible) is institutionalized in an organization, it should be re-
flected in (and measureable through) information-processing patterns that
are evident in the flow of communications through the organizational struc-
ture.

We might, on first thought, wish to describe integrated processing simply
in terms of generally applicable (or temporarily employed) interactions
among the various organizational segments. Which segments communicate
with each other? How frequent is that communication? Is communications
restricted to particular kinds of information or is it general in nature? Is
the communication mutual or does it occur in only one direction? Is the
communication consultative or is one segment reporting to the other?

These interactive communication patterns within organizations across
time may be subjected to an analysis via our time-event matrix method-
ology as well. In this case, we are no longer interested in decision making.
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We could now consider organizational segments as vertical entries in a time-
event matrix, replacing the decision categories we had placed on the vertical
earlier on. The horizontal may remain time. Information input might be
represented by asterisks, as before. Communications among segments might
be diagonal arrows pointing toward the segment receiving the communi-
cation. The diagonals would connect the segment sending the information
at the time it is transmitted with the organizational segment receiving the
information. Our new diagonal connection would end at the point in time
where the latter segment reacts to the information (e.g., by engaging in
some form of action, communication, etc.).

Even though this method appears, on the surface, quite useful, it has at
least two shortcomings. First, the time component in the matrix has lost
some of its meaning. Slow reaction to incoming information may in many
cases prohibit effective integration. If so, it is no longer an aid in a strategic
process. Secondly, we may want to know more about the particular kind
of communication processes occurring among organizational segments. One
part of an organization may simply have forwarded unchanged information
to another segment. That action would, of course, be considerably different
from forwarding information with appropriate commentary and sugges-
tions. (We will not consider the possibility that information might be for-
warded with either intentional or unintentional modifications and/or
distortions.) Commentary, suggestions and requests, when provided with
appropriately transmitted information, can be useful in generating inte-
grated organizational strategies.

To measure organizational communication, in other words, we may em-
ploy the matrix in a somewhat different fashion: (1) We may wish to count
only communications that include appropriate modifications, commentary,
et cetera, as bases for drawing diagonal lines; and (2) we may wish to ignore
measures that employ time between the first and the second events as part
of the measurement system. In other words, such scores as time weight,
QIS, and weighted QIS may not be meaningful for an analysis of organi-
zational communication. Other scores, including the measure for average
response speed may continue to be quite valuable to describe the complexity
of organizational communication.

While measurement of organizational information flow and organiza-
tional decision making characteristics via time-event matrices and related
techniques is certainly possible and would likely be of considerable value, the
method has not been seriously applied to date. However, time-event-based
methods, as well as more standard measurement techniques, have been em-
ployed extensively to obtain, for example, data on managerial behavior.
The next chapter reports on relevant research completed in our own labo-
ratories.



Research Data on the Behavioral and
Organizational Effects of Dimensionality

In previous chapters, we have advanced a number of propositions about
relationships between cognitive complexity (i.e., differentiative and inte-
grative multidimensionality) and behavior. The present chapter reports on
some data collected to test those propositions. In this chapter, we present
data in greater detail than was done in Chapter 2. However, a number of
hypotheses that we have advanced have yet to be tested, especially those
that relate directly to information processing by organizations. The reader
in search of research topics can find a fertile field for his or her efforts.

We begin our discussion with research oriented toward the individual and
focused on perceptual phenomena. As the chapter progresses, we move to-
ward groups and organizations and, finally, toward data relevant to task
performance.

ATTITUDES

Streufert (1966) presented individuals differing in cognitive complexity
with information about the views of another person on an important sub-
ject. The other person either agreed or sharply disagreed with the views of
the subject. Subjects then rated the other person on evaluative attitude

1477
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scales. Ratings were obtained for three ‘‘interaction distances.’”’ The subject
was asked to consider a situation where he or she would have to spend
considerable time with the other person (minimum interaction distance), a
situation where time and contact was moderate (moderate interaction dis-
tance) and, finally, a situation where the expected interaction was restricted
to temporary visual contact (maximum interaction distance). As one might
expect, attitudes toward a person who agreed with the subject (conforming
message content) were much more favorable than attitudes toward a person
whose views were sharply different (deviant message content). The manip-
ulation of interaction distance affected the more and the less cognitively
complex subjects quite differently. The least cognitively complex groups of
subjects, representing persons with unidimensional cognitive information
processing, was not affected by interaction distance. Their judgments were
invariate: When the other person was judged positively, that positive atti-
tude tended to be pervasive, no matter what the interaction distance. When
that person was judged negatively, the resulting negative attitude was equally
pervasive. For three groups of subjects representing higher levels of cog-
nitive complexity, however, attitudes moderated as interaction distance in-
creased (see Figure 7.1).!

For the least cognitively complex subjects apparently only one dimension
was relevant: the positive or negative evaluation that had been generated
by the conforming or deviant thinking of the other person. For subjects
representing three higher levels of complexity, information about interac-
tion distance apparently represented a second relevant dimension. In other
words, attitudinal judgment of these individuals reflected both dimensions.
Because the experimental design presented information on only two di-
mensions, judgmental discrepancies among the three more cognitively com-
plex groups could not be expected and were not obtained. With the
introduction of additional information on other dimensions, these groups
may have generated responses that would have reflected their structural dif-
ferences.

Similar results were obtained by Streufert and Streufert (1969). These
authors placed dyad decision-making teams into a complex experimental
simulation. Participants received apparently responsive, but, in fact, pro-
grammed information throughout the several hours of their participation
in the simulation task. Either increasing failure or increasing success was
experimentally induced. Decision makers rated their teammates on evalu-

'The data are supportive of theoretical propositions on attitude development and change
advanced by complexity theorists (e.g., Streufert and Streufert, 1978) and indicate that dif-
ferences in complexity have considerable impact on interpersonal (here, attitude) content areas.
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ative attitude scales at several points during the simulation. When the teams
experienced success, less cognitively complex subjects generated increas-
ingly positive attitudinal ratings of their coworkers. With increasing failure,
their attitudes tended to remain constant. As we discuss (in the section on
attributions in the chapter), the increase toward more favorable ratings for
the success condition, as well as the constant attitudes for the failure con-
dition, reflected subjects’ causality attribution in the success or failure ex-
perience. For the success condition, less cognitively complex individuals took
credit for their team; in the failure condition they viewed causality as ex-
ternal. In either case, attitudes were tied specifically to the causality di-
mension.

For more cognitively complex persons, attitudes were more varied and,
except for moderate success experience, somewhat less favorable than for
their less complex counterparts. Apparently the lower levels of evaluative
attitudes reflected teammates’ frequently different preferences in approach-
ing the task. Results from this research are reproduced in Figure 7.2.

A number of other research efforts on attitude development and change
have shown similar results. Less cognitively complex individuals generally
tend to generate and maintain attitudes on the basis of a single salient di-
mension. For more cognitively complex persons, attitudinal judgments tend
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of Personality and Social Psychology, 1969, 11, 138-147.)

to be multidimensionally based. As the salient dimension changes, less cog-
nitively complex persons respond with potential attitude change, a response
that varies in linear fashion with the degree of change in the salient dimen-
sion. For such individuals, attitude change is unlikely if a change in infor-
mation (whether relevant or not) is not located on their most salient
judgmental dimension. In contrast, more cognitively complex persons may
change /ess with modification of any one particular informational dimen-
sion, whether salient or not, unless information relevant to other dimen-
sions has changed as well.

In summary: Less cognitively complex individuals are more easily per-
suaded (where a salient dimension is modified) and less easily persuaded
(where the persuader is operating on inappropriate dimensions). In con-
trast, more cognitively complex individuals change attitudes more easily
when new or discrepant information is made available—but that change is
likely to be a more moderate one (see Streufert and Fromkin, 1972; Streu-
fert and Streufert, 1978).
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ATTRIBUTIONS

We have already mentioned the interactive relationship between attitudes
and attributions. People’s views of others often depend on the degree to
which they consider the other person as causal and/or as responsible for
their personal (or their joint) fate. Our research has shown that less cog-
nitively complex persons tend to take credit for success experiences for
themselves and their teammates, but typically reject responsibility for fail-
ure experience (at least for themselves). More cognitively complex persons,
on the other hand, are more likely to view themselves as causal, at least to
a point. However, as either success or failure increases to high levels, they
will focus on other antecedents of current conditions as well. Data obtained
by Streufert and Streufert (1969) on this topic are presented in Figure 7.3.2

Nogami and Streufert (1983) and Streufert and Nogami (1984) have ex-
tended previous findings on dimensionality and attributions to relationships
between message (or question) dimensionality and outcome attributions.
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ality. (Reproduced from Streufert and Streufert, 1969.)

2These data, as well as those on attraction (discussed below), again are indicative of the
generality of complexity effects on interpersonal variables.
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These authors have shown that specific dimensional cues provided in com-
munications to subjects can produce diverse attributional judgments and
decision outcomes. What attributions are made and which decisions are
made in task settings is often based on the specific dimension that is made
salient by the information. For example, attitudes, jury decisions, or med-
ical decisions may be modified by specific forms of information presenta-
tion (see also Streufert and Streufert, 1981b).

ATTRACTION

Attitudes and attributions are, in part, a basis of interpersonal attraction.
People tend to like others who they believe are like them, who have similar
views, and who are expected to be emotionally or otherwise supportive. For
less cognitively complex individuals, similar attitudes are especially effective
in generating interpersonal attraction where they reflect the salient dimen-
sion relevant to a concern at hand. Research has demonstrated that less
cognitively complex persons are likely attracted to each other only when
their cognitive content is not widely discrepant. Differentiators and inte-
grators, however, are less affected by content. They tend to relate to others
who are similar in cognitive structure, even where beliefs and viewpoints
may be considerably different.

In a series of research efforts, Streufert and associates (e.g., Streufert,
Bushinsky, and Castore, 1967; Streufert, Kliger, and Castore, 1967) asked
persons whose complexity level had previously been classified on the basis
of Sentence Completion Test (SCT) scores to identify others to whom they
felt attracted. Selection occurred for a number of diverse social and task
situations. The choices were factor-analyzed to define cohesive groups who
selected each other. Less cognitively complex respondents tended to con-
sistently select the same individuals, no matter what social or task condition
was identified. Choices varied for more cognitively complex respondents.
All groups tended to select partners primarily from their own structural
groups.

In addition, the least cognitively complex respondents in some of the
analyses tended to split into smaller subgroups (containing two through four
persons) that were homogeneous in relevant attitude content. An example
sociogram from this research program is presented in Figure 7.4. The ob-
tained factors are shown as graphic (squares, triangles, etc.) symbols rep-
resenting individuals who made and received choices. Numbers inside the
symbols are SCT scores of individual cognitive complexity (simple scoring
procedure where 1 = unidimensional information processing, 3 = differ-
entiation, 5 = moderate integration, and 7 = high-level integration). Fig-
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FIGURE 7.4. An example of (social) choices of others by persons representing diverse
levels of cognitive complexity (dimensionality). Symbols represent factors identifying groups
of persons choosing each other. Numbers are complexity (SCT) scores.

ure 7.4 shows clearly that persons of similar complexity levels clustered
together.

PERCEPTION OF OTHERS’ INTENT
AND STRATEGY

Streufert and Driver (1965, as well as subsequent research efforts by our
team) measured perceptions by more versus less cognitively complex deci-
sion makers of opponents’ strategy. Subjects participated in experimental
simulations that included a programmed (simulated) strategic plan suppos-
edly carried out by an opponent. As one might expect, the degree to which
the opponents’ plans were identified and viewed in terms of long-range pur-
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poses and potential outcomes depended, in good part, on the complexity
level of the perceivers. In addition, it was a function of the load level of
the task setting. More cognitively complex persons (i.e., differentiators and
integrators) outperformed their less complex counterparts in all cases. The
differences were greatest when load levels were optimal (see the following
discussion of task performance). Data on perceptual quality with regard to
opponent strategy are presented in Figure 7.5. These results provide support
for propositions 4-19 and 4-20, at least as far as perceptual processes are
concerned.

LEADERSHIP

The term leadership has been used to represent a large number of diverse
phenomena. Leadership, as it relates to quality of decision making, is dis-
cussed in a later portion of this chapter. At present, we restrict ourselves
to a consideration of the style of interaction between leaders and subor-
dinates. Streufert, Streufert, and Castore (1968) measured 10 leadership
styles defined by Stogdill (1948) to ascertain potential differences between
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levels of cognitive complexity among participants in a negotiation task.
Leaders were rated both by team members and by trained observers. Results
generated by the two sets of ratings were virtually identical. Differentiators
and integrators were rated higher in leadership styles reflecting tolerance of
uncertainty, assumption of the leadership role, consideration of others, and
predictive accuracy. Less cognitively complex leaders exceeded their more
multidimensional counterparts in initiation of structure, production em-
phasis, and demands for reconciliation. No differences between the two
groups were observed for persuasiveness, tolerance for freedom of action,
and representativeness of the group. These data are presented in Figure 7.6.
A view of that figure shows that cognitively complex leaders (with the ex-
ception of tolerating freedom and demanding reconciliation scores) spread
their leadership styles more evenly among the various leadership charac-
teristics. The data support proposition 4-18.

It should be noted that the research data in Figure 7.6 were obtained
from groups of persons who were assembled into groups that were ho-
mogeneous in their cognitive complexity. In other words, leaders were deal-
ing with structurally similar others. What would occur when leaders must

7r O—0 Less Cognitively Complex Leaders
O~~--0O Cognitively Complex Leaders

High

MEAN LEADERSHIP RATINGS
»
T

z

2 8

= =2

w Q o @ =

3L > c < J 0 <
[ D uw O < > =2 o
z 5 o = F g 9 2

I 0 o z
L @ 22 % 35z 35 8

w T O w =}

E Z - a5 2 e o @ 9
@ v o § gk Qo
2 2 2 5 ¥ o 2 &8 < o &
n ©O < E . =4
529t 3658 ¢ 8¢z
I 5 8 o z @
c 3 c - 5 2 g
g p < w . O 9 I
; _lm,__.ltoozu_.§n_
O w > O @ g O @© W o
S F a £ F 4 & O & o «
TR NN NN S S S [ I E—

1

FIGURE 7.6. Mean leadership ratings on Stogdill’s characteristics for leaders of simple
and complex conceptual structure. (Reprinted from Streufert, S., Streufert, S. C. and Castore,
C. H. Leadership in negotiation and the complexity of conceptual structure. Journal of Ap-
plied Psychology, 1968, 52, 218-233.)



176 7. Behavioral and Organizational Effects of Dimensionality

deal with more structurally heterogeneous subordinates? While no specific
data on that question have been collected, some findings are potentially
relevant by implication. In various studies, Streufert and associates have
run simulated complex decision making tasks with 2, 4, or 8-person teams.
Quite a few participant groups were heterogeneous in team members’ com-
plexity levels. In most instances, the more multidimensional persons as-
sumed the leadership role. Often, they achieved the leadership position via
a strategic plan. Let us provide an example of this occurrence. In one of
these teams, frustration was clearly evident because less cognitively complex
team members were unable to understand the differentiated and integrated
strategies of their more complex teammates and rejected their thoughts and
views as wishy-washy. In contrast, the more cognitively complex team mem-
bers felt that the decision suggestions advanced by less cognitively complex
team members were short-sighted and lacking in strategy (note that the team
members were matched for intelligence). At one point in the simulation,
one of the more cognitively complex team members insisted (to the dismay
of a second cognitively complex colleague) that the team was in need of a
strong leader, a point with which the less cognitively complex team members
agreed. The speaker then nominated the other cognitively complex individ-
ual as the leader. From that point on, the two more cognitively complex
persons made all major decisions. Similar occurrences have been observed
in numerous decision-making situations, both in simulated and in organi-
zational environments when decision-making teams were mixed in terms of
structural characteristics.

The fact that more cogpitively complex leaders in the preceding negoti-
ation task (cf. Figure 7.6) typically represented leadership styles of one kind
while the less-multidimensional leaders engaged in a different set of styles
may suggest that one may want to classify tasks and requirements before
deciding what kind of structural leadership style may be preferable in that
situation. Where the task is fixed and production criteria are to be empha-
sized, a less cognitively complex leader may be preferred, at least in the
short run. Where a task contains considerable uncertainty and team mem-
bers must be innovative or creative, however, more-multidimensional lead-
ers would likely be a better choice.

TASK PERFORMANCE

Tasks differ widely in characteristics, difficulty, and requirements. Many
do not require cognitively complex performance. Settings that merely re-
quire rapid responses (e.g., push a red button when a red light is turned on



Task Performance 177

and a green button when the green light comes on) are not useful for our
present interests. Measurement of response latency in milliseconds is not
typically applicable to management tasks. Instead, we need to understand
how people respond in more complex task settings. Complex, as defined
here, might mean that several events must be traced, considered, and dealt
with at the same time; it might mean that some level of strategy may be
required, and so forth. Since the mid-1960s, we have designed several tasks
that match these requirements, ranging from visual-motor tasks to complex
simulations. The next section of this chapter includes data obtained in
visual-motor tasks. Subsequently, we proceed to performance in simula-
tions. Finally, we discuss data from complex organizational settings.

Visual-Motor Performance

Many tasks that are classified as visual-motor occur at relatively low or-
ganizational levels (e.g., assembly lines). Generally, such tasks require min-
imal strategy development. There are, however, some visual-motor tasks
that do involve considerable strategic requirements. Consider, for example,
the task facing an air traffic controller who must safely guide numerous
aircraft that appear simultaneously as signal blips on a radar screen. Stra-
tegic coordination is required. Errors, because of the possibility of severe
consequences, must be kept to a minimum. Even under highly overloading
conditions, excessive risk taking must be avoided.

Air traffic controllers (and others) who engage in complex visual-motor
tasks are generally highly trained. It is impossible to duplicate such training
with laboratory subjects. In order to avoid the need for extensive training,
yet to obtain relevant data on performance in complex visual-motor set-
tings, we have developed a representative task environment. This visual-
motor task uses a video-game format, similar to the familiar ‘‘Pac-Man.”’
In contrast to Pac-Man, however, careful control has been introduced.
Speed of movement and number of antagonists (representing stressor load
levels) are under experimental control and can be specified in equal interval
steps.

The game uses a series of concentric passageways (see Figure 7.7) that
are filled with squares. A subject must scoop up these squares with a horse-
shoe shaped object that can be controlled with a handle on a small box that
is placed on the subject’s desk (i.e., a joy-stick device). Underneath the
game matrix on the video screen, the subject’s current score, as well as
additional information (discussed later), is presented. At the beginning of
the game, the participant is provided with 5 (gratis) points. Scooping up
each square adds another 5 points to that score. Moving through one unit
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FIGURE7.7. Game matrix for the visual-motor task.

of empty space between squares subtracts 1 point. Thus, if a participant
were to move in a continuous series through all passageways filled with
squares, he or she would obtain 5 — 1 = 4 points for each square collected.

Unfortunately, a single continuous move is not possible. First of all, some
squares are located at intersections of passageways and defy a continuous
motion effort. However, by applying strategy, the squares can be gathered
in a near-continuous motion effort. If a participant fails to collect any
squares at a strategically opportune point in the task, he or she will have
to return later through numerous empty spaces which had been cleared of
squares by the participant’s previous efforts. One point is subtracted for
each empty space traversed. These negative points add up rapidly. Good
strategy involves effort that avoids the necessity to return through empty
spaces.

A second (and more serious) problem encountered by participants is the
existence of from one through nine ‘‘dots’’ that randomly move through
the passageways of the matrix. As with the scoop, they also cannot cross
the solid lines within the matrix. The dots are opponents that are pro-
grammed to move in one direction for a while and then, at some random
point, to change direction. The dots can turn corners somewhat faster than
a well-guided scoop. Collision of the scoop with any dot results in a loud
noise, a flashing video screen and an immediate loss of 100 points. After
repeated collisions, a participant’s score will become negative. After each
collision, the offending dot is removed to a different (randomly determined)
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location in the matrix, making an immediate subsequent collision due to
the same error unlikely.?

The computer program (used on an Apple II) that controls the presen-
tation of the visual-motor task permits an experimenter to systematically
vary conditions for any task period. The experimenter may modify (from
task period to task period) (1) the speed of movement (of both scoop and
dots) in the matrix, (2) the number of dots that appear and move on the
screen, and (3) a constant score that is displayed at the bottom of the sub-
ject’s video screen. That score represents an experimenter-selected value that
indicates the (presumed) average score level that has been obtained by pre-
vious subjects while playing the game for the first time, or (optionally) the
highest score level that has been obtained by any subject so far. The ex-
perimenter can also select the number of task periods in the task.

Each task period continues until the participant has scooped up all squares
in the matrix. At the end of the task the final score is displayed on the
screen and announced with a fanfare sound. The final score is generally
positive for easy load-speed levels, but may become negative as load and
speed are increased. (A negative value is generated if a participant guides
the scoop through blank spaces about 2.5 times more often than through
spaces occupied by squares, and/or if he or she repeatedly loses blocks of
100 points via collisions with dots.)

Four classes of data may be collected from persons participating in the
task: (1) scores for strategy, reflecting any movement of the scoop that
clearly facilitates collecting squares in off-line locations that, at a later point,
could have been reached only by traversing empty space, (2) error scores,
obtained by counting the number of collisions with a dot in the matrix, (3)
risk-taking scores, reflecting the mean distances between the subject’s scoop
and an oncoming dot at the times the subject reversed direction. A risk-
taking score of 1 implies a necessary collision at the next turn in the matrix
if the dot continues to follow the scoop to that point. A score of 5 would
indicate that a collision is impossible (distances greater than 5 movement
units were assigned the value 5), and (4) the game score, which reflects
overall performance of each subject in any one task period. It is the current
game score value that is displayed to the subject on the screen throughout
each task period.

Pretests of this visual-motor task indicated that a load level of two dots
with a moderate speed* of motion represented an optimal task environment
(even though many subjects preferred higher load levels which, however,

3The program (Apple II software) for this task was developed by Wise Owl Workshop,
Livermore, CA.
“Speed Level 3.
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typically decreased their performance scores). In our research designs, we
selected a warm-up-period that involved a single dot presented at the lowest
speed, representing a suboptimal load level. That warm-up-period was fol-
lowed by four (randomized) subsequent task periods representing optimal
(moderate speed, two dots), moderately overloading (moderate speed, four
dots), highly overloading (moderate speed, six dots), and extremely over-
loading (moderate speed, eight dots) task conditions. In a second experi-
ment, both load and speed conditions were varied. Subjects were classified
as less cognitively complex versus more cognitively complex (differentiators
and/or integrators).

Streufert, Streufert, and Denson (1982; 1985) have reported on data ob-
tained from adults who participated in this task. More cognitively complex
persons engaged in considerably more strategic behavior than their less
complex counterparts (see Figure 7.8). Increases in load decreased strategic
behavior. The data represent a confirmation of parts of proposition 4-17
in a task that differs considerably from other research environments in
which that proposition was widely confirmed.

Cognitively complex participants, when compared with less cognitively
complex participants, made fewer errors at extremely high load levels. At
less extreme load levels, performance differences between complexity groups
were insignificant or absent.

Error levels correlated significantly with risk taking (as one might expect,
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FIGURE 7.8. Effects of cognitive complexity and increasing overload on the use of strat-

egy in a visual-motor task.
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considering the task design). Both errors and risk taking increased with in-
creasing load. An interaction of load and complexity approached but did
not reach statistical significance (reflecting a trend toward lesser risk taking
by more cognitively complex persons under increasing load levels).

Overall task performance as reflected in the Game Score suggested that
increasing load diminishes performance. Game Scores were higher for more
cognitively complex persons and discrepancies between the more cognitively
complex and the less cognitively complex participants were particularly ev-
ident at high load levels.

A subsequent research effort in which both load and speed were varied
introduced very severe stressor levels during task periods where both load
and speed reached high levels. Performance scores at those levels were gen-
erally very low, strategy tended to be absent and errors and risk taking
reached very high levels. Differences between more and less cognitively
complex participants were rarely evident for the highly overloading task
conditions. The data support our proposition 4-22.

In summary, more cognitively complex persons did tend to outperform
less complex individuals. Thus, performance in this visual-motor task was
clearly aided by the employment of strategic thinking. In other words, where
application of strategic thought is useful, more cognitively complex persons
may have a distinct performance advantage.

Decision Making

We have previously discussed problems that are encountered by decision
theory and mathematical models of decision processes (e.g., calculations of
supposedly ‘‘optimal’’ choices) in complex settings. That discussion need
not be repeated. In contrast to that approach, Streufert and associates de-
veloped a number of experimental and/or quasi-experimental manned sim-
ulations that permit the assessment of high-level decision making. These
simulations have been used as devices for theory testing, assessment, and
applied decision analysis, as well as training techniques. In this section, we
are primarily concerned with the application of these decision tasks to re-
search efforts that are concerned with differences among more- versus less-
cognitively complex individuals, and with differences in the complexity of
information processing by groups and organizations.®

SWhile we have described the visual-motor task in some detail, we do not engage in a lengthy
discussion of simulation methodology in general or of experimental and/or quasi-experimental
simulation tasks in specific. These methods have been discussed at length in the scientific
literature. The interested reader is referred to the chapter by Fromkin and Streufert in the
Handbook of Industrial and Organizational Psychology (1976, 1983) for a general discussion
of simulation research methods, and to Streufert and Swezey (1985) for a discussion of ex-
perimental and quasi-experimental simulation research designs.
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A number of different content scenarios have been used in these simu-
lations. For example, Streufert, Clardy, Driver, Karlins, Schroder, and
Suedfeld (1965) developed a tactical game as an experimental simulation of
a military effort to conquer an island. Streufert, Kliger, Castore, and Driver
(1967) designed an expanded experimental simulation, named the tactical
and negotiations game, in which male and/or female participants make
high-level decisions about economic, negotiation, military, and intelligence
operations with regard to a small underdeveloped country called ““Shamba.’’
Streufert, Streufert, Brink, Cafferty, Krieger, Nogami, and Turner (1972)
developed a simulation of an academic environment (Hamilton State Uni-
versity) in which students with middle-of-the-road attitudes attempted to
prevent a serious conflict between administrators and radicals.

More recently, our simulation techniques have been developed for mi-
crocomputers, which respond in partially or completely preprogrammed
fashion to actions taken by participants. Swezey, Streufert, Criswell, Unger,
and Van Rijn (1984) have developed a quasi-experimental simulation of an
East-West conflict in Yugoslavia. Pogash, Streufert, Denson, and Streufert
(1984) have designed a similar, but considerably more complex quasi-
experimental simulation that focuses on a potential disaster in a mountain-
ous area of the United States.

Many research designs have been tested in these simulation settings. Sev-
eral of them have been replicated across scenarios. Replication of obtained
data across scenario settings is, of course, advantageous because it dem-
onstrates that results are not scenario or content specific. Some of the many
findings relevant to our theroy that have been generated in simulation re-
search are presented here.

Effects of Load on Performance

Performance in complex simulation settings has been measured in terms
of both decision quantity and decision quality. Quantity measures have in-
cluded (1) number of decisions made, (2) number of decisions designed to
obtain information (information search frequency), and (3) number of de-
cisions made in direct response to incoming information (respondent de-
cision making). Quality measures have included (1) differentiation in
decision making (the use of different dimensions in formulating decisions),
(2) integration in decision making (the frequency of strategy use across time),
(3) Quality of Integrated Strategies (QIS), (4) integrated use of information
that was obtained through previous search, and (5) presence or absence of
risk in decision. In addition, specific performance characteristics (such as
the tendency to ignore relevant information) has been measured. The fol-
lowing paragraphs review some of this research.
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Streufert, Driver, and Haun (1967) considered a variety of decision-
making responses as they are affected by information load. The initial re-
search distinguished among three kinds of decisions: (1) retaliatory deci-
sions, made rapidly in response to incoming information and without
application of strategy, (2) integrated (strategic) decisions, and (3) general
unintegrated decisions. While overall decision frequency showed a general
increase with increasing load (with a dip where integrated responses begin
to be replaced by retaliatory responses), strategic decision making reached
an optimal level at intermediate loads (i.e., 10 items of information per 30-
minute period). That finding supports our propositions 4-19 and 4-20.
General unintegrated decision making was lowest at moderate load levels,
but higher where load was either very low or excessive, confirming the hy-
pothesis presented in proposition 4-24. Few retaliatory decisions were made
when little information was received, but they increased in number toward
more moderate levels as load approached optimal levels. As optimal load
was exceeded, however, retaliatory actions increased sharply (see proposi-
tion 4-23). These data are presented in Figure 7.9.

The majority of work on complexity differences among individuals has
focused on integration (i.e., strategic decisions) and, to some degree, on
differentiation decisions. The discrepancy between more- versus less-
cognitively complex individuals on measures of integrated decision making
is especially striking. Particularly, at optimal load levels (as discussed for
perception of an opponent’s strategy), differentiators and integrators dra-
matically outperform their less cognitively complex counterparts (see Figure
7.10). The data confirm proposition 4-19 and, in part, proposition 4-32,
across various stimulated tasks, group sizes, subcultural and cultural (na-
tional) differences, ages and job levels/professions (e.g., Streufert, 1970).

Similar differences have been obtained for decision making under diverse
levels of failure (Figure 7.11), success, and information relevance (Figure
7.12). In research on effects of information relevance, load was held con-
stant at an optimal level and relevance was varied as a proportion of load.
This procedure allowed relevance manipulation to determine the quantity
of load that was designed to be meaningful to task performance. Optimal
load levels would thus be expected at 100 percent relevance (10 relevant
messages per half hour). Complexity theory would predict general increases
in integrated decision making as relevance increased and an even sharper
rise in integrated (strategic) activity for more cognitively complex partici-
pants in the task. These results were, in fact, observed.

In some research efforts, we have employed measures of highly complex
decision processing, such as the QIS measure, which is sensitive to the num-
ber of strategically interrelated actions that comprise a general strategy and
to the length of time across which strategic decisions are planned. When
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FIGURE 17.9. Effects of information load on decision making in a complex simulation
task. (Reprinted from Streufert, S. Complexity and complex decision making: Convergences
between differentiation and integration approaches to the prediction of task performance.
Journal of Experimental Social Psychology, 1970, 6, 494-509. Reprinted with permission from
Academic Press, Inc.)

such complex measures are used, the general finding, replicated over var-
ious subject populations, has been an even greater performance differential
between the more and less cognitively complex persons. However, such dif-
ferences tend to be restricted to a relatively narrow range around optimal
environmental load (or success, failure, relevance, etc.) conditions. On
measures of this nature, multidimensional differentiators, even though their
scores greatly exceed those of cognitively less complex individuals, do not
approach scores obtained by individuals who are classified as integrators.

Information Search and Utilization

A variable that has been widely researched by scientists interested in com-
plexity theory has been information search. Generally, more cognitively
complex persons, particularly integrators, tend to be more open to (and
more actively involved in obtaining) novel-additional information than is
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FIGURE 7.10. Effects of information load on differentiation and integration in decision
making. (Reprinted from Streufert, S. Complexity and complex decision making. Journal of
Experimental Social Psychology, 1970, 6, 494-509. Reprinted with permission from Academic
Press, Inc.)

the case for less complex individuals (Karlins and Lamm, 1967). However,
the relationship between search and complexity is not a simple one. First,
let us distinguish between two kinds of search activities: (1) delegated search,
where others are instructed to obtain potentially useful information (an ac-
tivity that is highly sensitive to social desirability) and (2) self-initiated
search, where a decision maker employs his or her own time and effort (at
the potential cost of other actions) to obtain desired information.

These two types of search activities appear to be differently affected by
task load and by differences in the cognitive complexity of decision makers.
As shown in Figure 7.13, delegated search tends to be higher for less cog-
nitively complex decision makers except at optimal load levels. However,
self-initiated search by such persons clearly shows load effects. As load in-
creases, these persons are more and more busy with direct responding to
incoming information. They have little time left to engage in active search
(even though they may still request more information by delegating search
activities).

In contrast, active search by more cognitively complex persons (see Fig-
ure 7.14) is somewhat less affected by load because all stimuli do not require
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respondent decisions, even when load levels are high, and some additional
relevant information is typically needed for adequate performance, regard-
less of load level. The data confirm proposition 4-31. Such information is
obtained through search activity. As a consequence, a more moderate slope
of search with increasing load tends to reflect the search activities of more
cognitively complex individuals.

Additional research (e.g., Suedfeld and Streufert, 1966) has shown that
the characteristics of self-initiated search activities also differ between more-
versus less-cognitively complex persons. When less-complex persons were
searching, they tended to seek information about current events relevant to
their task. In contrast, differentiators and integrators tended to seek in-
formation more often about emerging changes in task conditions and about
potential future events.

Use of information obtained through search has been shown to differ
across complexity levels as well. Less cognitively complex persons tend to
use obtained information in respondent decisions. In contrast, integrators
often convert obtained information into part of an overall strategy. Exces-
sive search, however, often leads to overload and produces poor perfor-
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(Reprinted from Streufert, Suedfeld, and Driver (1965).)

mance, as was suggested in proposition 4-32. This result holds for various
environmental manipulations (e.g., load variation as discussed by Streufert,
Suedfeld, and Driver, 1965; failure variation, e.g., Streufert and Castore,
1971; and other manipulations, such as success or relevance).

Risk Taking

Decision making, particularly in uncertain and complex environments, is
often associated with risk. As a consequence, we have devoted considerable
research efforts to the topics of risk taking and its environmental and struc-
tural antecedents. It appears that risk taking is primarily a cognitive phe-
nomenon and is consequently relevant to such structural determinants as
dimensionality (cf. Streufert, Streufert, and Denson, 1983, and the next
chapter). Our research shows that risk taking in complex tasks increases
with load, at least until optimal load levels are reached and increases with
time spent on complex tasks (Streufert and Streufert, 1968). The data con-
firm propositions 4-25, 4-26, and 4-27. They also show that risk taking
may decrease sharply as decision maker(s) near the end of a task assignment
period. Lack of control over a task environment (as perceived by decision
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makers) generates increased risky actions (Higbee and Streufert, 1969), and
.experience of either failure or success often increases risk taking. However,
as levels of success or failure become high, risky actions tend to become
focused on a single activity. This finding provides evidence for proposition
4-27. For example, if a (simulated) international decision maker must make
both economic and military decisions that are risky, a sharp increase in
failure or in success generally results in yet higher levels of risk taking that
are focused either on the military or on the economic realm.

Further, risky behavior appears to be culturally determined. In a simu-
lation of an international conflict similar to the Vietnam War, Chinese and
American decision makers represented either a revolutionary movement
fighting their national government and its large foreign ally or a foreign
nation aiding an allied government against the revolutionary movement.
The obtained data paralleled the reasons underlying General Giap’s victory
at Dien Bien Phu. When Chinese participants in the simulation estimated
(in the absence of sufficient information) the strength and capacity of their
opponent, they tended to overestimate and, consequently, engaged in very
little risk taking. Western (primarily American) participants, on the other
hand, underestimated their opponent’s strength and, as a consequence,
made excessively risky decisions (Streufert and Ishibashi-Sandler, 1973)
which, in turn, resulted in unacceptable losses.

Direct effects of cognitive complexity on risk taking propensity per se
have not been demonstrated. However, there appears to be a difference in
the use of risk as predicted in proposition 4-26: Risk taking by less cog-
nitively complex decision makers tends to be relevant to current task con-
ditions. Differentiators and especially integrators tend to include risky
actions as part of a strategy—although they are not averse to employing
risky actions in response to current task demands. The overall level of risk
taking of persons, however, appears more a function of a cognitive pro-
clivity toward taking chances and a function of a belief in the greater like-
lihood of success or failure.

RESEARCH WITH ORGANIZATIONS
AND ORGANIZATIONAL DECISION MAKERS

Simulation and Organizational Performance
GENERAL PERFORMANCE

Experimental or quasi-experimental simulations have been employed for
a variety of purposes and with a wide range of diverse participants. Among
the persons or groups who have functioned as decision makers in our sim-
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ulations were midcareer State Department personnel, midlevel managers
from private industry, upper-level managers (e.g., vice presidents) from pri-
vate industry, banking executives, college and high school students, and
adults drawn from various occupations.® For some participants at various
organizational levels, supervisor and/or peer rating data on job perfor-
mance were available. Comparisons between simulation performance and
job performance have, therefore, been possible. More cognitively complex
participants, particularly integrators who held jobs as managers and upper-
level executives were typically rated much higher than their less-complex
counterparts. The simulation performance on measures such as number of
integrations and especially multiplexity F and multiplicity predicted their
on-the-job performance even better. A high relationship was also obtained
for QIS and Weighted QIS scores with peer and/or supervisor ratings of
long-term planning ability.

For college students, grades were not strongly related with measures of
complexity or with simulation performance. A minor trend toward im-
proved performance by more cognitively complex college students in sub-
jects such as economics and philosophy was obtained, yet differences
between more and less complex students do not appear to exist for such
subjects as mathematics and engineering.

COMPARING IDEAL PERFORMANCE AND
MULTIDIMENSIONAL PERFORMANCES

Streufert (1984) analyzed a team of senior executives from various private
sector organizations was asked to generate a list of decisions that would
typify an ‘‘excellent’’ manager and a list of decisions that would represent
a ‘“‘poor’’ manager. The hypothetical manager was said to work for a mid-
size manufacturing company which had recently projected that a new prod-
uct would double sales over a 3-year period. A list of relevant information
(presumed to be received by the manager during the next 2 years) was also
provided. The team of executives was also provided with considerable in-
formation about the target company. They were asked to provide the fol-
lowing information (separately) for each of the two (excellent and poor)
managers for a hypothetical 24-month period: (1) Specific decisions made
by the managers, their timing, and characteristics (such as the general action
category), (2) whether and how each decision was related to the manager’s
overall plan, if any, (3) how each decision was related, or responsive, to
information received, and (4) how each decision was related to one or more
previous or future decisions in terms of strategic planning.

On the basis of these descriptions of managers’ decision characteristics

“Much of this data has not been published previously.
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by the team of senior executives, decision matrices for the excellent and for
the poor manager were developed. The same technique that is usually em-
ployed to develop decision (time-event) matrices of simulation performance
(see Chapter 6) was used for data analysis. The resulting two matrices are
presented in Figure 7.15.

Clearly, both the number of diagonals and their interconnections differ
greatly for the two hypothetical managers as is suggested by proposition 4-
17. Let us take a look at matrices that were based on actual simulation
participation (Figure 7.16) of other managers. Note the similarity of the
two sets of figures. The matrices for the described excellent manager and
for the more cognitively complex decision maker are extremely similar, as
are the patterns generated by the description of a poor manager and the
less cognitively complex decision maker.

For a second comparison, it appeared useful to consider the scores de-
rived from the matrices (see Chapter 6) for the described excellent and poor
executives. These scores may be compared to those actually obtained by the
same more and less cognitively complex managers who had participated as
decision makers in one of our simulations. Score comparisons for the four
matrices are presented in Table 7.1 and, graphically, in Figure 7.17.

The similarities between the description of the excellent manager and per-
formance data obtained from the more cognitively complex simulation par-
ticipant are strikingly evident from both Table 7.1 and Figure 7.17.7 The
same holds for the similarity of the described poor manager and the less
complex decision maker. The matrices and scores for the two simulation
participants are, incidentally, typical of those generally obtained from more-
versus less-cognitively complex persons—no matter whether they are college
students, midlevel managers, upper-level managers, or military decision
makers. While these various groups would certainly differ in their specific
content knowledge, they generally do not differ in their range of structural
decision-making characteristics.

Managerial and Organizational Performance:
Concluding Thoughts

We have seen that, in general, more cognitively complex managers appear
to be superior strategists and planners. We have seen that a manager who
is viewed as excellent by senior executives is likely to make decisions in a
multidimensional fashion. In the process of considering such issues, we have

"Note, that the Time Weight measure which is most sensitive to length over which integrated
strategy is planned appears less useful than measures which emphasize the number of steps
across which strategic sequential decisions are developed.
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FIGURE 7.16. Decision making performance of two equivalent executives in a simulation
task. The executive represented by the upper matrix was rated as poor in job performance,
the executive represented by the lower matrix was rated as excellent in job performance by
supervisors and peers. (Reprinted from Streufert, S. The stress of excellence. Across the Board,
1983, 20, 8-16.)

demonstrated that our simulation techniques are appropriate tools for as-
sessment of executive capacities. Yet, a word of caution is again needed. In
some situations, there may be little value in strategic decision making.
Sometimes, respondent actions are appropriate without concern for sec-
ondary or long-term consequences. No final data currently exist that ad-
dress the capacity of managers to switch from a more differentiative and
integrative to a more unidimensional and respondent style of information
processing. At present, we are conducting simulation research that requires
such a change of orientation. Preliminary data suggest that the ability to
shift is present in many but not all cognitively complex managers. On the
other hand, that ability seems to be meaningfully related with on-the-job
performance ratings of higher executive levels.

The value of differentiated and integrated decision making in organiza-
tional settings has also been demonstrated by Schroder and associates and
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TABLE 7.1
Matrix-Based Scores for an Excellent and a Poor Manager of a Midsize Company”
Less
cognitively
Cognitively complex
Described Described complex manager
excellent poor (simulation (simulation
Scores manager manager participant) participant)
Number of decisions 34 24 38 36
Number of respondent
decisions 9 (26.5) 18 (75.0) 10 (26.3) 23 (63.9)
Number of decision
categories 20 (58.8) 15 (62.5) 20 (52.6) 12 (33.3)
Number of integrations 33 (97.1) 8 (33.3) 29 (76.3) 5(13.9)
Multiplexity F 217 (638.2) 9 (37.5) 235 (618.4) 2 (5.6)
Time weight 219 (644.1) 21 (87.5) 322 (847.4) 10 (27.8)
Number of unintegrated
respondent decisions 5(14.7) 17 (70.8) 6 (15.8) 22 (61.1)
QIS 2156 (6341.2) 31 (129.2) |2008 (5284.2) 20 (55.6)
Weighted QIS 7417 (21814.7) | 31 (129.2) | 6538 (17205.3) 20 (55.6)
General unintegrated
decisions 9 (26.5) 16 (66.7) 8 (21.1) 28 (77.8)

“As described by a team of senior executives, and matrix based scores derived from the
participation of a cognitively complex (integrating) and a less cognitively complex manager.
(Scores are adjusted for the length of simulation participation.) Values in parentheses are
proportions of decisions made.

by Driver and associates (see the review chapter). Of particular interest in
this regard is the work of Suedfeld and his co-workers, who took their anal-
ysis to the largest of all organizations—that is, nation states. Suedfeld (e.g.,
Suedfeld and Rank, 1976; Suedfeld and Tetlock, 1977) has found that
speeches by national leaders that reflect a decreased expression of differ-
entiation or integration tend to precede war, and speeches that are char-
acteristic of increased complexity are predictive of periods of peace. Most
likely, unidimensional communications, especially where they contain hos-
tility, would generate respondent behavior to perceived challenge that can
generate further hostility. In some cases, such hostility may be useful strat-
egy. In other cases, however, it can be counterproductive. On the other
hand, refusing the aggressor any intended spoils, but providing the poten-
tial to save face tends to reflect a more integrated strategy in response to a
serious challenge. If, in fact, greater multidimensionality actually prevents
acceleration of conflict into war and, therefore may be employed to aid in
the conflict reduction process (cf. Streufert and Streufert, 1979a; Streufert
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FIGURE 7.17. A graphic representation of matrix based decision making scores derived
from descriptions of an excellent and a poor manager of a mid-size company (provided by a
team of senior executives) and decision making scores obtained from decisions made by a
cognitively complex (integrating) and a less cognitively complex manager who participated in
a complex decision making simulation. (Scores are adjusted for length of participation in the
simulated decision making task.)

and Streufert, 1985), its application on the international level may be quite
valuable.

Many of the theoretical propositions advanced in Chapter 6 are relevant
to organizational structure and organizational information flow per se. Our
research group, up to this point, has not specifically tested these hy-
potheses. A reading of the extensive literature on organizations, however,
will generate many observations or findings by other authors which may
be viewed as more or less directly or indirectly supportive. We hope that
some readers of this book will be interested in designing research that will
test some of our currently unsupported propositions.



Physiological and Health Implications
of Complexity and Other
Managerial Styles

For years, people worried about executives falling prey to the ‘“‘manager’s
disease’’ and early death because of heart attacks. It was thought that this
disease occurred with particular frequency among successful managers who
are saddled with multiple responsibilities. Several decades of research, how-
ever, have shown that managers are not disproportionately subject to heart
attacks: Others also experience coronary heart disease with similar fre-
quency. For example, a small craftsman who opens his own shop may be
as likely to die from this-disease (which physicians term myocardial infarc-
tion, or MI for short). Nevertheless, many managers do, in fact, suffer Mls.
Their possible death during their productive years is painful to their fam-
ilies, friends, and to their companies alike.

What are the causes of coronary heart disease? How can it be prevented?
Millions of dollars have been spent to investigate the major and minor risk
factors associated with MIs. The National Institutes of Health have sup-
ported several experimental retrospective and prospective research efforts
to identify causes and possible intervention techniques. We now know that
many of the risk factors are physiological: high blood pressure (both sys-
tolic and diastolic), elevated cholesterol in the bloodstream (whether high
levels of cholesterol in the food are damaging to persons whose bood level
of cholesterol [serum cholesterol] are normal is still under some debate),
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kidney disease, diabetes, and more. Other major risk factors, however, are
behavioral. Smoking (e.g., 20 or more cigarettes per day) can be extremely
damaging. Particularly interesting is a phenomenon that has been called
“Type A’ behavior. We devote considerable space to this concept and its
effects on cardiovascular health.

TYPE A CORONARY-PRONE BEHAVIOR

Several years ago, two cardiologists, Rosenman and Friedman, identified
a class of behaviors that appeared to be particularly common among heart
attack victims. The behaviors appeared to arise from internally generated
responses to perceived challenges. More often than not, heart attack victims
appear to be time urgent. They tend to set their own deadlines—even when
deadlines are not necessary. They often engage in several diverse activities
at the same time. They tend to become hostile when challenged by another
person, are highly competitive, and view that competitiveness as the foun-
dation of their professional success. Friedman and Rosenman (1974) argued
that persons having such behavioral characteristics were predisposed to heart
attacks.

At first, Rosenman and Friedman met more skepticism than approval
for their behavioral antecedents of heart disease. Physiologists and physi-
cians were accustomed to thinking about failures of physiological systems,
about disease, about biochemical and pharmacological agents, and they
were not easily persuaded that behavioral (nonpsychiatric, at that) phenom-
ena could be translated into physiological outcomes. However, nearly two
decades of research have moved the medical community toward a greater
understanding of Type A behavior and its effects, even though cardiovas-
cular physiologists still have no final explanation of Aow these behaviors
are translated into damage of the heart arteries.

In 1979, the National Heart, Lung and Blood Institute of the National
Institutes of Health convened a conference of experts, including cardio-
vascular physicians, epidemiologists, physiologists, statisticians, and psy-
chologists in what may be described as a “‘science court.”” The ““court’’ was
convened to determine whether Type A behavior should indeed be consid-
ered a major risk factor for heart attacks—a factor of similar importance
as high blood pressure, elevated serum cholesterol, and so forth. The expert
panel concluded that, at least for working American males, the evidence
was clear that Type A behavior is a major risk factor. However, the panel
also emphasized that additional research was badly needed. They suggested
that some components of Type A behavior may well be harmless while oth-
ers may be detrimental. They also suggested that additional behavioral
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characteristics that are not included in the Type A conceptualization should
be considered as potential candidates for coronary-prone behavior and
should be investigated. (With regard to this concern, data presented in the
latter part of the present chapter are particularly relevant.)

Let us explore Type A coronary-prone behavior and its implications for
the organizational manager. Type A behavior reflects a competitive ori-
entation—that is, a sensitivity to challenge. Challenge and competition
however, are typical components of the modern organizational environ-
ment, especially at higher levels. In addition, many organizations develop
a culture that communicates to its members that Type A behaviors are par-
ticularly appropriate and desirable, and that they are a foundation of man-
agerial success. It is no wonder, then, that many managers—particularly
those striving to advance in companies where internal competition is en-
couraged, adopt a classic Type A behavioral style. They tend to believe that
their particular style of responding is necessary, that it is the basis of their
own and their organization’s success.

Research, however, suggests otherwise. Our own work (Streufert, Streu-
fert, and Gorson, 1981) has shown that time-urgent behavior, even though
it may, at times, be helpful in quite simple tasks where rapid responding is
required (e.g., assembly-line operations), it is of no use in complex decision-
making tasks that require planning and strategy development. Even simple
tasks that require some minimal amount of strategic thought do not favor
individuals who display the Type A behavioral style (Streufert, Streufert,
and Denson, 1985). Work by David Glass and associates (e.g., Glass, Krak-
off, Continda, Hilton, Kehoe, Mannucci, Collins, Snow, and Elting, 1980)
has reached quite similar conclusions.

If Type A is a coronary-prone behavior and if it is not a likely antecedent
of success in complex organizational settings (observation would, for ex-
ample, suggest that many CEOs are not especially Type As) then we may
conclude that one should eliminate this behavioral style from the executive’s
repertoire of behaviors. Those who have tried (e.g., Rosenman, 1978; Ros-
kies, in press; Suinn and Bloom, 1978) have found this to be a difficult
task. For example, the executive who puts away his watch because he does
not want to be driven by it any longer often finds it hard to deal with a
timeless world where others insist that meetings must start on time. As a
result, the executive will likely be peering at other people’s wrists—and may
remain as time-urgent as ever. In addition, once a Type A executive decides
to make the switch to Type B behavior, he or she is likely to want to become
a Type B in the hurry that his or her Type A style demands. A lengthy
history of intermittent reinforcement for Type A behavior may make this
style extremely resistant to extinction.

However, we may not have to be so general in our efforts to eliminate
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Type A behaviors. As the NIH panel has suggested, some Type A char-
acteristics may be benign while others are likely dangerous. If we wish to
make intervention more successful for executives who want to change to-
ward greater ‘‘B’ness,”’ then we should emphasize those Type A compo-
nents that are indeed antecedents of heart disearse. What are these
components?

Dembroski, his coworkers, as well as other researchers in the field of
behavioral medicine, have analyzed the contributions of various compo-
nents of Type A behavior to arousal and to subsequent heart disease. Dem-
broski, MacDougall, Williams, Haney, and Blumenthal (1985) found that
only hostility and especially the anger-in component of hostility are partic-
ularly detrimental. Anger-in means that an afflicted person, when chal-
lenged, becomes very angry—but does not express that anger overtly. Anger
effects may be visible in his or her posture, in the grimace on the face or
in a clenched fist. However, speech patterns may remain normal and the
challenger may not even notice that he has made the other person furious.

Such internalized anger can generate high levels of physiological arousal—
reflected in considerable elevations of blood pressure and heart rate and in
the release of catecholamines into the blood stream. A fight-or-flight (i.e.,
physically active) response to the challenge (which certainly would have been
appropriate during our caveman history when we were challenged by that
grizzly bear) would serve to diminish or eliminate the circulating catechol-
amines. However, in today’s business world we do not engage in fistfights,
and we do not run away from our opponents. Rather, we often just sit there
and respond with apparent calm, causing possibly serious damage to our
cardiovascular system. We experience what has been termed stress. The
stressor is the other person and his or her words or actions. The resulting
physiological strain initiates a chain of events that—in the long run—can
create possible damage to our arteries. To some extent, we may be able to
work off the strain effects by jogging or a game of tennis. However, such
forms of physical exertion are not always available at the appropriate time.

To summarize, Dembroski would suggest that it is not job involvement
or striving for success that represent the antecedents of heart disease, but
the intensity of hostility and the tendency to hide one’s anger under the
surface. We would agree that these characteristics are likely to be quite dan-
gerous. But, why should other components of Type A (e.g., behaviors such
as time urgency) be benign—that is, ineffectual in producing heart attacks?

A closer look at the components of Type A appears needed. Together,
these components represent a style of behavior. Styles, as we have discussed
previously, describe Zow people think and behave, as opposed to what they
think or which thoughts are translated into behavior. Type A persons gen-
erally respond to any challenge, regardless of its content. In other words,
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they respond to the challenge per se. Their responses are generated by an
overall structural style that, in part, governs their perceptions and overt
behaviors. Any challenge, for them, is a reason to react overtly or, at least,
covertly. The opposite style, Type B, is not easily challenged and often fails
to react to interpersonal stressors.

The type A person tends to view information from his or her environment
more often as a stressor. He or she is often overly sensitive. As a result,
the Type A person may often preceive interpersonal exchange as implying
or involving conflict, which, in turn, dictates responses involving overt or
covert hostility.

Challenges, however, occur not only in the interpersonal realm. Often we
can experience conflicts among our own thought patterns. We are fre-
quently in conflict about decisions we must make. Time urgency may cause
conflicts, as may the tendency to simultaneously engage in multiple actions
or thoughts. It would, indeed, be surprising if those kinds of conflict would
not generate forms of stress and strain, which, in turn, might provide a
potential basis for heart disease. We return to that possibility later in this
chapter. First, however, let us consider other behavioral characteristics that
are related to physiological arousal.

COMPLEXITY, AROUSAL, AND DISEASE

We have indentified Type A as a style of behavior. It reflects how people
respond to challenges and whether they interpret various stimulus infor-
mation as stressful. In other words, Type A characteristics represent struc-
ture, not content. Of course, Type A is not the only style that describes
how people deal with information. Earlier, we have discussed in some detail
the structural characteristics associated with cognitive complexity. We have
referred to differentiation and integration as styles of information proc-
essing, as cognitive and behavioral processes that address how people deal
with information. Would, or should, cognitive complexity have similar ef-
fects on human cardiovascular physiology as those found in Type A be-
havior?

Some evidence exists that cognitive styles, in general, relate to physio-
logical response. For example, McCranie, Simpson and Stevens (1981) have
demonstrated a relationship between physiological responsivity and field
dependence-independence, yet another cognitive style. If styles can relate
to arousal, it would only seem reasonable to explore the possible relation-
ship between the style of cognitive complexity and human physiological re-
sponsivity. Some research on that relationship has now been completed.
While the data available to date are certainly not as extensive as the be-
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havioral data we reported in Chapter 7, they are certainly suggestive. We
are reporting these results here, even though each data set may ‘only be
based on one or very few studies. We hope that this presentation may mo-
tivate other researchers to join us in working on these variables, and to help
determine which of these results will be robust and which others may be
due to specific intervening variables or may even have been spurious.

The first effort of this kind was reported by Streufert, Streufert, Dem-
broski, and MacDougall (1978). These authors exposed subjects to chal-
lenging tasks and showed that differentiators and integrators generated
higher degrees of arousal than their less cognitively complex counterparts
(p < .01). The arousal levels obtained from differentiators and integrators
were similar to those typically obtained from Type A persons. However,
the two styles have remained generally uncorrelated. This finding prompted
a more detailed exploration of potential effects of cognitive complexity on
human cardiovascular physiology and on potential subsequent disease. The
resulting research program is currently in its fourth year and has already
produced considerable interesting data. Most of those data are concerned
with arousal. Minimal (retrospective) data on complexity and heart disease
are available as well. We deal initially with research results that are based
on physiological responses to various stressor conditions by persons dif-
fering in cognitive complexity. Subsequently, we discuss effects of cognitive
complexity upon disease.

TASKS

Researchers who investigated the effects of Type A characteristics on
arousal and heart disease have typically presented their subjects with severe
challenges. For example, research participants have been told that they
would be asked a few easy questions that most people should be able to
answer without difficulty, only to be subjected to questions that they cannot
answer even with their best efforts. Others were told that they would be
required to submerge their arm for a length of time in ice-cold water, a task
that was described as ‘‘extremely difficult,”” and threatened that they would
have to submerge their arm ‘‘over and over again until they would leave
their arm in the ice cold water for the required length of time.’’ Such tasks—
or their descriptions by the experimenter as he or she interacts with sub-
jects—can generate very high levels of stress experience. For Type A per-
sons, who feel especially challenged, these tasks tend to generate high levels
of arousal.

Typical managers experience high levels of stress only from time to time.
Normal job stressor levels are usually lower—yet, in many cases, everpres-
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ent. We have felt that our research tasks should reflect more normal man-
agerial stress levels—Ilevels that would be representative of relatively typical
organizational work environments. An understanding of stressor impact at
normal work levels, should provide more detailed insights into the rela-
tionships between managerial work and health and into the effects of cog-
nitive complexity as it may moderate these relationships.

We have already discussed our research tasks in a previous chapter. A
concern with planned research on physiological and health effects played a
role in the selection of those tasks. The majority of our research findings
on stress, cognitive complexity, and health have been based on a series of
these tasks which, as the reader will remember, differed considerably from
each other. Participants were exposed (of course, in random order) to the
following tasks or task levels:

1. Resting comfortably alone, while viewing a kaleidoscopic display of
colors on a videoscreen.

2. Resting comfortably alone, without video (because no arousal differ-
ences between conditions (1) and (2) were obtained, data were sub-
sequently combined and employed as a baseline condition to allow the
calculation of increases in physiological response levels above base-
line).

3. Resting in the presence of another person who was occupied with an-
other task. (This condition was defined as a ‘‘Social Base Line.”’)

4. A gentle, nonthreatening interview, based on the Sentence Completion
(Paragraph Completion) Test of Schroder and Streufert (1962): This
interview was experienced by most participants as clinical in nature.
Many participants expressed thoughts and feelings that they had not
previously communicated to others. In fact, however, the interview
was designed to assess subjects’ complexity level—that is, their ability
to differentiate and/or integrate. Any statement by participants dur-
ing the interview that might have implied differentiation and/or in-
tegration was gently probed by the interviewer to clarify the presence
or absence or degree of multidimensionality.

5. Rosenman and Friedman’s structured interview (e.g., Rosenman,
1978) for assessing Type A characteristics: This interview is designed
to be highly stressful and challenging. The interviewee is continuously
interrupted, and questioned in somewhat unfriendly and hostile fash-
ion.

6. The visual-motor task that was described previously: Following a low
stressor warm-up condition, participants were presented with four
(randomly ordered) load levels varying from moderate to high. The
same measures of performance discussed in the previous chapter were
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employed to compare performance characteristics to physiological re-
sponsivity.

Measurement of physiological responsivity under all load conditions was
noninvasive. (Invasive measurement would itself have been stressful and
would therefore have confounded independent variable manipulations.)
Measures of systolic blood pressure (SBP), diastolic blood pressure (DBP),
and heart rate (HR) were repeatedly obtained. Unless otherwise specified,
repeated measures were averaged within task or load conditions to provide
a general indicator of physiological response. For some participants (as ad-
ditional equipment became available) skin temperature and various electro-
cardiogram measures were also obtained. The number of data points on
these measures are at present insufficient. Nonetheless, these data tend to
corroborate other findings that follow.

RESEARCH

Physiological Responsivity (Arousal Levels)

Streufert, Streufert, Lewis, Henderson, and Shields (1982) exposed 26
adult males, varying in age from 24 to 71 to the tasks we have discussed
earlier. Increases in SBP, DBP, and HR for the various load and task con-
ditions were compared to nonsocial baseline measurements. For ease of
communication, increments in blood pressure and heartrate were expressed
as delta values (i.e., as differences between mean measured value during a
task load and mean baseline value). For the blood pressure measures, the
delta values are expressed in terms of millimeters of mercury (A mm/Hg);
for heartrate as discrepancies in beats per minute (A BPM).

Differences between the social baseline condition and the nonsocial base-
line (i.e., A social baseline) were slight. Some elevation of blood pressure
was observed. For the nonthreatening interview (designed to assess cogni-
tive complexity) mean delta values of about 20 mm/Hg were observed for
both blood pressure measurements (p < .01). Somewhat lower deltas (about
14mm/Hg, p < .05) were obtained for the structured interview condition
(designed to measure Type A behavior). In both cases, BPM covaried di-
rectly with blood pressure changes: a delta of approximately 7 BPM was
observed for the nonthreatening complexity interview; a delta of approxi-
mately 6 BPM was obtained for the threatening Type A interview. It should
be noted that these measures reflect averages—that is, some persons re-
sponded with more severe increases in blood pressure and heartrate, and
others, of course, with lower elevations. The covariation of SBP, DBP, and
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HR for these conditions suggests that a physiologically central process was
likely operative: diverse stressors levels resulted in diverse levels of central
arousal—producing, in turn, various levels, but no different kinds of phys-
iological strain and stress experience.

A quite different result was obtained for responses to the visual-motor
task. For most participants, systolic arousal diminished (p < .05), resulting
in decreased delta values (particularly when compared to the nonthreaten-
ing complexity interview). Diastolic elevations (i.e., delta DBP) however,
tended to remain as high as for the structured interview or increased toward
or beyond the value observed for the complexity interview. However, for a
minority of participants, the physiological reaction was exactly the oppo-
site: They experienced a sharp increase in SBP with a drop in DBP. Heart-
rate, on the average, tended to rise slightly. Both response tendencies sug-
gest a different kind (not just a different level) of stress response than ob-
served for the interviews. The different kind of response occurred for a task
that itself was different: In contrast to the interviews, the visual-motor task
was nonsocial in nature.

Clearly, the tasks selected for our research proved useful. They were able
to generate different levels and different kinds of physiological strain. Based
on these findings, we introduced cognitive complexity as an additional vari-
able, primarily to determine whether—and to what degree—a potential ca-
pacity to differentiate and/or integrate might moderate physiological
arousal. Complexity scores were derived from written responses to the Sen-
tence Completion Test (which correlated highly with scores obtained in the
nonthreatening interview). In addition, participants responded to an ob-
jective paper and pencil complexity-self description (C x SD) questionnaire
that is presently in its developmental stages, and to another developmental
measure of cognitive style. That measure, known as General Incongruity
Adaptation Level Self-Description Scale (GIAL-SD), is designed to assess
the degree to which persons seek or avoid incongruity in their environment.

Subjects in this sample were 42 working adult males. The obtained data
replicated the previously obtained results of Streufert, Streufert, & Denson
(1983). Again, the greatest arousal level was generated by the nonthreaten-
ing complexity interview, with somewhat less arousal obtained during the
structured interview. Increases in SBP, DBP, and HR for the two interviews
continued to covary, but diverged for the visual-motor task. However, a
greater number of persons than previously showed increases in SBP and
decreases in DBP.

Only slight effects of cognitive complexity differences on mean arousal
deltas were obtained. Significance tests indicated higher levels of arousal
by more cognitively complex participants only at p < .10. However, a close
look at the data suggested that several individual arousal measurements for
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the cognitively complex participants within each series were particularly el-
evated. Such intermittent elevations were rare for less cognitively complex
persons. It appears that some of the questions discussed during the inter-
views may have generated considerable arousal for differentiators and in-
tegrators, while other topics did not. In other words, specific topics turned
on a relationship between complexity and arousal. Others did not. In con-
trast, less cognitively complex individuals apparently responded with gen-
eral equanimity to all questions in the interviews.

This observation suggested that comparisons of arousal variability rather
than level of arousal should be obtained, especially for interview settings
where discrepant responses by cognitively complex individuals were espe-
cially common. The resulting analysis indicated that arousal variability was
higher for cognitively complex persons in both interview situations (p <
.01). However, variability also interacted with the Type A behavioral style.
Surprisingly, Type B differentiators and integrators generated the highest
levels of arousal variability in the complexity interview. Those levels, how-
ever, were yet exceeded by arousal variability of cognitively complex indi-
viduals identified as Type A when participating in the structured interview.
In this interview task, differentiating or integrating Type Bs produced the
lowest levels of arousal variability. In other words, arousal variability ap-
pears to be an appropriate measure of physiological reactivity (on repeated
measurements of noninvasive cardiovascular responses).

Two findings are particularly thought provoking. First of all, only cog-
nitively complex individuals (i.e., differentiators/integrators) generated high
but intermittent arousal levels. The global Type A style, by itself, did not
predict arousal. A second finding of some interest is the discrepant response
by cognitively complex Type As versus cognitively complex Type Bs to the
two interviews. Cognitively complex type As responded especially to the
structured interview—in other words to externally induced challenge. Cog-
nitively complex Type Bs could not be challenged in that fashion, but ap-
parently generated their own cognitive conflicts during the nonthreatening
complexity interview.

Findings for the visual-motor task were less extensive. Differences in
arousal level and in arousal variability across complexity levels were less
evident. However, strong performance differences (as discussed in the pre-
vious chapter) did emerge. One might expect that performance and arousal
would show a common relationship to induced load stressor levels. The
obtained relationship, however, was limited to risk-taking behavior and was
predicted by differences in Global Type A versus Type B characteristics.
Type A persons took greater risks than Type Bs and became more aroused
when they did (p < .01). Some greater arousal during risky actions was
evident for cognitively complex individuals but that relationship was not
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strong (p < .10). No relationship between risk taking the arousal was ob-
tained for less cognitively complex persons. In general, then, elevated or
variable arousal levels were associated with cognitive complexity. Arousal
effects were obtained for differentiators and integrators—not for less com-
plex individuals (later in this chapter we consider the potential underlying
cause of arousal peaks in these persons: cognitive conflict, generated by the
attempt to deal with complex and uncertain environments in a differentia-
tive and integrative strategic fashion). Global Type A style only predicted
which specific tasks generated elevated physiological responses and only in
cognitively complex persons.

Components of Cognitive Complexity

We have already discussed the relationship of Type A to arousal, as well
as the differential components of Type A behavior and their likely rela-
tionships to heart disease. Cognitive complexity appears similar to Type A
in its predictive capacity for arousal. If Type A can be successfully subdi-
vided into components, it might be worthwhile to explore whether cognitive
complexity can be subdivided as well. If so, it should be explored whether
some components of complexity may be predictors of performance, others
of arousal (and possibly disease), yet others of both or neither.

To determine whether the complexity construct can be divided into mean-
ingful components (beyond distinctions between levels of complexity such
as the differentiation-integration distinction), we factor analyzed the afore-
mentioned C X SD questionnaire. Six primary factors, accounting for con-
siderably more than half of the total variance in the instrument emerged.
They were

1. Differentiation/integration/hostility. Persons who scored high on this
factor emphasized that other persons apparently fail to understand
that the world is multidimensional. They indicated hostility toward
those who are unwilling to accept dimensional differences in stimulus
fields.

2. Hasty decision making. Persons with high scores on this factor ap-
peared to be only vaguely aware of stimulus multidimensionality. They
avoided dealing with multidimensional demands by making rapid
(often unidimensional) decisions. The time urgency aspect of Type A
behavior was also apparent.

3. Unidimensional authoritarian responding. Individuals with high scores
on this factor were clearly low (unidimensional) in cognitive com-
plexity and emphasized the correctness of their views and perceptions.

4. High-level integration. Persons with high scores on this factor tended
to view the world in a highly multidimensional fashion and generated
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interactive relationships among cognitive dimensions. Planning and
strategy development were evident.

5. Unidimensional rigidity. Persons with high scores on this factor tended
to cling rigidly to unidimensional solutions, even if they were chosen
from a partly differentiated group of options.

6. Differentiation/low-level integration. Persons with high scores on this
factor showed, in general, profiles not unlike those described in Factor
1, however, without the hostility component that was evident in that
factor.

Some of these factors (1, 4, 6) appear to reflect cognitively complex styles
in cognition or action; others seemed to be associated with less multidi-
mensional orientations (2, 3, 5). While developmental work on the C X SD
instrument continues, the preliminary factor structure appeared sufficiently
reasonable to test for physiological arousal implications of the obtained
factor scores. All subjects participating in the interview and the visual mo-
tor tasks had previously responded to the C X SD as part of their involve-
ment in the research. Their individual factor scores were calculated. Tests
of predictive capacity of the factors for arousal across tasks were per-
formed.

Factor 1 (differentiation/integration/hostility) was a predictor of systolic
arousal (p < .05). High systolic delta levels were obtained in the complexity
interview and (with somewhat lower values) for the visual-motor task. Di-
astolic delta levels were also elevated, but only for persons who, in addition
to high scores on this factor, had been classified as Type A (p < .01). The
latter group responded with especially high diastolic elevations during the
structured interview.

Cognitive complexity, as reflected in Factor 1, does appear to be a reliable
predictor of arousal. Particularly interesting was the finding of the joint
complexity/Type A/Factor 1 effect on diastolic arousal in the structured
interview. Persons who scored high on this factor are not only cognitively
complex; they are also hostile. In other words, the combination of hostility,
global Type A style, and complexity may have generated arousal levels be-
yond those that would be obtained on the basis of cognitive complexity or
Type A alone. Such a finding may not be surprising, however, if one con-
siders that Dembroski et al. (1985) have specifically related both heart dis-
ease and arousal to hostility and internalized anger.

Factor 2 (hasty decision making) reflects cognitions or actions that are
not cognitively complex. Nonetheless, persons scoring high on this factor
demonstrated considerable arousal (particularly if they had also been clas-
sified as Type A) on both the structured interview and the visual-motor task
(p < .005).

As suggested earlier, hasty decision making is reminiscent of the time-
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urgency construct that Rosenman and Friedman considered to be a part of
the Type A phenomenon (e.g., Friedman and Rosenman, 1974). Yet, re-
search has not generally corroborated the role of time urgency in either
arousal or heart disease (e.g., Dembroski et al., in press). One might, there-
fore, be tempted to question the validity and/or utility of the time urgency
component of Type A.

The research discussed here may, however, make a contribution to this
issue. Note that the hasty decision-making factor did predict physiological
arousal in task settings that Type A theorists would view as conducive to
increased arousal (i.e., in the socially hostile structured interview and in the
challenging video-game represented in our visual-motor task). It appears
that differences between our work and the work of Dembroski and others,
who did not find a relationship between time urgency and physiological
arousal, may be a function of the way in which information about people’s
time orientation was obtained. Where the research of Dembroski and as-
sociates relies on the structured interview, with its hostile interpersonal set-
ting, our paper-and-pencil tests did not generate any specific affective
responses. It may well be that the obtained hostility in the structured in-
terview overshadows potential time-urgency responses, leading to more pro-
nounced measurement of the former and less sensitivity to the latter (we
discuss this issue in more detail later in this chapter).

Factor 4 (high-level integration) served as an excellent predictor of task-
related arousal (p < .01). An interesting interaction with coronary-prone
Type A stylistics was also obtained: Persons classified as Type B with low
factor scores (i.e., persons who are not cognitively complex) demonstrated
arousal levels that were less than half as high as those of any other group
(pA < .05). Apparently the combination of Type B stylistics with low com-
plexity levels may function as a protective mechanism. Such a person (be-
cause he or she is Type B) may have little reason to feel challenged or upset
by environmental events. Because he or she is also classified by a low score
on integration, internally generated (and multidimensionally based) cog-
nitive conflicts may also be relatively rare. Such a person may view the
world, most of the time, as relatively ordered and unperturbing—even in
the event of minor adversity.

The factors reflecting unidimensional authoritarian responding and ri-
gidity did not correlate meaningfully with arousal and are therefore not
discussed.

In conclusion, the factors generated substantial evidence for a relation-
ship between cognitive complexity and cardiovascular arousal. The analysis
also produced several additional, partly serendipitous, findings. First, com-
plexity, under some conditions, may interact with Type A stylistics or their
components. Where both characteristics are present in an individual, arousal
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levels may be especially elevated. Apparently, task characteristics also affect
whether complexity, or Type A, or both, do predict arousal and may also
affect the kind (SBP or DBP) of arousal elevation. Secondly, it appears
that time urgency, a component characteristic of Type A, may be reindi-
cated by our analysis. In contrast to research that has measured Type A
components via the structured interview process, time urgency as assessed
via a cognitive paper-and-pencil test does appear to preduct arousal.

Complexity and Disease

To date, little is known about the relationship between stylistic facts in
human cognition and/or behavior and subsequent disease. A major excep-
tion to this statement is, of course, the Type A construct that has been
related to the development of heart disease.

What is known about the effects of cognitive complexity on heart dis-
ease? Driver (personal communication) has observed that cognitively com-
plex individuals (i.e., differentiators/integrators) are more likely to
experience arrhythmias. In a retrospective research effort, Streufert and as-
sociates questioned approximately 500 adults about their previous health
experience. A modified version of a standard questionnaire often used as
an entry interview by family practice physicians was employed. In addition,
information about these persons’ socioeconomic status, age, gender, et cet-
era, and Sentence Completion Test scores were obtained.

Responses to all questionnaire items were factor analyzed, yielding, in
addition to an expected complexity factor, a number of health-related fac-
tors: (1) psychiatric conditions, (2) cardiovascular disease, (3) lung and res-
piratory disease, and (4) gastrointestinal diseases.

Our interest was, of course, in a potential relationship between cognitive
complexity and health. To evaluate effects of complexity as a concomitant
of disease, the Sentence Completion Test score was correlated with the var-
ious disease factors. It was found that (1) complexity correlated negatively
with psychiatric conditions (p < .05) (but not with visits to psychiatrists,
p < .01), (2) less cognitively complex persons tended to be slightly more
hypertensive (p < .10) and were more often depressed than cognitively
complex persons (p < .05), (3) cognitively complex individuals experienced
more anxiety (p < .06) and experienced more categories of gastrointestinal
illness (p < .05), and (4) the relationships between cognitive complexity
and various cardiovascular risk factors (such as hypertension and angina)
was generally low but negative (i.e., cognitively complex persons reported
fewer heart-related symptons, p < .10 and stroke p < .05). However, cog-
nitive complexity related positively to the number of reported heart attacks
MI, p < .05).
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Because only about 7 percent of our sample had actually experienced
MIs, standard correlational techniques were not useful as an indicant of
any potential relationship. To obtain a better estimate of the relationship
of complexity and heart attacks, the 36 persons in our sample who did re-
port previous MI’s were matched with others of the same age and sex who
occupied similar jobs, could be classified as equivalent in socioeconomic
status but had remained free of the disease. The difference between the MI
and the control group was striking. Heart attack patients scored much higher
on the measure of complexity (p < .001).

While these data parallel previous findings on complexity and arousal,
they should, nonetheless, be considered tentative. First, these data are ret-
rospective. While it is highly unlikely that heart disease could generate com-
plexity (stress usually decreases levels of differentiation and integration),
we cannot exclude the possibility of some third factor that might have led
to both complexity and heart disease. Prospective research is needed. How-
ever, until prospective data are available, we must be concerned about the
cardiovascular health of our cognitively complex managers.

AN EXTENSION OF THEORY

Measurement

We have shown that both Type A and cognitive complexity predict
arousal. Both Type A and cognitive complexity are apparently predictive
of heart disease. Both represent styles of behavior. However, measurement
of these styles is widely discrepant. Type A characteristics are best assessed
via the structured interview (other measures, such as Jenkins’s [1971] Ac-
tivity Scale are generally less successful). The structured interview repre-
sents an unpleasant challenging social situation that often reminds the
interviewee of conflicts he or she has previously experienced.

In contrast, cognitive complexity is assessed in a calm or even pleasant
setting—either via paper-and-pencil measures that encourage thinking or
via the gentle and nonthreatening complexity interview that guides a per-
sons’s cognitive efforts. We have seen that the components of the C xSD
measure of complexity do predict arousal where obtained factors reflect a
person’s capacity to differentiate or integrate.

Quite in contrast, some Type A component scores from the structured
interview, which had been expected to predict physiological arousal, have
not done so. Two potential reasons for the failure to predict arousal come
to mind: (1) a component may indeed be unrelated to physiological re-
sponses, or (2) the structured interview may not be an adequate measure
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of some (theoretical) Type A components. The first possibility appears un-
likely because our research obtained time-related arousal effects, while the
time urgency component of the structured interview may not do so. In other
words, the lack of predictive capacity of some Type A components may be
due to measurement problems.

The structured interview technique is primarily social in nature. It is an
excellent predictor of hostility-based arousal. Challenge is based on the ac-
tions of another person. In Type A individuals, a defensive or aggressive
response to the interviewer is generated. One may argue (as did Streufert,
1984) that the experienced social-challenge environment and the potentially
resulting hostility experience engenders sufficient interpersonal conflict to
overshadow any other, nonsocial, component of Type A responsiveness. In
other words, it is possible that the structured interview, especially for Type
A individuals, is not an effective means for assessing nonsocial arousal. In
contrast, characteristics such as time urgency may reflect an individual’s
typical response to many task environments that may or may not be inter-
personal in nature. From our perspective, such Type A components should
probably be measured by techniques that assess an individual’s cognitive
nonsocial functioning. Such measurement would likely produce a more-
accurate representation of their impact on arousal (and, of course, on sub-
sequent behavior).

Theory

We have spent considerable time on the differences of Type A and cog-
nitive complexity. What do the two styles have in common? Are there pos-
sible common constructs embedded within these styles that may account
for their joint prediction of arousal and disease? Streufert (1984) has sug-
gested that a common construct does exist. A careful analysis of Type A
behavior as it is measured by the structured interview points toward one
omnipresent phenomenon: conflict. For the structured interview situation,
that conflict is social in nature. It is generated by the behavior and state-
ments of the interviewer. Anyone who has been trained in administering
the structured interview will likely agree that the procedure is characterized
by considerable conflict.

What about the interview measuring cognitive complexity? The inter-
viewer is that method behaves very gently. Social conflict is absent. If any-
thing, the interview process is supportive in nature. Where, then, is the
conflict?

We would suggest that the interview serves to generate or regenerate con-
flict in the cognitions of the interviewee. The gentle method of interviewing
provides the very basis on which the interviewed persons can generate trust
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in the interviewer, a trust that permits him or her to expose thoughts and
feelings that are unresolved, that reflect previous or concurrent negative
experiences. In other words, the technique allows the interviewee to expe-
rience and/or express cognitive conflict that, otherwise, may remain hid-
den. Such conflict, of course, may not be as likely to occur for less
cognitively complex persons, and, if it occurs, would probably tend to be
less severe.

Arousal and conflict appear to be closely related. We would propose that
conflict is a primary antecedent of arousal. Because of its ubiquitous pres-
ence and its association with at least two behavioral styles that precede or
predict physiological arousal, conflict experience may well be a parsimo-
nious explanation for some behavioral antecedents of heart disease.

We would propose that:

8.1 Potential behavioral antecedents of cardiovascular disease such as
Type A behavior and cognitive complexity induce arousal in response to
specific stimulus configurations via the perception and management of so-
cial and/or cognitive conflict.

The presence or absence of conflict may well affect the frequency and
the course of other disease states as well. It is now well established that the
perception of control over one’s environment is related to greater health
and loss or absence of control may tend to exacerbate disease. Conflict and
control may well be related. For example, Type A persons often feel that
conflict with others is a threat to their control of the world (cf. for example,
Glass, 1977; Matthews, Glass, Rosenman and Bortner, 1977). On the other
hand, greater levels of established control may well diminish the perceived
necessity of interpersonal conflict (because others would not dare to initiate
a serious challenge to a personal in firm control.

Another research finding suggests that warm physical contact by health
care personnel (touching) can shorten the length of hospitalizations.
Whether this phenomenon works via some form of identification with the
controlling (health care) persons in a perception of concern or caring or
merely via the perceived absence of conflict (which is, for most persons,
necessarily implied by physical contact warmth), the presence or absence
of the conflict component may again play some role. (Note that both the
research on control and on touching dealt with disease in general rather
than heart disease in specific. In other words, the relationship between con-
flict and disease may well be general in nature.)

Unfortunately, conflict is common in the organizational world. A man-
ager may experience conflict at home in the morning, with associates and
superiors at the office and with competitors and others during the working
day. In addition, he or she may generate social or cognitive conflict via Type



The Complexity Dilemma 213

A behavior, cognitive complexity, or other personal styles. Although a dis-
ease outcome may not be immediate, it may come much too soon for both
the manager and for his/her company and family.

THE COMPLEXITY DILEMMA

As we have pointed out earlier, some organizational tasks and situations
do not require differentiated and/or integrated approaches to perception,
information processing and decision making. However, there are many tasks
that clearly do. Particularly, the many complex decision environments with
which today’s managers are faced on a day-to-day basis are, at least most
of the time, better dealt with in an integrative fashion. Surely, an effective
manager needs to recognize when multistep planning and strategy are nec-
essary and when they must be modified, either by diminishing the time be-
tween steps or by shifting entirely to a respondent mode of decision making.

The manager must also recognize when he or she should again return to
a more integrative/strategic mode of information processing and decision
making. Yet, to be able to shift back and forth, as required, a manager
must, first of all, possess the capacity to integrate. We have presented con-
siderable research data that have shown the potential effectiveness of man-
agers who display such an integrative capacity. The conclusion to be drawn
from these data is clear: We would want managers to be (or be trained to
be) more cognitively complex in general and more integrative in specific.
We would also want them to be able to recognize when shifts in their in-
formation processing and decision making style are useful or necessary.

We have also provided evidence that points toward increased risk of
arousal (and potentially heart disease) for integrative managers. While more
data on this topic need to be collected, enough exist to be seriously con-
cerned. An increased risk of heart disease is certainly unacceptable. Costs
involved in the loss of any senior executive to illness or death are high.

In other words, we may well be facing a serious dilemma: For managers,
particularly responsible senior executives, to be maximally effective, they
should be cognitively complex integrators. On the other hand, we would
want them to have the lowest possible risk of disease, suggesting, in addi-
tion to monitoring of blood pressure and serum cholesterol, regular exercise
programs and check-ups, several interventions to decrease behavioral risk
factors. We would want executives to cease smoking or, at least, to decrease
their smoking habits. We would want to intervene, where possible, to di-
minish the conflict experience generated by their Type A characteristics.
But, would we want to intervene to reduce or eliminate managers’ integra-
tive multidimensional thought and decision processes, which, as we have
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shown, are predictive of organizational success? Should we forego our de-
sire for better performance to obtain a reduced risk of heart disease? Or,
should performance be our first priority at the cost of potentially increased
morbidity and morality? Which choice do we make? What is the rational
or moral basis of such a choice? Do we really have to make that choice?

Another Look at Type A and at Complexity

Earlier in this chapter we suggested that conflict is likely the common
element in Type A coronary-prone behavior and cognitive complexity. How
does the conflict experience generated by Type A behavior and conflict gen-
erated by cognitive complexity contribute to managerial performance? If
Type A is not productive of managerial (e.g., decision-making) success,
while cognitive complexity does predict success, then the two kinds of con-
flict may themselves be quite different.

Let us first turn to Type A. As currently measured (as described earlier),
arousal and heart disease generated by Type A coronary-prone behavior
appear to be based on interpersonal hostility and its conscious control
(anger-in). Our own research data suggest that Type A may also relate to
a time urgency that reflects a cognitive orientation toward rapid elimination
of decision conflicts. Such an orientation would not necessarily facilitate
executive functioning. While anger-in in executive settings might, at times,
be more effective than expressed anger, the generation of hostility toward
colleagues, negotiating partners, or competitors (whether or not it is ex-
pressed) is generally an ineffective interpersonal strategy. Further, hostility
is not conducive to the development of multistep strategies: angry persons,
more often than not, tend to behave in respondent or even retaliatory fash-
ion. In other words, any intervention that decreases Type A behavior should
be welcome.

The conflict experienced by the cognitively complex integrator is quite
different in kind. The latter conflict is more often than not cognitive in
nature. We would not argue that the cognitively complex manager will never
experience hostility-based interpersonal conflict. Indeed, such a manager
might simultaneously demonstrate both Type A and cognitively complex
behaviors (although, as discussed previously, the two styles are not mean-
ingfully correlated). However, we suggest that cognitively complex styles by
themselves tend to generate substantial cognitive (rather than interpersonal
hostility based) conflict patterns.

Cognitive conflict occurs among competing thought patterns and among
their perceived implications for action outcomes. It also occurs between
competing perceptions of environmental antecedents and competing antic-
ipations of potential consequences of current (considered) decisions. Thus,
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conflict involves the very essence of integrated thinking and decision mak-
ing. If we wish to encourage multidimensionality, and especially integrative
information processing and decision making, then conflict cannot be elim-
inated entirely. But, we may be able to reduce its potentially detrimental
effects on health.

At the current state of research, we understand only a few of the behav-
joral effects of conflict experience and we know very little about the phys-
iological outcomes of conflict. We know that conflict can increase phys-
iological arousal (the extensive Type A literature, such as Dembroski,
MacDougall, and Shields, 1977, attests to that fact). We also know that
some persons (e.g., those at risk for hypertension) are especially subject to
conflict-generated physiological responses (e.g., Holroyd and Gorkin, 1983).
Nonetheless, until more data become available, our views must remain
somewhat global. If, in the long run, research indicates that some cognitive
conflicts are more detrimental than other, specifically aimed intervention
activities may be identified. At present, however, we can propose only lim-
ited procedures for reducing conflict per se.

Let us, however, consider the intervention issue from a different per-
spective. If conflict is a risk factor that is predictive of heart disease, it joins
a number of other risk factors. We know that the major risk factors, at
least for heart disease, combine in a fashion that is more than additive (see
the U. S. Surgeon General’s Report on Smoking, 1983, and, e.g., Brand,
Rosenman, Sholtz, and Friedman, 1976). While a single risk factor in an
individual may double the chances of MI, the existence of two such factors
may increase the risk 6 times. Some researchers have estimated (unpub-
lished) that three risk factors could increase risk as much as 30 times. In
other words, it is imperative to minimize the number of risk factors that
are simultaneously present in any individual. Thus, if conflict is a possible
antecedent of cardiovascular disease, we should wish to keep conflict to a
minimum. All conflicts that are generally counterproductive should be elim-
inated. The interpersonal hostility experience generated by the Type A
manager is a prime candidate for elimination. Even with regard to cognitive-
conflict experiences generated by integrated information processing, some-
thing can—at least in some settings—be done. We have seen (Chapter 7)
that integration proceeds much more smoothly (and consequently with less
sustained conflict experience) when work environments and work (or in-
formation) load levels are optimal and when there is a structural match
between the organization and its members. Providing such environments
where possible (and it certainly may not be possible in all situations) may
well reduce some of the undesirable side effects of managerial excellence.

Risk factors, of course, extend much beyond Type A or cognitive-
complexity-generated conflict experience. There are a number of physio-
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logical risk factors (e.g., elevated blood pressure and high levels of serum
cholesterol) that can, where the manager cooperates, be eliminated or, at
least, partially controlled. Diets, exercise, and appropriate medications can
reduce the risk of heart disease from such factors. But, can one also elim-
inate the stress that managers experience at their jobs?

There is no question that excessive stress experience is detrimental to both
health and performance. Nonetheless, many managers are exposed to se-
rious stressor conditions. Biener (1984), for example, reports that of 258
middle and top level managers 8 percent felt very strongly under stress and
another 23 percent stated that they were strongly under stress. In other
words, about one third of the surveyed managers admitted to serious stress
problems. Because it is known that managers often deny existing stress ex-
perience, the problem may, in fact, be much worse.

Whenever stress experience does exist, it can and often does generate heart
disease. In a series of studies in Germany, Siegrist and associates (Siegrist,
Dittmann, Matschinger, and Weber, 1982; Siegrist, Dittmann, Rittner, and
Weber, 1982; Siegrist, Dittmann, and Weidemann, 1982; Siegrist and Weber,
1983) have shown that unrealistic work demands tend to generate and rein-
force styles of unrealistic cognitive appraisals that precede heart disease. In
addition, certain critical experiences, which Siegrist defines as ‘‘active dis-
tress,”’ appear to relate to early (premature) heart disease: enhanced efforts
due to external demands, threat to achieved position (threat of downward
mobility) or to achieved socioeconomic status. Managers, particularly as
they achieve higher levels, are quite often under such threat: failure of a
venture or even lower profits of a managed division, even if due to a general
economic downturn, often leads to the firing of the supposedly responsible
manager.

Siegrist points toward two other experiences that tend to be predictive of
heart disease: acute life changes and lack of social support. A number of
other researchers have studied the effects of these variables on heart disease
as well. Undesirable major life events often occur in the year that precedes
heart attacks (e.g., Magni, Corfini, Berto, Rizzardo, Bombardelli, and Mir-
aglia, 1983). Major life events have a number of negative effects, from ex-
cessive secretion of norepinephrine (e.g., Kohn, Sleet, Caron, and Gray,
1983) to emotional changes, fatigue and weakness, all of which seem to
precede heart disease (Falger, 1982). In addition, these negative life events
complicate potential recovery from heart attacks (Ell, de Guzman, and
Haywood, 1983).

The danger of subsequent heart disease is even greater when managers
believe that they are unable to control those events (Magni, et al., 1983).
Yet, at least every 10th manager believes that he/she has no control what-
soever over experienced stressors (Biener, 1984). Further, preceived lack of
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social support exacerbates these problems (e.g., Siegrist et al., 1982 a, b,
¢) and the combined effect of several stressors is particularly detrimental.
Even such standard managerial problems as role conflict (e.g., as we stated,
being both hard and soft with one’s subordinates) adds into the multiple
risk factors that threaten managers (Orpen, 1982). Without question, these
demands increase conflict experience, create ‘‘worries’’ (Crisp, Queenan,
and Souza, 1984) and anxiety (Marquand and Hughes, 1982). Where the
manager is not hardy (Kobasa, Maddi, and Zola, 1983), his coronary-prone
characteristics may combine with experienced work stressors to generate
physiological heartbeat abnormalities (e.g., Cook and Cashman, 1982),
which are frequently the precursors of a coming heart attack.
Unfortunately, experienced anxiety, worries, lack of social support can,
in turn, generate other behaviors that, in and of themselves, are likely det-
rimental. Overeating and excessive smoking are good examples of stress-
related compensatory behaviors that exacerbate the problem of potential
disease. Overeating often implies greater intake of cholesterol that can speed
the onset of heart disease. Smoking under stress may be even worse. For
example, MacDougall, Dembroski, Staats, Herd, and Eliot (1983) have
shown that either stressors or smoking will result in considerably increased
physiological responsivity. However if one smokes during a stress experi-
ence, the physiological (cardiovascular) reaction is likely twice as great.

Intervention

With various risk factors combining to create physiological damage, with
the unavoidable stress that managers experience, what can be done to in-
tervene? Some evidence, however limited, for successful interventions does
exist (see Johnston, 1982). Of course, we have already suggested that risk
factors such as smoking and excessive cholesterol can be reduced if the in-
dividual cooperates. However, that may not be enough. It may well be
worthwhile to consider what an organization may be able to do to aid man-
agers in avoiding disease—especially those managers who are cognitively
complex and, consequently, of special value to their company.

A short digression may be useful. Generally, we know that heart disease
tends to be high in Western developed nations. It is especially high in some
Scandinavian locations and generally low in Japan. While some of these
differences may be due to characteristic food intake in those countries, part
of these differences may also be explained by the culture in which people
live. Japan, for example, has a particularly low rate of heart disease and a
culture that is close-knit and provides an excellent social support system.
Many Western countries do not generate much social support (Marmot,
1983). Yet, where considerable social support does exist, heart disease tends
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to be low (e.g., the town of Roseto, PA; see Bruhn, Philips, and Wolf,
1982).

On the other hand, where conflict is present and support is absent, the
likelihood of heart disease is considerably greater, no matter whether the
person with whom potential conflict may exist is one’s spouse (e.g., Haynes,
Eaker, and Feinleib, 1983) or one’s co-workers or subordinates. It is inter-
esting to note that while heart disease is very high in locations like Finland
(Volkonen, 1982) and Norway, countries that are often mentioned in dis-
cussions of the epidemiology of heart disease, it is even higher among man-
agers in South Africa. Why? With the limited number of whites in that
country, managers reach higher levels of responsibility much earlier in their
careers and supervise 5 to 10 times as many persons as they would in most
other countries. Control under those conditions is continuously threatened.
Conflict, including interracial conflict is enhanced. In other words, stress
is excessive. While such high stress levels are not typically present in North
America or European organizations, they are nonetheless sufficiently pres-
ent to consider interventions.

An intervention procedure open to organizations is the intentional re-
duction of control- and conflict-based stress. The Japanese corporation
avoids these problems by more reliable employment and matched organiza-
tion-individual structures. In contrast, where the Western executive is
viewed as an expendable resource, security and the needed support are cer-
tainly not provided. It is interesting to note that the cognitively complex
manager (unless he or she is at the presidential or CEO level where consid-
erable control is given) may be even more subject to the problems of control
and lacking support. Such a manager would necessarily be more aware of
control problems. The cognitively complex management style may, itself,
be a generator of perceived lacking control: The complex manager is cog-
nizant of uncertain decision outcomes, of potential inaccuracies in predic-
tions, and so forth. In other words, where cognitive complexity and high
levels of responsibility come together in persons who cannot be sure of their
organizational future, perceived conflict is likely exaggerated, resulting in
possibly increased physiological arousal responses and potential subsequent
disease. Providing such a person with greater control and security experi-
ences and with the needed support (even if a specific task happens to fail!)
should diminish experienced stress, decrease the likelihood of disease and,
most likely, increase the quality of task performance.



Contributions of Complexity Theory
to Organizations

THEORY AND RESEARCH

In Chapters 4 and 5 (and to some extent in later chapters as well), we
presented our theoretical views. Those views have been summarized as
Propositions. Most, if not all of these propositions are testable—many with
laboratory and field research, others by carefully designed and controlled
observational methods. Chapter 7 presented many of the data that we have
collected to test and advance complexity theory. At this point in the book,
it may be important to consider whether those data support our views. Even
more important may be another question: How much of the theory has been
supported?

By necessity, the focus of our past research efforts has been somewhat
selective. As the reader has probably recognized, specific groups of theo-
retical propositions have been tested extensively; others remain supported
only by observations drawn from manned simulations, from recording be-
havior of actual groups and/or from relevant observations or research data
obtained by other scientists. In part, our own research efforts have been
restricted as a result of our earlier focus on the determinants of perfor-
mance by individuals, especially managers. We have spent relatively little
time testing complexity theory predictions for managerial differences in per-
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ceptual variables: Extensive research, reviewed in detail by Streufert and
Streufert (1978) had already done that. Another area where we have col-
lected few data is represented by many of the propositions contained in
Chapter 5: the functioning of organizations as entities. There simply has
been insufficient time and manpower to test all of the propositions we have
advanced.

A third group of variables, which has not yet been extensively tested,
concerns the acquisition of cognitive complexity by managers, the training
methods that may be used to transfer cognitive complexity (where it is al-
ready present in other domains) to new task settings or to train the capacity
to apply these structural processes to specific task demands. These deficits
contrast sharply with the considerable research efforts completed by other
scientists as well as by our own research teams with regard to at least three
sets of variables: individual (including managerial) perceptual complexity,
effects of individual differences in complexity (differentiation and integra-
tion) on performance variables, and effects of task environments on per-
formance quality and quantity. Much of the research accomplished in these
areas has also considered the interactive effects of environment, individual
differences in perceptual complexity, and individual differences in
complexity-based task performance.

On the basis of obtained data, there remains little question that managers
who display a cognitively complex (differentiative and/or integrative) style
differ widely from their less cognitively complex counterparts. For example,
such persons tend to hold more multiply determined (and consequently often
more moderated) attitudes than do less complex individuals. They are more
open to disconfirming information and tend to adjust their thinking ac-
cordingly. They engage in more effective information search. They tend to
perceive co-workers, as well as opponents, more accurately and are effective
in discerning those persons’ intents and strategies. They interrelate decisions
better, develop more appropriate strategies and are typically more flexible
in their consideration of distant goals. They do not over- or underplan.
Their strategy development tends to proceed in stepwise fashion and they
are open to feedback. In general, they are more effective managers.

Complexity theory predictions about the effects of various task and task-
environment (e.g., work load) levels on complex managerial functioning
have also been confirmed. We know, for instance, that intermediate levels
of environmental input tend to produce optimal levels of differentiation
and integration where required. Environmental input variables such as load,
challenge, threat, and failure experience all have been shown to generate
specific optimal levels that predict maximal differentiative and integrative
functioning both in perceptual and in performance tasks. In addition, ob-
tained perceptual and performance differences between complex and less
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complex managers tend to be greatest at or near these optima. Research
has also confirmed that degrees of environmental optimality tend to affect
such behaviors as information search, information utilization, and risk tak-
ing.

Other propositions involving different kinds and distributions of lead-
ership characteristics in cognitively complex managers, when compared to
their less complex counterparts, have also been supported. We know that
cognitively complex managers are less likely to attribute cause-and-effect
relationships erroneously. Our research has shown that cognitively complex
managers function differently, and often much more effectively than do less
complex managers, especially when task conditions are at, or near, optimal
levels.

This knowledge allows us to predict the extent to which managers (or
candidates for a managerial job) are likely to do well in specific job situ-
ations. Jobs and task demands can be analyzed to determine the degree to
which differentiation and/or integration are useful or essential. The knowl-
edge we have gained may be applied to assessment techniques to find the
best managerial talent for various jobs. However, that may not be enough.
The reader may ask, ‘“What do we know about the origins of individual
differences in managerial complexity? How can we train existing managers
to function in more complex fashion? How can we generate the flexibility
that permits a manager to employ differentiation and integration, when
appropriate, but switch to simpler unidimensional, decisive, actions when
those actions are more useful?”’

At present, hard data that would support our propositions on the de-
velopment of cognitive complexity and on managerial training for flexible
complexity are scarce. Some research on the development of cognitive com-
plexity (e.g., by Hunt, 1966, 1975, and associates) has been reported in the
literature. However, most of that work is concerned with children and teens,
not managers. At present, we are involved in a research project on the de-
velopment of techniques for training adults (including managers) in cog-
nitively complex functioning. The work is based on training simulation
methodologies at The Pennsylvania State University, College of Medicine,
in Hershey, Pennsylvania. Tests of several of our theoretical propositions
on acquiring cognitive complexity and on training for complexity should
be completed by the end of 1986.

As mentioned, complexity-oriented research data concerned with orga-
nizational functioning are presently limited. It is difficult, if not impossible,
to meaningfully manipulate organizations of considerable size in a labo-
ratory setting. Even field research that seeks to control independent vari-
ables is often difficult. One can simulate small organizations or segments
of organizations, but extrapolations from such simulations to large orga-
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nizations with multiple units is at best risky. In the face of such difficulties,
many organizational researchers have relied on observations of naturally
occurring organizational events. However, observations, especially if they
are carried out in casual fashion, are often misleading or incomplete. Care-
fully planned and systematic observational work remains the only alter-
native. Excellent observational efforts in organizations, such as those by
Isenberg (1984), tend to agree with our own observations in simulated or-
ganizational settings and lend support to many of the hypotheses advanced
in Chapter 5. However, confirming observations do not absolve us from
engaging in relevant possible research that is designed to test those prop-
ositions in the most rigorous way possible. Such efforts are planned.

COMPLEXITY IN MANAGERIAL AND
ORGANIZATIONAL SCIENCE

In the beginning of this book, we considered the differences between
‘“‘what’’ people (especially managers) think and ‘““how”’ they think. We de-
fined the what of managerial thinking as relevant to the content of their
jobs. We considered how they think as reflective of their structural func-
tioning. We suggested that most senior-level managers are generally expert
at dealing with job content. They have survived the long process of weeding
out those who are less competent. When promoted, transferred, or chang-
ing jobs, they are likely to acquire the relevant equivalent content knowl-
edge. To achieve content-based excellence, standard intelligence, motivation,
and similar individual difference characteristics are of significance. Struc-
tural concerns such as complexity would contribute less to content com-
petence.

The fact that senior executives show relatively few differences in their
capacity to deal with job content suggests that other phenomena must de-
termine the degree of skill with which they handle their complex tasks. The
difference between excellent and not-so-excellent senior executives appears
to be based in their structural functioning and specifically in their cognitive
complexity.

Most organizational employees do not yet function at senior levels. For
a newly hired and aspiring junior executive, mastery of job content is clearly
of importance. As long as he or she must merely follow relatively precise
instructions, existing structural characteristics may not determine much of
the attained success. However, structural concerns appear to take on greater
and greater significance as a manager’s responsibility increases, as more
complicated and contradictory information is encountered, as immediate
and particularly long-range outcomes of decisions are less predictable, and
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as strategy and tentative planning increase in importance. Until such a job
level is reached, and until there is certainty that a particular manager un-
derstands and handles specific job content very well, the manager must be
evaluated in terms of both content and structural abilities.

Below senior levels, managerial assessment must consider whether a man-
ager’s inherent intelligence and motivation are sufficient to acquire and
handle content knowledge. Does a manager possess the requisite interper-
sonal skills, attitudes, training, and leadership to allow him or her to survive
in and contribute adequately to the organization? Are these and similar
characteristics a sufficient part of the person’s repertoire of abilities? If they
are, or if they exist in sufficient numbers for a specific job, then we may
turn to a consideration of a manager’s structural characteristics. In sum-
mary, we must consider the abilities of managers from the simultaneous
vantage points of both content and structurally based capability.

It has often been suggested that managers are frequently promoted until
they reach their personal level of incompetence (e.g., the ““Peter Princi-
ple’’). Although that statement has typically focused on content, it holds
equally well when one considers structure. Consider a military example. In
the military, increases in structurally determined performance requirements
tend to be greater at certain promotions than they are at others. For an
officer who entered the services as a second lieutenant, promotion up the
ranks to lieutenant colonel may have been smooth. The officer received
excellent ratings and recommendations because all instructions, even those
requiring complicated task performance, have been carried out to the sat-
isfaction of superiors. Independent planning, novel strategy development,
and consideration of the implications of multiple uncertainities may, how-
ever, not have been necessary. As the officer is promoted to full colonel or
even to brigadier general, task requirements may suddenly change. He or
she may be faced with making independent decisions that could have major
consequences, that must be weighted in the light of considerable uncertainty
and that must be integrated into a complex set of interrelated strategies.

Whether or not the officer is able to perform the new task adequately
will depend to a great extent on structural characteristics, many of which
may not have been required during assignments at previous military levels.
Unfortunately, the officer may not know how to differentiate or integrate.
He or she may be completely unaware that his or her structurally based
performance is inadequate. This lack of awareness points toward major
differences between performance based on content characteristics and per-
formance based on structure. People who do not differentiate or integrate
(either generally or within a relevant domain) are most often not aware that
task-relevant differentiative and/or integrative processes are possible,
meaningful, or needed. Quite in contrast, a person whose content knowl-
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edge is lacking typically does understand that he or she needs to obtain more
information or skill before proceeding.

To summarize, the complexity approach to managerial effectiveness is an
important one, yet it is not a replacement for more familiar content-based
approaches, at least not at junior management levels. Both structural and
content variables must be considered in managerial assessment and selec-
tion. At lower managerial and at nonmanagerial levels (such as assembly-
line operations), content considerations may far outstrip the importance of
structural considerations. However, in selecting personnel who may later
be considered for advancement to higher levels, content variables alone will
likely turn out to be insufficient when those persons are considered for ad-
vanced positions. However, once higher management positions have been
attained, the ability to deal adequately with content may often be consid-
ered as a given, and structural complexity variables may emerge as the ma-
jor predictors of task performance.

It is important to reemphasize that the capacity to differentiate and in-
tegrate alone is not necessarily always of value. Without question, respon-
sible managers must be able to apply such capabilities to relevant task areas.
However, they must also be able to recognize when and to what extent dif-
ferentiative and integrative processes are appropriate at a given time and
in response to a given task. Flexibility to apply or not to apply structural
capacities, as appropriate, represents a form of ability that reflects another
determinant of managerial excellence.

So far, we have discussed the place of complexity in managerial settings
on the basis of the data that were presented in Chapter 7. Earlier in this
chapter, we stated that data on acquisition of cognitive complexity, on
training for differentiation and integration, and on complexity-theory-based
predictions of organizational functioning are still limited. As a conse-
quence, we must also limit our discussion of these areas. However, we al-
ready know that people can be taught task-relevant differentiative and
integrative functioning if they do possess the basic capacity to differentiate
and integrate in some other domain. We also know that hierarchical com-
plexity can be acquired. Other data that may confirm relevant propositions
presented in Chapter 4 must await future research. Yet, on the basis of
research data that are available, we are aware that the structural perfor-
mance of many (but not all) managers can, in fact, be modified. In our
view, any increase in managerial capacity to differentiate and integrate can
be of value, if it is associated with the flexibility to use those processes when
they are appropriate, retaining, however, the capacity to shift toward more
unidimensional functioning as required. Some managers have experienced
these training procedures in our simulation setting. Preliminary data sug-
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gest improved performance, both in subsequent (training) simulations and
on the job.

In the last few pages, we have made a number of suggestions about ap-
plying complexity theory to managerial assessment and training. These sug-
gestions, in many cases, were based on data we reported in Chapter 7 and/
or direct observations of managerial task performance in simulated settings.
We have not yet presented detailed suggestions for applying the complexity
approach to organizational functioning per se. At present, very little ex-
perimental research has tested those of our propositions that are concerned
with organizational functioning (Chapter 5). In this area we must, at pres-
ent, rely heavily on observations drawn either from simulation procedures
or from observations of actual organizations. Of course, observational data
are ‘‘soft’’ in comparison to experimental data. Nonetheless, these obser-
vations (by our own research groups and by a number of other researchers)
provide at least some support for many of the propositions presented in
Chapter 5.

Wherever strong experimental support for our views has been presented
or where observations clearly suggest that our propositions are likely valid,
we may apply complexity theory to improve managerial and organizational
functioning. Within the managerial area, the complexity-based approach
permits

1. Assessment of a manager’s ability to optimize information flow and
to avoid information overload

2. Assessment of a manager’s ability to perceive information in differ-
entiated and integrated fashion (e.g., to accurately recognize an op-
ponent’s intent and strategy)

3. Assessment of a manager’s ability to maximize interpersonal effec-
tiveness via differentiated and integrated attitudinal, leadership, and
related processes

4. Assessment of a manager’s ability to conceive and apply flexible and
contingent strategies

5. Assessment of a manager’s approach to planning (e.g., avoidance of
overplanning and underplanning)

6. Assessment of a manager’s capacity to use and integrate apparently
independent or contradictory information toward appropriate inter-
active decision sequences

7. Assessment of a manager’s capacity to shift from one structural mode
of information processing to another as task demands shift

8. Training of managers to apply existing differentiative and integrative
complexity to additional domains in the task environment
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10.

11.

12.

13.

9. Contributions of Complexity Theory

. Training of managers to understand differences between content and

structure to increase available alternative actions and to provide more
understanding of task conditions and more alternative decision
choices

Increasing the level of managers’ cognitive complexity toward, at a
minimum, a hierarchical and partially integrated approach to strat-
egy development (where appropriate)

Training managers to recognize which task demands require cogni-
tively complex responses and which may require (at least temporar-
ily) rapid decision responses.

Training managers to search for and deal with information more ef-
fectively so that information processing is optimized and overload
is, when possible, avoided

Training managers to consider risk taking from an integrated per-
spective to generate risk levels that are determined by task optimi-
zation rather than by stressor effects or psychological limitations.

Similarly, from an organizational perspective, the complexity-based ap-
proach permits

1.

2.

10.

11.

Designing organizational information flow characteristics to opti-
mize load

Designing organizational information flow characteristics to be com-
patible with individual managerial characteristics

. Designing organizational planning processes to facilitate downstream

decision requirements

Developing placement strategies for allocating managers to organi-
zational subunits with complexity characteristics that are compatible
with those of the managers

. Developing ways to minimize information uncertainty among upper-

level managers (except as uncertainty is required for optimal decision
making)

. Designing goal-oriented strategic approaches to specific task require-

ments

. Matching structural information-processing characteristics among

organizational subunits

. Developing organizational design strategies that emphasize multidi-

mensional integrated information processing

Minimizing information disparities among organizational subunits
where such disparities are inappropriate

Optimizing projection and anticipation of future conditions on the
basis of integrated information-processing activities

Devolping integrated management and leadership strategies
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12. Designing flexible strategic planning techniques

13. Developing techniques that minimize excessive organizational differ-
entiation (permitting managers to have adequate overviews of rele-
vant units)

14. Developing means to permit and encourage optimal levels of orga-
nizational experimentation and creativity

15. Developing approaches to organizational problems that integrate in-
formation load levels with appropriate time spans needed to process
the information

16. Designing appropriate information flow strategies among organiza-
tional levels and organizational subunits

17. Designing optimal organizational communication techniques, includ-
ing information filtering strategies across organizational levels.

Certainly, additional interventions based on complexity are possible. Again,
future research and evaluation is required to advance complexity-based
views and techniques beyond their current level.

We will certainly continue to design research that will investigate the
propositions presented in this book. We will also continue to collect data
in organizational settings, as appropriate. Our own efforts, however, will
not be sufficient. There is too little time available for us to test all of the
propositions we have advanced. We invite present and future colleagues to
join us in the task of testing complexity theory propositions for managerial
and for organizational functioning. We will be delighted if future research
supports our views. Yet, we will be equally delighted when research may
find those views lacking: Theory improves only when theorists are willing
to modify their views as required. Theory improves only when the theorists
are willing to grow with their theory. In advance, we thank those scientists
who will contribute to that growth process.



Appendix

Measurement Via the Time-Event Matrix

In Chapter 6, we have discussed measurement in some detail. Time-event
matrices that can be derived from simulation research techniques or, where
appropriate, from observation of managerial behavior within organiza-
tional environments, have been introduced. Whether actually drawn by hand
or by computer or represented in terms of numerical values, these matrices
may be used to calculate a large number of values that can describe the
organizational functioning (e.g., decision making) of a manager, a team of
decision makers, or an organization. This appendix presents details about
several measures that have been employed in research, in assessment of
managerial or organizational performance and/or in training techniques.
The measures presented here are not considered exhaustive. Time-event-
matrix technology permits the development and validation of a wide variety
of additional measurement systems that may be specifically designed with
the research, assessment, or training intents of interested investigators or
trainers in mind.

It should be noted that the measures suggested in this appendix are struc-
tural in orientation—that is, they are not concerned with quality of a man-
ager’s ability to deal with job content. Procedures for an evaluation of
content can, however, be built into specific simulation designs or into our
procedures for performance analysis and scoring. Such scores would, of
course, have to be obtained in addition to the measures that are considered
7R
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in this appendix. The measurement systems discussed here have, in research
by Streufert and associates, been shown to be reliable and valid (criterion
validity) for a number of task settings. Additional measures can be devel-
oped and calculated if useful for a specific task or setting. Calculation of
the measures assumes either that a time-event matrix has been drawn or
that measures have been calculated by computer on the basis of data that
would be used to generate such a matrix. The various measures reflect dif-
ferent kinds of task performance. In and of themselves, scores on any one
measure cannot be considered a reflection of good versus bad performance
with regard to any particular criterion without knowledge of the momentary
situational demands (e.g., environmental conditions). Without question,
there are situations where extensive sequential planning is of considerable
value, and there are other situations where such planning may be superflu-
ous and inappropriate. In the next pages, each measure and its purpose are
discussed. For convenience of communication, we again focus on decision
making as one of the two dimensions of a time-event matrix. It should be
remembered, however, that numerous other action categories may have been
selected instead (or, in addition, in the case of 3- or n-dimensional ma-
trices).

NUMBER OF DECISION
CATEGORIES (MEASURE 3)!

This measure is a simple count of the number of decision categories that
decision makers use during a specified time period. Any category that is
part of the count may have been used once or more than once. The measure
reflects the extent to which a decision maker is likely to select small or large
numbers of action types. In addition, further analysis could reveal whether
decision maker(s) are likely to select certain specific actions and eliminate
others from consideration. The basic measure may be written as

P
), ¢
1
where C is the number of categories employed and 1 through P is the time

of participation.

'For the convenience of those who use the microcomputer-based simulations developed by
Streufert, Swezey, and associates, the measure number printed by the computerized scoring
program is provided in parentheses.
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NUMBER OF DECISIONS (MEASURE 1)

This measure reflects the amount of decision-making activity. It consists
of a count of the number of decisions made: the number of points in the
matrix.

NUMBER OF INTEGRATIONS
(MEASURES 4 AND 7)

The number of integrations may be computed as

P P P

,
Sow oD h O D Gt = Y i

1 1 1

where i; are forward integrations (i.e., connections among decision-making
points with diagonal arrows pointing forward)

i, are backward integrations (i.e., connections among decision-making
points with diagonal arrows pointing backward), and

i are integrations (i.e., relationships where directionality cannot be estab-
lished).

As discussed earlier, some decision-making tasks (particularly real-world
decision-making settings where the researcher or observer cannot interfere)
do not lend themselves to questioning the decision maker(s) about their
intent concerning future decisions. Consequently, it may be impossible to
determine whether a connection (relationship) among decisions reflects for-
ward integrations (planning a later decision at the time an earlier decision
has been made), or backward integration, (using a previous decision to ad-
vantage, although the connection was not considered at the time the earlier
decision did occur).

Translation of diagonals into integration scores is achieved on a one-to-
one basis—that is counting the number of diagonals of a specific type pro-
duces the relevant integration score. Where no distinction between forward
and backward diagonals can be made, integrations are counted without
concern for the direction of the arrows.

Example

For simplicity’s sake, let us return to the example matrix in Figure 6.2.
The upper matrix contains two forward diagonals, i.e., a score of 2 for i
(forward integrations). It contains three backward diagonals (i.e., a score
of 3 for i, [backward integrations]). The score of i (i; + i,) would be 5.
Obviously the score for the lower matrix in Figure 6.2 is considerably higher.
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Where an entire decision matrix is analyzed, simple counting or statistical
processing of the number of diagonals (number of integrations) is suffi-
cient. However, if an experimenter or observer is concerned with a limited
time period that represents a part of a larger decision time sequence (e.g.,
if different conditions are introduced into an experimental simulation across
time or if artificial or natural probes are used in a free simulation), diag-
onals will often cross the time lines that describe a period of interest. In
that case, diagonals are credited to the time period during which they orig-
inate. If distinctions between backward and forward integrations (diagonals
with backward and forward arrows) can be made, then backward integra-
tions will be credited to the period of the second of two decisions. Forward
integrations will be credited to the period of the initial of two intercon-
nected decisions. If no distinctions between forward and backward diago-
nals can be made, all diagonals are credited as integrations to the initial
decision.

INTEGRATION TIME WEIGHT (MEASURE 6)

Integration time weight (often simply listed as ‘“Weight’’) may be com-
puted as

»
2 w
1

Where the measure for number of integrations is concerned merely with
the frequency with which connections (i.e., strategic relationships) occur
among decisions, the time weight measure addresses the length of time in-
volved in future planning. The measure focuses on individual integrations
(diagonals) but measures each diagonal on the time dimension (in units cho-
sen by the experimenter or observer) and replaces the value of 1 (for the
occurrence of the diagonal) with the time length value.? Consider the exam-
ple from Figure A.1.

In Figure A.1, the time weight for forward integrations (diagonal con-
nections) between initial decisions B and H, which are connected to decision
C, represent two time units each. The connection between C and D rep-

2Where performance is measured in real-world planning and decision making environments,
the Integration Time Weight measure should be applicable to the theory of Jaques (1977) and
associates while the measure for forward integrations is not. In the same vein the QIS measure
(below) and its sequels may have some meaning for Jaques’ theory while Multiplexity and
Multiplexity F would not. All of these measures are, however, relevant to complexity theory.
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resents four time units. The connection between D and C represents one
time unit, and finally the connection between G and D represents two time
units. The total score for integration time weight in this matrix is then
24+2+4+1+2=11

QUALITY OF INTEGRATED STRATEGIES (QIS)
(MEASURE 9)

The QIS measure is concerned with the degree to which planning (stra-
tegic behavior) follows an overall pattern or is composed of a number of
separate unrelated plans. While the score for number of integrations may,
for example, be the same in either case, existence of an overall plan con-
necting all components of the decision-making sequence in a combined
strategy would result in a higher QIS score, while separate strategic plans
would result in lower QIS scores. QIS measures tend to distinquish between
decision-making quality when decision makers operate at advanced deci-
sion-making levels. QIS scores cannot exceed integration time weight scores
when integrations are made without reference to each other—that is, where
an overall strategic plan does not exist or is not developed. The QIS measure
reflects, in part, the length of time across which decisions are planned.

QIS may be calculated as

P

S oW +n, +ony

1

where W represents the length of the time dimension for any forward in-
tegration (or any integration, if distinctions between forward and back-
ward integrations cannot be made). Note, that W is the aforementioned
measure (i.e., integration time weight)

n, is the number of additional forward integrations (or any integration, if
dlstmctlons between forward and backward integrations cannot be made)
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connecting to the initial decision in a diagonal connection between two
decisions, and
n¢ is the number of forward integrations (or any integrations, if distinctions
between forward and backward integrations cannot be made) connecting
to the decision point representing the subsequent decision in a diagonal
connection between two decisions.
The number of integrations n, and n; here include only those integrations
that are directly connected to either the initial (n,) or subsequent (n;) de-
cision points.

Example

Let us again return to Figure A.1. A QIS value is established for each
diagonal in the matrix. Let us initially take the diagonal which connects B
with C. We have already shown that its weight (W) score is 2.

There are no diagonals connecting to its beginning point. On the other
hand, there are two diagonals connecting directly to its end point. It QIS
score for this diagonal would be

2(1 + 0+ 2) =6.

The same value of 6 would also be obtained for the H to C diagonal. The
C to D diagonal, with a W value of 4, connects to two other diagonals at
its beginning point and to one other diagonal at its end point. Its score
would therefore be

41 + 2 + 1) = 16.
In turn the D to C connection is
I1+1+4+ 0 = 2.

Finally, the G to D diagonal maintains its W value because there are no
diagonals connected to either the initial or to the subsequent decisions:

2(1 + 0+ 0) = 2.
For this matrix, thus, the total QIS score then would be

6+6+ 16+ 2+ 2 =32,

MULTIPLICITY OF INTEGRATION

The multiplicity measure is similar to the previous (QIS) measure. It does
not, however, take time between the original decision and the planned fu-
ture decision into account. While this measure is not considered to be en-
tirely orthogonal to QIS, it is designed to be supplemental and, possibly,
more appropriate than QIS in situations where responding (including stra-
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tegic integrated responding) occurs quite rapidly or where the time delay
between an original and a subsequent decision is more a function of task
demands than of long-range decision-planning characteristics. In other
words, the measure is sensitive to planning across multiple steps, indepen-
dent of the time delay between steps. The formula for multiplicity can be
directly derived from the formula for quality of integrated strategies (QIS)
by removing the time weight term W:

P

PRI

1

WEIGHTED QIS (MEASURE 10)

Weighted quality of integrated strategies (WQIS) is an extension of the
QIS measure and is designed to obtain scores for sequential chains of in-
terconnections among integrated decisions over long periods of time (i.e.,
multiple long-term strategic actions that are coordinated). Where the QIS
formula calculates time weight for an integration (diagonal connection be-
tween decision points differing in time) and multiplies that weight value by
the number of other diagonals connected directly to the beginning point
(initial decision) and to the end point (later integrated decisions) of an in-
tegration, the WQIS measure considers a// integrations (diagonals) that lead
in chain sequence to the decision that represents the beginning point of any
one integration, and all integrations (diagonals) that follow the decision
that represents the end of the diagonal connections relfecting an integrated
decision, as long as there is no interruption in diagonal (integration) links.
Diagonals pointing forward to any decision point in a chain but not con-
nected in any fashion to that chain at their own beginning point are counted.
However, other diagonals that are more than one step removed (e.g., those
connected to the beginning point of a diagonal that meets the strategic chain
only at its endpoint) are ignored. Because of the multiplicative nature of
this measure, high scores can be obtained as additional links are added to
any strategic chain of decisions. Where no more than three decision points
(differing in time) are connected with diagonals (integrations), the WQIS
measure will not differ from the QIS measure. Where four decision points
(three sequential diagonals) are involved, the measure will not differ for the
middle integration, but will differ for the outer two integration diagonals.
With an even greater number of diagonal connections in chain sequence,
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the score for WQIS will exceed the QIS score considerably. The formula
for WQIS can be written as

P

E /4 (l + npp + nff)

1

where n,, is the number of forward integrations reflected in the term n,, for
the QIS measure plus all other forward integrations connecting to these
integrations, until all integrations (diagonals in the matrix) that connect
to each other and that can be traced forward, or maximally one step
backward, without interruption, to the beginning point of the forward
integration of interest, have been exhausted,

ng; is the number of forward integration reflected in the term n; for the QIS
measure plus all other forward integrations connecting to these integra-
tions, unitl all integrations (diagonals in the matrix) that connect to each
other and can be traced forward or maximally one step backward without
interruption to the later decision, have been exhausted.
All other terms are the same used in previous formulas.
For the example in Figure A.1, the WQIS score would be calculated as

20+0+3)+20+0+3) +40 +2+ 1)+ 10 +3 +0) +

2(1 + 0 + 0)= 38.

NUMBER OF RESPONDENT DECISIONS

Respondent decision making reflects responses that are made subsequent
to and/or are determined in their nature by incoming information. In the
time-event matrix, respondent decisions are preceded by a star, representing
information to which a decision is relevant. Respondent decision making
can be calculated as

P

> -

1

where r is any decision made within a given time period (discussed later)
after receipt of relevant information, if that decision is made in direct
response to the information.
Whether a decision is made in response to previously received informa-
tion should ideally (as discussed earlier) be determined by asking the de-
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cision maker to indicate the rationale for a decision as it is made, but may
have to be determined by competent judges if access to the decision maker(s)
for questioning is not possible.

Different decision-making situations require different timeframes for
processing information and for making subsequent decisions. Respondent
decisions are most often made quickly in response to incoming information.
The potential decision is usually not pondered extensively and may not be
considered in terms of existing or emerging strategy. For example, a re-
spondent decision to the intrusion of enemy aircraft into friendly airspace
may involve immediate defensive action. Although the reasons for the in-
trusion may be subsequently considered and may, in some cases, be re-
flected in future strategic activities, the initial action may represent a one-
to-one response to incoming formation. Where an external time limitation
between receipt of information and response is imposed to determine
whether decision was made quickly enough (after receipt of information)
to qualify as a respondent decision, the specific constraints of the decision-
making situation must be considered. In other words, such a time frame
must be determined individually for each group of decision-making settings
of interest. Obviously, that time frame cannot be changed from one deci-
sion-making measurement to the next, if comparisons are to be made.

Received information that leads to respondent decisions is located in the
time-event matrix in front of all relevant actions (on all relevant horizon-
tals) as asterisks or star points. Where measurement of the length of time
between input and decision is of interest, it follows the same time scale that
is used to determine the weight of diagonals. All decisions that respond to
information are counted in determining the value of the number-of-
respondent-decisions score, even if they were made in response to a single
item of information.

Note that two variants of respondent decision making exist. One is termed
‘“‘retaliatory decision making.”’ In this measure, those decisions that are
part of a strategic sequence (i.e., are interconnected with other decisions
by a forward or backward diagonal) are not included in the value of “‘r.”’
In other words, the measure of retalitory decision making provides an es-
timate of nonstrategic respondent behavior. Another modification of the
respondent decision making measure involves elimination of the time con-
straint on the information-decision sequence. Here, all decisions made in
response to information (regardless of delay) are counted. Such a measure
assesses the overall amount of respondent activity. It may be further mod-
ified by dividing its value by the total number of decisions in the matrix,
to assess the degree to which reactive rather than proactive decisions are
made. Note, however, that these modifications of the respondent decision-
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making measure are not statistically independent. Nonetheless they can be
useful for specific research or observation intents.

AVERAGE RESPONSE SPEED (MEASURE 11)

The response speed measure reflects the rapidity with which decision
maker(s) respond to incoming information with respondent decisions. The
elapsed time between each input and the subsequent decision is measured;
the sum of those measures is divided by the number of responses made to
that information. For this measure, r (number of respondent decisions) is
not constrained by a time limitation between receipt of information and a
subsequent decision.

The formula for average response Speed is

~N =
oY
~
3

where ¢, is the elapsed time between information receipt and subsequent
respondent decision, and

r, is the number of respondent decisions made in the time period between
1 and p.

SERIAL CONNECTIONS (MEASURE 12)

The serial connection measure is similar to the number of integrations
measure. However, it counts interconnections between decisions from the
same decision category. These interconnections were not considered in any
of the preceeding measures. For example, if a decision maker decides to
move troop unit A and plans to subsequently move troop unit B (and, when
movement of B is accomplished, indicates that the movement of A was
accomplished as an antecedent to the movement of B), then a forward serial
connection is established. Both decisions fall into a single decision category
(i.e., troop movement). They are, by themselves, not likely to reflect an
ongoing strategy (as defined) unless they are also interconnected with other
decisions from different categories (to which they would be connected by
diagonals in the matrix). Serial connections without integrations often re-
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flect a stagnating series of moves that may fail to take complexities of the
task environment (i.e., other dimensions and categories) into account. If
associated with strategic moves (as reflected in high scores on such measures
as number of integrations or QIS), they may, nevertheless, be part of a
general (e.g., in the military, an encircling) strategy.

Serial connections may (as were number of integrations) be measured in
terms of forward, backward, or general connections between decisions of
a single category:

P

P
Y, e oor Y e or N i+ iw) = S i
1

1

where i are forward serial connections, and i, are backward serial con-
nections and i are total (i + iy,) connections.

PLANNED INTEGRATIONS (MEASURE 13)

Not all actions (here, decisions) that are planned as a follow-up to current
actions are actually carried out. Time demands, changed situations, for-
getfulness, new strategies, and more may be the reasons for lacking imple-
mentation of planned actions. In some settings, an incomplete connection
between a current action and a planned future action may indicate lacking
strategy. In other settings (e.g., those with considerable uncertainty) a num-
ber of contingent actions may have been planned as alternatives and only
one (depending on subsequent events) may be carried out as most appro-
priate. In that case, the ratio of number of actual to planned integrations
would necessarily decrease. In other words, evaluation of performance as-
sociated with this measure must be based on specific situational and task
characteristics. The planned integrations measure reflects the number of
times decision makers fail to carry out a previously planned action. The
formula for planned integrations can be written as

P

S .

1

where i is a planned forward integration that was not carried out.
Planned integrations that were not completed may be compared with the
number of integrations that were completed, to obtain an estimate of the
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degree to which decision makers do, in fact, operationalize their plans. This

score would be reflected by the formula

P
L
1
P
r Ipt

finally, the planned integration measure may be used to estimate the as-
sumed time value for number of integrations that would have occurred in
a situation where measurement is artificially truncated by the end of a mea-
surement or observation sequence (e.g., during final participation periods
in experimental simulations, or at the retirement of an executive or officer
prior to final completion of a task). Under such conditions, it may not be
possible to complete all future decisions that were planned when a given
action was initiated. A~ a result, the uncorrected measure for number of
integrations would underestimate the actual strategic planning sequence of
a decision maker. This correction may be calculated as

c
L 4 + L
1
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where 1 through C is any prior time period (or periods) to which a time
period under analysis is to be compared.
The obtained value of this correction is then multiplied with the total
number of intended integrations plus the number of integrations that were
completed

P

P
(S s )
1

1

to obtain an estimated value for a corrected number of integrations. Unless
the corrected value is less than the actually obtained value for number of
integrations, the number of integrations score may be replaced by the cor-
rected score. Similar calculations may be employed to correct other meas-
ures that are based on forward or backward integrations.

MULTIPLEXITY F (MEASURE 5)

The multiplexity ' measure, although similar in concept to the weighted
QIS measure, differs from that measure in two ways: (1) as is the case with
the multiplicity of integration calculation, it does not take into account time
between an original decision and a planned future decision, and (2) it fo-
cuses only on plans that are related to, or are subsequent to, a planned
future decision (i.e., the endpoint of a diagonal). In other words, the mea-
sure is concerned with the complexity of future strategies as viewed from
any given point in time only. By necessity, this measure is truncated by
limitations imposed by time: where a paticipant in a task is forcibly re-
moved from the setting or where a task is almost complete, multiplexity F
will produce a lower score. In other words, where this measure is to stand
representative for general performance at any point in a task, it is useful
to divide multiplexity F by time remaining in the task.

Multiplexity F may be written as

P
D, A+ ne,
1

where ng is the number of forward integrations reflected in the term n; of
the QIS measure plus all other forward integrations connecting in con-
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tinuing sequence to these integrations. The use of the term ng and its

limits are the same as previously discussed for the weighted QIS measure.
To measure general multiplexity, the formula may be modified,

r (1 + ng)

l

where ¢, is the time remaining in the task.

MEASURES OF PERFORMANCE QUALITY

Performance quality measures that are oriented toward content variables
are not directly obtained from a time-event matrix. While the matrix re-
flects utilization of decision-making styles, it does not in-and-of-itself gen-
erate values reflecting performance quality unless validated for a given
decision-making setting. While validation has occurred in various research-
based and applied settings (e.g., executive decision making), we do not wish
to argue for the generalization of this validity to any and all decision-
making tasks and settings. The various measures obtained via the time-
event matrix indicate whether and to what degree specific decision-making
behavior occur. Where, for example, strategy is of value, the demonstration
of strategic activity will typically reflect performance quality. If, however,
a task is quite simple, and only immediate responding is vital, planning and
strategy may be useless. In that case, strategic actions (as reflected in the
integration measures) may be counterproductive. In addition, task char-
acteristics and performance requirements may change. In one of our ex-
perimental simulations, a decision maker is placed in charge of an emergency
preparedness team. As he or she enters the simulation, a potential emer-
gency is in the offing, requiring both preparations and planning—that is,
strategic action. At this point, a high score for integration, QIS, and mul-
tiplexity ' may be reflective of performance excellence. As a disaster ac-
tually hits, however, planning activity must be replaced by decisive,
immediate, and responsive action (now making good use of earlier strategic
planning). At this point, high scores on respondent measures, possibly el-
evated scores on backward integrations and low scores on average response
speed are vital. Planning is now of marginal importance and possibly use-
less if it interferes with the immediate needs to which a decision maker must
attend. Once the immediate problems with the disaster are resolved, how-
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ever, planning—although not necessarily as complex as was previously ap-
propriate—may again be required.

Measuring quality of performance via stylistic time-event matrix varia-
bles thus requires consideration of what kind of response is apropriate for
specific situations, specific points in a task, and persons with specific re-
sponsibility. In addition, scores obtained by persons whose performance is
evaluated may tell us (1) whether they are capable of employing a particular
performance style (as reflected in some specific measure), and (2) whether
(if and when task demands change) they are capable of shifting from one
style to another to effectively deal with changes in the task itself.
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sion
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Adaptation Authoritarianism, 23, 145, 165, 206
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organizational, 44, 45, 96, 101, 106, 107,
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Articulation, 20, 23, see also Discrimination
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Attitude, 13, 28-31, 49, 54, 87, 89, 94, 97,

167-170, 220, 223 Cardiovascular disease, see Heart disease
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*This book is concerned with the impact of cognitive complexity on managers and orga-
nizations. Where specialized terms such as differentiation, integration, multidimensionality,
and unidimensionality are used to describe complexity, they are listed in the subject index.
The reader should assume that those listings are not exclusive. Where effects of cognitive
complexity are considered without special terminology, listings are not provided. Listings of
that kind would have required an inclusion of every page in this book.
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Management authority, 46
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Openness versus closedness to information,
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of the opponent’s strategy, 173, 174, 220
social, 31, 32, 61, 115, 142, 145-147, see
also Impression formation
Performance, 24, 26, 29, 34-39, 54, 71-73,
77, 80, 81, 97, 117, 145, 176-195, 214,
218-225, see also Decision making
measurement, 150-164, 228-242
organizational, 92, 94, 95
Personality structure, see Structure, infor-
mation processing
Persuasion, 30, 36, 45
Physiology
cardiovascular, 56
human (general) 128, 135, 196-218
individual differences, 55-56, 73, 196-218
Planning, 9, 15, 26, 29, 36-38, 46, 54, 71,
74-79, 87, 88, 92, 93, 100-103, 113,
120-132, 151, 191, 198, 213, 220-223
measurement, 154, 161, 163, 238-240
Polarization, 30, 32
Power, 45, 46, 48, 104, 123, 125
Pragmatism, 75, 123, 128
Prejudice, 61
Primacy/recency, 23
Problem solving, 29, 34
Productivity, 103, 117

Q

Quantitative prediction, 2-11, 64, 75, 108-
111, 114, 120, 122, 128, 139, 140

R

Rationality, 3, 8-11, 75, 108-113, 120, 159

Reinforcement, 97

Respondent behavior (or decisions), 15, 39,
84, 127, 133, 150, 187, 193, 213, see
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also Retaliatory actions
measurement, 156, 159, 164, 235-237
Responsibility, 53
Retaliatory actions, 84, 183
defined, 84
Rigidity, 45, 87, 95, 106, 108, 121, 132,
207-209, see also Inertia
Risk, 34, 85, 86, 123-131, 178-181, 188,
189, 196, 197, 205, 206, 213-217, 221
Role, 45, 217
Role concept repertoire test (REP), 19, 142

S

Satisfaction, 76, 94, 96, 117, 118
Sensing, 45, 47, 92, 100, 104
Sensory deprivation, see Information, dep-
rivation
Sentence completion test (SCT), 143-146,
172, 202, 204
interview format, 203, 204
Simulation, 37, 38, 71, 155, 162-164, 221,
222, 225, 228, 229
experimental, 37, 173, 181, 189
free, 37, 156, 162, 164
measurement, 163, 164
quasi-experimental, 37, 162, 163, 181
training, 221
Size, 45
Smoking, 197, 213, 217
Social desirability, 148, 161
Social support, 216, 217, 218
Sociogram, 173
Speed of responding, 237
Strategy, 14, 15, 25, 26, 29, 35-37, 49, 54,
56, 64, 67, 71-79, 84-87, 92-95, 102-
132, 135, 139, 150, 151, 176-184, 189~
194, 198, 206, 213, 220-223, see also
Goal, stepwise progress
measurement, 154-157, 163
perception, see Perception, of the oppo-
nent’s strategy
shifts, see Adaptation
Stress, 27, 28, 81-89, 199-203, 216-218, see
also Load
Structure
defined, 17
information processing, 2, 3, 7, 8, 12-16,
21-27, 33, 50-90, 93, 97, 98, 116,
143, 175, 176, 199, 200, 222-224
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Structure (cont.)
measurement, 166
organizational, 46-49, 53, 91-140, 195
symbiosis of individual and organiza-
tional, 93-97
Structured interview, 202-204, 210, 211
Subsystem, 45, 49
Systems theory, 41, 42, 46-48, 53

T

Task environment, see Environment

Task demands, 18, 19, 36, 73, 97, 103, 122,
127, 133, 146, 220, see also Load

Task performance, see Performance

Textual analysis, 38, 149-150

Time effects, on actions, 85

Time/event matrix, 151-166, 190, 191, 228,
229

Time frame, 75-79

Time span, 75-79

Training, 29, 35, 36, 45, 51-54, 56-61, 71,
73, 76, 88, 94, 108, 114, 162, 164, 213,
220-229, see also Intervention

Turbulence, see Change

Index

Type A, 56, 197-200, 205-210
measurement, see Structured interview

U

Uncertainty, 5, 11, 35, 70-79, 87-103, 108-
115, 124, 125, 128-131, 134, 139, 188,
189, 218, 223

reduction (H statistic), 81, 143

Unidimensionality, 10, 22, 56, 60, 62, 67,
72, 80, 81, 87, 95, 102, 105-107, 112,
114, 121, 125, 128, 132, 148, 149, 165,
206-209, 224

Verbal fluency, 146
Visual-motor task, 177-181, 202-206
w

War versus peace, 194
Work load, see Load



