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PRAISE FOR THREE SCIENTISTS AND THEIR GODS
BY ROBERT WRIGHT

“Makes entropy as absbrbing as a gossip column . . . Mr. Wrightis a
master of the intellectual profile.”
— Wall Street Journal

“A gold mine and a mine field of ideas . . . Three Scientists and Their
Gods is a book designed to rattle people, especially people who like
to think.”

—San Francisco Chronicle

“Wright, in a fine prose style equal to the demands of elucidating
complex science, builds an exciting narrative around extended
profiles of three fascinating scientists.”

' —Cleveland Plain Dealer

“Robert Wright has written an exceptionally thoughtful and concep-
tually brave book that tackles not only some complex contentions of
science and religion but also basic notions of philosophy and logic.
The result is wonderfully and eminently readable. . . . Bravo for this
first step.”

— Washington Monthly

“This is science—and science writing—with a refreshingly human
face.”
—Wilson Quarterly

“This is a wonderful, thought-provoking book.”
—Publishers Weekly

“A surprisingly deep and witty book.”
—Kirkus

“If you've never read a whole science book at one sitting, Three
Scientists may change that.”
—Philadelphia Inquirer
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A NOTE TO READERS

I don’t want to alarm you, but this book is about—
1. the concept of information;

2. the concepts of meaning and purpose, in both their mundane
and cosmic senses;

3. the function of information at various levels of organic organi-
zation (in bacteria, ant colonies, human brains, and supermarket
chains, for example), with particular emphasis on its role in recon-
ciling life with the second law of thermodynamics;

4. the meaning of the information age, viewed in light of the role
information has played throughout evolution;

5. the meaning of life; and
6. a couple of other issues at the intersection of religion and science.

Now for the good news: this book is also about three living,
breathing, and, I think, unusually interesting human beings. In fact,
they are what the book is mainly about. So, for the most part, all you
have to do is read about them—about their personal histories, their
ways of living, and their very ambitious ways of thinking about the
universe and our place in it—and let the above subjects emerge in
the process. It will be fairly painless, as these things go.

—R. W.






PARTII

EDWARD
FREDKIN






CHAPTER

ONE
FLYING SOLO

Ed Fredkin scans the visual field systematically. He checks the
instrument panel regularly. He makes conversation sparingly. He is
cool, collected, in control. He is the optimally efficient pilot.

The plane is a Cessna Stationair Six—a six-passenger, single-
engine, amphibious plane, the kind with the wheels recessed in
pontoons. Fredkin bought it not long ago, for $165,000, and is still
working out a few kinks; right now he is taking it for a spin around
the neighborhood in the wake of minor mechanical work.

He points down at several brown-green masses of land embedded
in a turquoise sea so clear that the shadows of yachts are distinctly
visible on its sandy bottom. He singles out a small island with a
good-sized villa and a swimming pool. That, he explains, cost $4.5
million to build. The compound, and the island as well, belong to
“the guy that owns Boy George”—the rock star’s agent, or manager,
or something.

I remark, loudly enough to overcome the engine noise, “It’s
nice.”

Yes, Ed allows, it’s nice. He adds, “It’s not as nice as my
island.”

He’s joking, I guess, but it turns out he’s right. Ed Fredkin’s island,
which will come into view momentarily, is bigger and prettier. It is
about 125 acres, and the hill that constitutes its bulk is a deep green—
a mixture of reeds and cacti, sea grape and turpentine trees, machineel
and frangipani. Its several beaches—pale lines from up here—range
from prosaic to sublime, and the coral within their shallow waters
attracts little and big fish whose colors look as if they were coordinated
by Alexander Julian. On the island’s west side are immense rocks,
suitable for careful climbing, and on the east side is a bar and restau-
rant and a modest hotel: three clapboard buildings, each with a few
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rooms. Between east and west is the secluded island villa, where Ed
and his family are staying this week. It is a handsome structure, even
if, with a construction cost of half a million dollars, it is not in the
same league as the villa of the guy that owns Boy George. All told,
Moskito Island—or Drake’s Anchorage, as the brochures call it—is a
nice place for Fredkin to spend the few weeks each year when he is
not up in the Boston area tending his various other businesses. And
it is a remarkable asset for a man who was born into a dirt-poor,
Depression-era family to have acquired.
In addition to being a self-made millionaire, Fredkin is a self-made
_intellectual. About twenty years ago, at age thirty-four, without so
much as a bachelor’s degree to his name, he became a full professor
at the Massachusetts Institute of Technology. And he did not rest on
this laurel. Though hired to teach computer science (and then selected
to guide MIT’s now-eminent computer science laboratory through
some of its formative years), he soon branched out into more offbeat
things. Perhaps the most idiosyncratic of the several idiosyncratic
courses he originated was one on physics—“digital physics”—in
which he propounded the most idiosyncratic of his several idiosyn-
cratic theories. This theory is the reason I'm here, hovering over the
British Virgin Islands.

Fredkin’s theory is one of those things you have to prepare people
for. You have to say, “Now this is going to sound pretty weird, and
in a way it is, but in a way it's not as weird as it sounds, and you’ll
see this once you understand it, but that may take a while, so in the
meantime, don’t prejudge it, and don’t casually dismiss it.”

Ed Fredkin thinks the universe is a computer. A really big
one.

Fredkin works in a twilight zone of modern science—the interface
between computer science and physics. Here the two concepts that
traditionally have ranked among science’s most fundamental—matter
and energy—keep bumping into a third: information. The exact
relationship among the three is a question whose implications can,
depending on how you define information, stretch far beyond physics
and computer science, into biology and the social sciences. And, to
date, it is a question without a clear answer, a question vague
enough, and basic enough, to have inspired a wide variety of opin-
ions.
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Some scientists have settled for modest and sober answers. In-
formation, they will tell you, is just one of many derivatives of
matter and energy; it is embodied in things such as a computer’s
electrons and a brain’s neural firings, things such as newsprint and
radio waves; and that is that. Others talk in grander terms, sug-
gesting that information deserves full equality with matter and en-
ergy, that it should join them in some sort of scientific trinity, that
these three things are the main ingredients of reality.

Fredkin goes further still. According to his theory of digital phys-
ics, information is more fundamental than matter and energy. He
believes that atoms, electrons, and quarks consist ultimately of bits—
binary units of information, like those that are the currency of com-
putation in a personal computer or a pocket calculator. And he be-
lieves that the behavior of those bits, and thus of the entire universe,
is governed by a single programming rule—“the cause and prime
mover of everything,” he calls it.

Among the scientists who don’t dismiss Fredkin out of hand are
some very smart people. Marvin Minsky, a computer scientist (and
polymath) at MIT whose renown approaches cultic proportions in
some circles, calls Fredkin “Einstein-like” in his ability to find deep
principles through simple intellectual excursions. If it is true that
most physicists think Fredkin is off the wall, said Minsky, it is also
true that “most physicists are the ones who don’t invent new theo-
ries”; they go about their work with tunnel vision, never questioning
the dogma of the day. When it comes to the kind of basic reformu-
lation of thought proposed by Fredkin, Minsky said, “there’s no point
in talking to anyone but a Feynman or an Einstein or a Pauli. The
rest are just Republicans and Democrats.”

Richard Feynman, the late Nobel laureate who taught at the Cal-
ifornia Institute of Technology, considered Fredkin a brilliant and
consistently original, though sometimes incautious, thinker. If anyone
is going to come up with a new and fruitful way of looking at physics,
Feynman told me, Fredkin will.

Notwithstanding their moral support, though, neither Feynman
nor Minsky was ever convinced that the universe is a computer.
They were endorsing Fredkin’s mind, not this particular manifes-
tation of it. When it comes to digital physics, Ed Fredkin is flying
solo. )
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He knows this, and he regrets that his ideas continue to lack the
respect of his peers. But his self-confidence is unshaken. You see,
Fredkin explains, he has had an odd childhood, and an odd education,
and an odd career, all of which have endowed him with an odd
perspective, from which the essential nature of the universe happens
to be clearly visible. “I feel like I'm the only person with eyes in a
world that’s blind,” he says.



CHAPTER

TWO
FREDKIN’S ISLAND

Maealtime at the restaurant on Ed Fredkin’s island gives you some
idea of what wealth would be like. About half the dishes on the menu
go by foreign names, and even the English entrées have an exotic air.
Witness Dolphin in Curry Sauce with Bananas. The food is prepared
by a large man named Brutus and is humbly submitted to diners by
men and women native to nearby islands. The restaurant is open-air,
ventilated by a sea breeze that is warm during the day, cool at night,
and almost always moist. Between diners and the ocean is a knee-
high stone wall, against which waves lap rhythmically. Beyond are
other islands and a horizon typically blanketed by cottony clouds.
Above is a thatched ceiling, concealing, if the truth be told, a sheet
of corrugated steel, which rests on thick vertical wooden posts ve-
neered with cross sections of large rocks. Propped against a post here
and there are impressive relics—an old, rusting anchor, a piece of
coral that bears an uncanny resemblance to a gargantuan mushroom.
Hanging overhead is a long, weathered plank with H.E. THOMPSO
impressed upon it—90 percent of a sunken sailing ship’s nameplate.
It is lunchtime now, and Ed is sitting in a cane-and-wicker chair
across the table from me, wearing a light cotton sport shirt and gray
swimming trunks. He was out trying to windsurf this morning, and
he enjoyed only the marginal success that one would predict on the
basis of his appearance. He is fairly tall and very thin, and has a
softness about him—not effeminacy, but a gentleness of expression
and manner—and the complexion of a scholar; even after a week on
the island, his face doesn’t vary much from white, except for his
nose, which turns red. The plastic frames of his glasses, in a modified
aviator configuration, surround narrow eyes; there are times—early
in the morning or right after a nap—when they barely qualify as
slits. His hair, perennially semi-combed, is black with a little gray.
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Ed is a pleasant mealtime companion. He has much to say that is
interesting, and he is good at talking. This is fortunate, because
generally he does most of it; he has little curiosity about other people’s
minds, unless their interests happen to coincide with his, which few
people’s do. “He’s right above us,” his wife, Joyce, once explained to
me, holding her left hand just above her head, parallel to the ground.
“Right here looking down. He’s not looking down saying, ‘I know
more than you." He’s just going along his own way.”

Joyce is sitting to Ed’s left. As is often the case, she is wearing
something made of white cotton—a jumpsuit today. It nicely sets off
her deep black skin. Joyce is very attractive, and her beauty is en-
hanced by her accent, which sounds somehow more refined, more
aristocratic, than that of the waiters and waitresses. It is misleading.
She grew up in a poor neighborhood on the island of St. Thomas in
the American Virgin Islands, daughter of a bartender whom she
describes as alcoholic and mercurial. He was hardworking, though,
" and laid the foundation for a better life, sending Joyce to private
school and then to a small college near Boston.

If Joyce has made the socioeconomic leap with anything less than
complete grace, it is not for lack of effort. She uses the word exquisize
several times a day, usually in reference to food, and she buys clothes
in France. When entertaining guests (last night, the lieutenant gov-
ernor of the British Virgin Islands was among them), she observes
protocol painstakingly. She solemnly sips the inaugural glass of cham-
pagne, cocks her head slightly, contemplating its quality, and then
nods her approval to the waiter.

When Joyce met Ed, in 1977, she was twenty years old, not quite
half his age. He was still in his 1960s mode then, with hair that
nearly reached his shoulders. Joyce’s sister characterized him as a
“big-nosed, long-haired hippie.” Joyce was forced to concede the
point, but its truth did not lessen her ardor. “I was just into his
brain,” she recalls.

To Joyce’s left, at the end of the table, is Ed’s sister, Joan, who is
making her first visit to the island in about a decade. She is pretty:
dark hair, rich, dark eyes, a fine nose, and a look of health about her.
Joan is Ed’s senior by only sixteen months, and among the attendant
tensions between them is a philosophical one: she thinks that science,
with its reliance on “sequential” thought, is missing something im-
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portant. She believes that some odd coincidences are no accident and
that, more generally, there are a lot of weird things going on in the
world. .

To Joan’s left, across the table from Joyce, is John Macone, an
accomplished pilot of airplanes and balloons, and the man who taught
Ed to fly a seaplane. Macone now heads a small, Fredkin-financed
company that specializes in “reverse-osmosis energy recovery’—or
words to that effect.

I am sitting to Macone’s left, and the seat to my left, at the end of
the table, is empty. It soon will be occupied by a force to be reckoned
with: little Richard, Ed’s first child by this, his second, marriage.
Richard is a milk-chocolate-brown child who is cute enough to be-
come a media phenomenon. On the day of this lunch, he is three
years old, going on four. He could pass for five on the basis of
appearance, and six or seven on the basis of vocabulary. Just the
other day, after Aunt Joan had spent a fair amount of time and
affection on him, he looked up at her appreciatively and said, “I
appreciate you.” Richard would probably be precocious even if it
weren’t expected of him, but it emphatically is. “I suspect that if I
ever do become famous,” Ed has said, “it will be for being Richard’s
father.”

Richard occupies an enviable position on Moskito Island. Drake’s
Anchorage is staffed by about twenty people—ten or so are on duty
during the day—and they naturally are eager to please Joyce and Ed.
Joyce and Ed—particularly Ed—are in turn eager to please Richard.
And even if they weren’t, Richard’s debating skills would ensure that
he prevailed in a fair number of disputes over resource allocation.
The upshot is that, at age three, Richard Fredkin may be the youngest
man ever to have secured political control of an inhabited island.

The food has not arrived, and Ed is passing time by explaining
the value of looking at the world the way he does. “There’s three
great philosophical questions,” he begins. “What is life? What is
consciousness and thinking and memory and all that? And how does
the universe work?” He says that his “informational viewpoint” en-
compasses all three. Take life, for example. Deoxyribonucleic acid,
the material of heredity, is “a good example of digitally encoded
information,” he says. “The information that implies what a creature
or a plant is going to be is encoded; it has its representation in the
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DNA, right? Okay, now there is a process that takes that information
and transforms it into the creature, okay?” His point is that a mouse,
for example, is “a big, complicated informational process.”

Ed exudes rationality. His voice isn’t quite as even and precise as
Mr. Spock’s, but it’s close, and the parallels don’t end there. Ed
rarely laughs or displays emotion—except, perhaps, the slightest sign
of irritation under the most trying circumstances. He has never seen
a problem that didn’t have a perfectly logical solution, and he believes
strongly that intelligence can be mechanized without limit. More
than twenty years ago, he founded the Fredkin Prize, a $100,000
award for the creator of the first computer program to beat the world
chess champion. He’s thinking about raising it to a million.

Richard, who has spent most of the morning watching cartoons
on a videotape player, walks up to the end of the table and posts
himself between Ed and me. “I'm very hungry,” he says.

Macone looks at Ed. “You've got to figure out how to transmit
nourishment through a cathode ray tube. Then we'll have things all
taken care of. Kids won't have to leave the TV set.”

Ed is taking Richard a bit more seriously. “What would you like
for lunch? Ham sandwich? Hot dog? Spaghetti?”

Richard thinks for a second. “French toast,” he says, delighted
with the selection.

Ed isn’t sure they make French toast this late in the day. “Go in
the kitchen and negotiate,” he suggests.

“Say please,” adds Joyce as Richard trots toward the kitchen.

Ed is not exactly the first person to have said that DNA consists
of information, or that organic growth depends on intricate commu-
nication among cells, and I'm wondering why he has made the point
sound so earthshaking. “That’s conventionally accepted, right?” I
ask.

“It wasn’t when I started saying it.” This is a recurring theme:
when Fredkin’s world view crystallized a quarter of a century ago,
he immediately saw dozens of large-scale implications, ranging from
physics to biology to psychology; a number of these ideas have gained
currency since then, and he considers this trend an ongoing substan-
tiation of his entire outlook. i

Fredkin talks some more and then recaps. “What I'm saying is
that, at the most basic level of complexity, an information process
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runs what we think of as physics. At the much higher level of
complexity, life, DNA—you know, the biochemical functions—are
controlled by a digital information process. Then, at another level,
our thought processes are basically information processing.” That is
not to say, he stresses, that everything is best viewed as information.
“It’s just like there’s mathematics and all these other things, but not
everything is best viewed from a mathematical viewpoint. So what’s
being said is not that this comes along and replaces everything. It’s
one more avenue of modeling reality, and it happens to cover the sort
of three biggest philosophical mysteries. So it sort of completes the
picture.”

A scream stops the conversation. It’s from the kitchen, and it
sounds like Richard’s. He screams again, louder. One more time, the
loudest yet. Now the sound of kitchen workers trying to soothe him.
Joyce is dispatched to the scene.

“Probably hurt himself,” I venture. “It sounded pretty sudden.”

“No,” Ed says with certainty. “He doesn’t cry when he hurts
himself. He’s crying because his feelings are hurt. He probably asked
for French toast and they probably told him they only serve it at
breakfast. That’s my guess.”

“That’s a major crisis,” Macone observes.

Over the past two days, I have been compiling a mental list of
staff members and island visitors who seem secretly annoyed by the
amount of attention Richard receives. Macone’s remark about the
cathode ray tube was significant in this respect, and this last comment
has secured him a spot on my roster.

Before Joyce makes it to the kitchen, Richard emerges and makes
a beeline for the most sympathetic ear. “Daddy, the guys in the
kitchen are doing my cocoa wrong.”

“They’re doing your cocoa wrong?” Ed asks in that voice parents
use in such situations. “Well, did you explain to them how they’re
supposed to do it?”

“They don’t know what I'm saying,” says Richard, who, like many
three-year-olds, does not always speak crisply.

“They won’t listen to you?” Ed asks.

“No.”

One of the guilty parties is now standing next to Richard, awaiting
orders. Ed gives them. “What he’s trying to say is one teaspoon of
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cocoa, three teaspoons of sugar in the bottom of a glass, and then—
he knows how to do it—you add a little drop of milk, stir it up, and
then add more milk.” He looks down at Richard. “You want to show
them?”

Richard goes to show them, and Joyce calls after him, “One spoon
of cocoa, three of sugar.”

“He knows that,” Ed says sternly, as if personally insulted by her
doubt. “He knows how to do it. He makes a mess, but he makes
good cocoa.” Ed reflects for a few seconds. “See, that was my great
trauma as a child,” he says. “They kept treating me like a child. It
drove me crazy. They wouldn’t listen to me.”

Joan weighs in to the conversation. For what is no doubt not the
first time, she begs to differ with her brother. “Well, 1 think most
children suffered that,” she suggests.

“Some suffered more than others,” Ed replies. “Some have to suffer
more than others. I can prove that mathematically by Brouwer’s fixed-
point theorem. Someone has to suffer most.”

Invoking mathematics is not the way to win an argument with
Joan. She says, “Those who are not in power suffer that experience,
whether they’re little, big, or whatever they are.”

Ed pursues the point a ways and then turns to me. “See, my big
problem is being right. My sister, of course, could never agree with
that, but—” An old joke pops into his head. “I was wrong once,” he
admits.

Macone plays straight man: “When?”

“What happened is, I once thought for 2 moment that I was wrong,
but I was mistaken.”

After some polite laughter, the conversation starts to wander, but
Joan puts it back on track. “My father has that trait very well devel-
oped—being right.”

“The difference is,” says Ed, “he’s not right as often.”

“Oh,” Joan says sarcastically.

Edward Fredkin’s father, Manuel, was born in Chernigov, Russia,
in 1900. A decade later, the eldest of Manuel’s brothers emigrated
to America, opened a combination grocery store and gas station,
stretched it into a chain, and in the process acquired land that hap-
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pened to cover oil. He sent back word that America was hospitable
toward industrious young men, and, some time after the Russian
Revolution, Manuel followed. Manuel made his money on the fron-
tiers of technology, selling radios—large, elaborate, cabinet radios.
He opened one store, then another, then another. By the late 1920s,
the M. S. Fredkin Company was thriving, and M. S. Fredkin—along
with his wife, a concert pianist who had emigrated independently
from Russia—was living the American Dream. Then came the
Depression. The company slowly died, and Manuel began taking
whatever work he could find. He typically held down two jobs at a
time, putting in seventy or more hours a week.

Edward was born in 1934, the last of three children. He remembers
his parents’ arguing over money, and he remembers the series of
modest houses they rented in East Hollywood’s Los Feliz section.
The Fredkins learned economy, and Ed has not forgotten it. He can
reach into his pocket, pull out a Kleenex that should have been retired
weeks before, and, with the help of cleaning solution, make an entire
airplane windshield clear. He can take even a well-written computer
program, sift through it for superfluous instructions, and edit accord-
ingly, reducing both its size and its running time.

Manuel was by all accounts a competitive man, and he focused his
competitive energy on the two boys: Edward and his older brother,
Norman. “Oh, God, it was terrible,” Joan remembers. “Even when
Norman’s shoes were getting to be the same size as his, he would
not accept that.” Norman’s theory is that his father, though bright,
was intellectually insecure; he seemed somehow threatened by the
knowledge that the boys brought home from school. Ed exactly
remembers his father’s ritual gibe: “I have more brains in my little
toe than you will ever have in your head.”

Attempts to prove otherwise were doomed. One day, when Ed
was about ten, the two of them were talking about the moon, and
Ed decided to impress his father with a recently gleaned fact. The
moon, he noted, is 240,000 miles from the earth. No, his father said,
the figure is closer to 360,000. Ed, having just seen the number in
an encyclopedia, was confident he was right, and he told his father
as much. Manuel was not persuaded; 360,000 was the figure. Finally
Ed brought out the encyclopedia and pointed to the number. His
father slammed the book shut. “The encyclopedia’s wrong,” he said.
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The issue lay dormant for a few days before being revived by Manuel.
As Ed tells it: “He said, ‘You remember we had this discussion’—
and he always called it a discussion, not an argument— ‘about how
far the moon is from the earth>” And I thought, my God, he’s going
to admit he was wrong. And he says, ‘Well, I was right. It’s 360,000
versts from the earth.’ I said, ‘A verst? What's that> And he said,
“That’s a Russian mile.”” That was about as close as Manuel came to
admitting error. His mistrust of books, experts, and all other sources
of received wisdom was absorbed by Ed.

So was his competitiveness. “Ed, ever since I can remember, al-
ways could top any statement you could make,” recalls Bill Fletcher,
a childhood friend who was best man at Ed’s first wedding. “If you
said you just ran up three steps at a time, he had run up four steps
at a time. If you just did fifteen push-ups, he had done sixteen.”

Ed customarily considered himself the smartest kid in his class, and
he used to place bets with friends on the outcome of tests. One such
test, in fifth grade, proved pivotal. It consisted of ten questions, and
one in particular he found worrisome. He had already noticed that the
teacher misunderstood some concept, and this question embodied her
misunderstanding; it was clear that what she wanted was the wrong
answer. Ed deliberated for some time and finally decided to put down
the genuinely correct answer. When the test came back a few days
later, he found that the teacher had not stumbled onto the truth in the
meanwhile; he had gotten a 90, which placed him in a dead heat with
his fellow bettor. Ed now had no choice; he was morally and financially
compelled to enlighten his teacher. She resisted at first, but finally
relented, snatching the paper and promising to return it the next day.
(“ was always amazed that when I would explain something like that
to someone they weren’t happy to know what the truth was.”) Back
the paper came, with the controversial problem marked correct but a
“90” still sitting at the top. Asked for an explanation, the teacher
pointed to the illegible scrawl in the upper left-hand corner; she had
docked him ten points for misspelling his name. Ed was unruffled. All
right, he said, he had misspelled his name—but if his name qualified
as a test item, then there were eleven items, not ten, and he should get
a 91. The beauty of his logic was lost on her.

This episode, coming after several years of dull and uninspiring
teachers, was the last straw. “I said, ‘Okay, so they want to play
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games instead of get at the truth? I'll play a good game.’ So I started
a new way of taking tests.” All multiple-choice tests, whatever their
nominal subject, became tests in psychology; success depended
mainly on reading the intentions of test designers—realizing, for
instance, that when forced, time and again, to fabricate four wrong
answers for every right one, they will occasionally resort to making
one wrong answer a mere paraphrasal of another; thus, if two of five
answers are equal in meaning, both can be eliminated. By the time
Ed went through cadet training in the air force, outsmarting test
givers had grown into an exact science. “We had a multiple-choice
exam, and my bet was that I could pass if I were only shown the
answers and none of the questions. Some of the answers went, like,
347, 492, 513, 629—and I did pass the test.”

So Ed learned to pass tests; he passed enough tests to get into and
out of high school. But he never really learned how to study, and he
amassed little academic evidence of ambition. That is not to say he
had none. On the contrary, from a young age he had wanted to
become a great scientist and to own the Empire State Building (which,
he realized, represented a lot of rent). It was just that he had an
aversion to some traditional prerequisites for success: treating figures
of authority with respect, doing work to demonstrate to someone else
that you know what you already know you know, etc.

Being a derelict student would have been easier had it not been
for Norman. Norman was perfect.

The question has been put on the table (so has the food—mostly
hamburgers, possibly the leanest I have ever eaten): How were Ed
and Norman different as children? Ed defers to Joan, and Joan doesn’t
know where to begin, so vast were the differences. “Well, begin
somewhere,” Ed suggests forcefully.

Joan looks down and fiddles with her silverware. “He was, uh,
more expressive, more sexually expressive, at an earlier age than
you.”

Ed gets to the heart of the matter: “You mean he dated more.”

No, says Joan, it's more complicated than that. She looks at me.
“I think that, uh, this part of Edward”—she points to her head—
“developed at a young age.”
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Ed stands by his initial interpretation. “In other words, Norman
was—what was the word? A stud or something . . . Not quite . . .
It was close to that—very active in dating.”

“Did he play sports?” I ask.

Yes, Ed says, Norman was on the gymnastics team.

Joan is still struggling to articulate her version of things. “He was
more ‘out there, earlier—"

“More normal,” Ed translates.

Norman was “the kid that would excel in school,” Joan says.
“When I came into school, I was proud to be Norman’s sister.”

Ed interjects, “A good example of that—"

“I'm talking, Edward,” Joan reprimands, employing a glare that
would stop many a younger brother dead in his tracks.

Ed is undeterred. “I have this wonderful example where I happen
to come back to my grammar school years later and I'm trying to get
some teacher I ran into in the hall to remember me. So she couldn’t
remember me and couldn’t remember me, and then—‘Oh, yes, now
I remember. You're Norman’s little brother.””

They kick the topic of Norman around some more, and then Ed
steps in with the definitive analysis. “Socially, he was advanced and
I was backwards.”

“No, I wouldn’t say advanced and backwards,” Joan says. “I never
thought of you as backwards.”

Ed won’t take no for an answer. “What does it mean to be back-
wards?” he asks rhetorically. “I couldn’t conduct a conversation with
a girl or arrange for a date or get invited to a dance. I was not invited
to a single party or dance throughout my whole high school time.
Not once.”

“Invited?” asks Macone, who, one gathers, doesn’t remember
seeing a lot of gold-embossed invitations during his adolescence.

Joan eagerly picks up this line of attack. “Edward,” she explains,
“those dances were held for just people.”

“You were just supposed to show up,” Joyce chimes in.

Ed replies: “What I mean is, they were—my friends had parties.”

“Oh, okay,” Macone says, now comprehending the depth of the
tragedy: even the people Ed considered friends didn’t want him at
their parties. Not one to mince words, Macone observes, “Then they
weren’t your friends.”

“Okay,” Ed agrees, “I didn’t have friends.”




FREDKIN’S ISLAND 17

It seems strange for a man to win an argument with a line like
this, but that appears to be what has happened. Now, secure in his
victory, Ed can afford to admit that he had a few friends—“guys who
were very much like me—"

Joan finishes the sentence—*“science oriented.” Having conceded
now that Ed was not an avidly sought social commodity, Joan changes
tack and argues that he didn’t wans to be one, anyway. “You may
have had daydreams and desires and so on, to some extent, but your
energy and your focus were elsewhere, Edward.”

Ed disagrees. “I wanted to do the normal things, but I didn’t know
how. I was convinced there was something—"

Rather than complete the thought, presumably with the words
wrong with me, Ed trots out the clinching anecdote. “When I was
young, you know, sixth, seventh grade, two kids would be choosing
sides for a game of something—it could be touch football. They'd
choose everybody but me and then there’d be a fight as to whether
one side would have to take me. One side would say, ‘We have eight
and you have seven, and the other side would say, ‘That's okay’
They’d be willing to play with seven.”

Macone gets a big kick out of this.

Ed, of course, is not contending that he was the only social outcast
in his school. “There was a socially active subgroup, probably not a
majority; maybe forty percent were socially active. They went out
on dates. They went to parties. They did this and they did that. The
others were left out. And I was in this big, left-out group. But I was
in the pole position. I was really left out.”

Manuel Fredkin finally saved enough money to open a small radio
parts store, thus expanding his son’s already formidable potential for
courting disaster in the name of science. One day, Ed took hundreds
of army surplus batteries—the 45-volt type, bigger than a pack of
cigarettes—and, after wiring them together, hooked one end of the
series to a wooden stick and the other to a carbon rod. Slowly bringing
the stick and rod near each other, he conjured up an electric arc, and,
miraculously, did not kill himself.

By scraping off match heads and buying saltpeter, sulfur, and
charcoal, Ed accumulated the ingredients for a good working knowl-
edge of explosives. He built bombs not for their destructive power
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but for their aesthetic value; he liked the sight of a nice, healthy,
four-foot mushroom cloud. Similarly, the rockets he fashioned out of
cardboard tubing and aluminum foil were not instruments of aggres-
sion, though an observer could reasonably have mistaken them as
such. One launching, he says, started a fire on his building’s rooftop.
Another vaporized the eyebrows and bangs of a neighborhood girl
who had been given a seat too close to the launch pad. (“I had never
seen her before, and I was very careful never to see her again.”)

More than bombs, more than rockets, it was mechanisms that
captured Ed’s attention. From an early age he was viscerally attracted
to Big Ben alarm clocks, which he methodically took apart and,
conditions permitting, put back together. He also picked up his fath-
er’s facility with radios and household appliances. But whereas Man-
uel seemed to fix things without deeply understanding them, Ed was
curious about the underlying science. (He never joined that great
high school institution of the 1940s, 50s, and 60s—radio club. “People
in radio club wanted to talk to other people. That didn’t interest me
in the least. I was interested in what the electrons were doing.”)

So Edward Fredkin—faced with a brother who was six years older,
a bit distant, and nearly flawless; a sister who was, well, a girl; a
father whose approval was always elusive; teachers who were not
only boring but unjust; and classmates who, with a few exceptions,
weren’t on his wavelength and didn’t care to be—spent much of his
time manipulating mechanisms. While other kids were playing base-
ball, or chasing girls, or doing homework, Ed was taking things apart
and putting them back together. Teachers were dull, toasters intrigu-
ing; children were aloof, even cruel, but a broken clock always re-
sponded gratefully to a healing hand. “I always got along well with
machines,” he remembers. |

Lunch is over. The meal’s final disagreement was about whether
computers should ever serve as judges and juries (assuming they attain
enough intelligence). Ed argued in the affirmative an Joan the neg-
ative. Now, an hour or so later, Joan is lying on Long Beach, along
the island’s south side, under a thatched sunshade, wearing a green
two-piece bathing suit. She is fondly recalling the days when Ed,
small for his age, could be subdued with her world-class scissors
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hold. (He deserved it; he would follow her around, softly echoing
every word she uttered, with the aim, apparently, of driving her
crazy.) ‘

The two were not constantly at war. Indeed, for a while, at a
very early age, they jointly explored the Big Questions. It was Joan
who introduced Ed to the possibility that they, and everyone else
on earth, were not “real,” but part of a very long dream that God
was having—an idea that, bizarre as it may sound, is not all that
far removed from Fredkin's present thinking on the subject. And
Joan vividly remembers jointly contemplating the paradox posed by
two seemingly self-evident propositions: the universe must have an
end, like everything else, but it would be impossible for nothing to
exist. “We would be walking around,” she says. “We'd go, it bas to
end . . . but it can’s” One of her most cherished memories is of
making mud pies with Edward, then in diapers, and of their mother
approaching, tucking a mud-caked child under each arm, and head-
ing back into the house.

Their mother died of cancer when Ed was ten. To this day, he is
reluctant to talk about her. “I noticed that,” Joan says when I bring
it up. “It blows me away. I tell you, I think—I don’t think deep
inside he ever forgave her for dying. I think he’s blocked an awful
lot about Mother. I think she’s very shadowy to him.” Joan remembers
her mother clearly. She was a warm, demonstrative woman, a reliable
source of affection in a turbulent household. She had studied piano
at a Russian conservatory, and in America her performances were
sometimes broadcast on radio. When times were hard, she gave piano
lessons.

Her death ramified for a long time. Within a year, Joan and Edward
had to leave home, though neither is now clear on why. It apparently
had to do with the difficulty of raising a family single-handedly while
working, and Joan remembers something about an eviction notice.
Whatever the rationale, Manuel told Joan to find someplace to live,
and he arranged for Ed to stay with an aunt. “It was a dreadful
situation I moved into—sort of like Oliver Twist,” Joan says. “And
Edward’s was dreadful in other ways.” He next was sent to live with
another aunt, and then he spent some time with his married half
sister, Hedda, his mother’s daughter by a previous marriage. Only
when his father remarried did Ed move back home.
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Joan thinks that at some point during the interim Ed underwent a
transformation; he resolved to secure a happy life, adversity notwith-
standing. “I think he went through a very painful time and then he
emerged with something intact and went on with things.” He culti-
vated, she believes, an “impersonal intelligence,” a detachment from
day-to-day affairs that protected him from his own emotions. And,
increasingly, he seemed to have confidence in his ideas, a confidence
that could withstand even his father’s doubts. By the time he grad-
uated from high school, Joan says, “I don’t think he needed valida-
tion.”



CHAPTER

THREE
A FINELY MOTTLED UNIVERSE

The prime mover of everything, the single principle that governs
the universe, lies somewhere within a class of computer programs
known as cellular automata, according to Ed Fredkin.

The cellular automaton was invented in the early 1950s by John
von Neumann, one of the architects of computer science and a seminal
thinker in several other fields. Von Neumann (who was stimulated
in this and other inquiries by ideas of the mathematician Stanislaw
Ulam) saw cellular automata as a way to study reproduction ab-
stractly, but the word cellular is not meant biologically when used in
this context. It refers, rather, to adjacent spaces—cells—that together
form a pattern. These days, the cells typically appear on a computer
screen, though Von Neumann, lacking this convenience, rendered
them on paper.

In some respects, cellular automata resemble those splendid
graphic displays produced by patriotic masses in authoritarian soci-
eties and by avid football fans on conservative American college
campuses. Holding up large colored cards on cue, they can collec-
tively generate portraits of Lenin, Mao Tse-tung, or a University of
Southern California Trojan. More impressive still, one portrait can
fade out, and another crystallize, in no time at all. Again and again,
one frozen frame melts into another. It is a spectacular feat of preci-
sion and planning.

But suppose there were no planning. Suppose that instead of
memorizing a long succession of cards to display, everyone learned a
single rule for repeatedly determining which card was called for next.
This rule might assume any of a number of forms. It could, for
example, be designed to harness the collegiate preoccupation with
peer-group behavior; in a crowd where all cards were either blue or
white, each card holder could be instructed to look at his card and
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the cards of his four nearest neighbors—to his front, back, left, and
right—and do what the majority did during the last frame. (This
five-cell group is known as the von Neumann neighborhood.) We
might call this the “1980s rule.” The “1960s rule” might dictate that
each card holder do the opposite of what the majority did. In either
event, the result would be a series not of predetermined portraits but
of more abstract, unpredicted patterns. If, by prior agreement, we
began with a USC Trojan, its white face might dissolve into a sea of
blue, as whitecaps drifted aimlessly across the stadium. Conversely,
an ocean of randomness could yield islands of structure—not a Tro-
jan, perhaps, but at least something that didn’t look entirely acciden-
tal. It all depends on the original pattern of cells and the rule used
to incrementally transform it.

This leaves room for abundant variety. There are many ways to
define a neighborhood, and for any given neighborhood there are
many possible rules, most a bit more complicated than blind con-
formity or unbending nonconformity. Each cell may, for instance,
not merely count cells in the vicinity but pay attention to which
particular cells are doing what. All told, the number of possible rules
is an exponential function of the number of cells in a neighborhood;
the von Neumann neighborhood alone has 2°2, or about four billion
possible rules, and the nine-cell neighborhood that results from add-
ing corner cells offers 2512 (about 1 with 154 zeros after it) possibilities.
But whatever neighborhoods, and whatever rules, are programmed
into the computer, two things are always true: all cells use the same
rule to determine future behavior by reference to the past behaviors
of neighbors, and all cells obey the rule simultaneously, time after
time.

In the late 1950s, shortly after his acquaintance with cellular auto-
mata, Fredkin began playing around with rules, selecting the powerful
and interesting and discarding the weak and bland. He found, for ex-
ample, that any rule requiring all four of a cell’simmediate neighbors to
belit up in order for it to be lit up at the next moment would not provide
sustained entertainment; a single “off” cell would proliferate until dark-
ness covered the screen. But equally simple rules could create great
complexity. The first such rule discovered by Fredkin dictated that a
cell be on if an odd number of cells in its von Neumann neighborhood
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had been on, and off otherwise. After “seeding” a good, powerful rule
with an irregular landscape of off and on cells, Fredkin could watch rich
patterns bloom, some freezing upon maturity, some eventually dissi-
pating, some locking into a cycle of growth and decay. A colleague, af-
ter watching one of Fredkin’s rules in action, suggested that he sell the
program to a designer of Persian rugs.

Today new cellular automaton rules are formulated and explored
by the “information mechanics group” founded by Fredkin at MIT’s
computer science laboratory. At the core of the group is an interna-
tional trio—a physicist from France and two computer scientists, one
from Italy and one from Canada. They differ in the degree to which
they take Fredkin’s theory of physics seriously, but all see some value
in using cellular automata to simulate physical processes. In the
basement of the computer science laboratory is the CAM—the cel-
lular automata machine, designed by two of them (the Italian and the
Canadian) partly for that purpose. Its screen has 65,536 cells, each
of which can assume any of four colors and can change color sixty
times per second. With this addition of two colors—an addition,
incidentally, that makes the machine less reflective of Fredkin’s the-
ory—the number of rules for the von Neumann neighborhood grows
from 232 to 41024,

The CAM is an engrossing, potentially mesmerizing machine. Its
four colors—the three primaries and black—intermix rapidly and
intricately enough to form subtly shifting hues of almost any grada-
tion; pretty waves of deep blue or magenta ebb and flow with fine
fluidity and sometimes with rhythm, playing on the edge between
chaos and order. One can imagine Timothy Leary spending an entire
vacation within fifteen feet of the machine.

Guided by the right rule, the CAM can do a respectable imitation
of pond water circularly rippling outward in deference to a descend-
ing pebble; or of bubbles forming at the bottom of a pot of boiling
water; or of a snowflake blossoming from a seed of ice: step by step,
a single ice crystal in the center of the screen unfolds into a full-
fledged flake, a six-sided sheet of ice riddled symmetrically with dark
pockets of mist. (It is easy to see how a cellular automaton can capture
the principles thought to govern the growth of a snowflake: regions
of vapor that find themselves in the vicinity of a budding snowflake
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freeze—unless so nearly enveloped by ice crystals that they cannot
discharge enough heat to make room for new ice.)

These exercises are fun to watch, and they give you a sense of the cel-
lular automaton’s power, but Fredkin is not particularly interested in
them. After all, a snowflake is not, at the visible level, /iterally a cellular
automaton; an ice crystal is not a single, indivisible bit of information,
like the cell that portrays it. But Fredkin believes that automata will
more faithfully mirror reality as they are applied to its more fundamen-
tal levels and the rules needed to model the motion of molecules, atoms,
electrons, and quarks are uncovered. And he believes that at the most
fundamental level (whatever that turns out to be), the automaton will
describe the physical world with perfect precision, because at that level
the universe # a cellular automaton, in three dimensions—a crystalline
lattice of interacting logic units, each one “deciding” zillions of times
per second whether it will be off or on at the next point in time. The
information thus produced, says Fredkin, is the fabric of reality, the
stuff from which matter and energy are made. An electron, in Fredkin’s
universe, is nothing more than a pattern of information, and an orbiting
electron is nothing more than that pattern moving. Indeed, even this
motion is in some sense illusory: the bits of information that constitute
the pattern never move, any more than football fans would change
places toslidea USC Trojan four seats to the left. Each bit stays putand
confines its activity to blinking on and off. “You see, I don’t believe that
there are objects like electrons and photons, and things which are them-
selves and nothing else,” Fredkin says. “What I believe is that there’s an
information process, and the bits, when they’re in certain configura-
tions, behave like the thing we call the electron, or the hydrogen atom,
or whatever.”

T'he reader may now have a number of questions that will lead,
unless satisfactorily answered, to major reservations about, if not
outright contempt for, Ed Fredkin’s theory of digital physics.

One such question concerns the way cellular automata chop space
and time into little bits. Most conventional theories of physics reflect
the intuition that reality is continuous—that one “point” in time is
no such thing but, rather, flows seamlessly into the next; and that
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space, similarly, doesn’t come in little chunks but, rather, is perfectly
smooth. Fredkin’s theory implies that both space and time have a
graininess to them, and that the grains cannot be chopped up into
smaller grains; it implies that people and dogs and trees and oceans,
at rock bottom, are more like mosaics than like paintings, and that
time’s essence is better captured by a digital watch than by a grand-
father clock.

The obvious question is: Why do space and time seem continuous
if they are not? The obvious answer is: the cubes of space and points
of time are very, very small; time seems continuous in just the way
that movies seem to move when in fact they are frames; and the
illusion of spatial continuity is akin to the emergence of smooth shades
from the finely mottled surface of a newspaper photograph.

The obvious answer, it turns out, is not the whole answer. If
Fredkin is right, the illusion of continuity is yet more deeply in-
grained in our situation. Even if the ticks on the universal clock
were, in some absolute sense, much slower than they are, time
would still seem continuous to us, since our perception, itself pro-
ceeding in the same ticks, would be no more finely grained than
the processes being perceived. So too with spatial perception: Can
eyes composed of the smallest units in existence perceive those units?
Could any informational process sense its ultimate constituents? The
point is that the basic units of time and space in Fredkin’s universe
don’t just happen to be imperceptibly small. So long as the creatures
doing the perceiving are in that universe, the units have to be
imperceptibly small.

Though some people may find this discreteness hard to grasp,
Fredkin finds a grainy reality more sensible than a smooth one. If
reality is truly continuous, as now envisioned by most physicists,
then there must be quantities that cannot be expressed with a finite
number of digits; the number representing the strength of an electro-
magnetic field, for example, could begin 5.23429847 and go on forever
without ever falling into a pattern of repetition. That seems strange
to Fredkin: Wouldn’t you eventually get to a point, around the hun-
dredth, or thousandth, or millionth decimal point, where you had
hit the strength of the field right on the nose? Indeed, wouldn’t you
expect that any physical quantity has an exactness about it? Well, you
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may and may not. But Fredkin does expect exactness, and in his
universe he gets it.

Fredkin has an interesting way of expressing his insistence that all
physical quantities be rational. (A rational number is a number that
can be expressed as a fraction—as a ratio of one integer to another.
In decimal form, a rational number will either end, like 5/2 in the
form of 2.5, or repeat itself endlessly, like 1/7 in the form of
0.142857142857142 . . . ) He says he finds it hard to believe that a
finite volume of space could contain an infinite amount of information.
It is almost as if he views each parcel of space as having the digits
describing it actually crammed into it. This seems an odd perspective,
. one that confuses the thing itself with the information representing
it. But such an inversion between the realm of things and the realm
of representation is common among those who work at the interface
between physics and computer science. Contemplating the essence
of information seems to affect the way you think.

The prospect of a discrete reality, however alien to the average
person, is easier to fathom than the problem of the infinite regress,
which is also raised by Fredkin’s theory. The problem begins with
the fact that information typically has a physical basis. Writing con-
sists of ink; speech is composed of sound waves; even the computer’s
ephemeral bits and bytes are grounded in configurations of electrons.
If the electrons are in turn made of information, then what is the
information made of?

Asking questions such as these is not a good way to earn Fredkin’s
respect—especially when you’re asking them for the fifth time in the
course of a four-day stay on his island. A look of exasperation passes
fleetingly over his face. “What I've tried to explain is that—and I
hate to do this, because physicists are always doing this in an obnox-
ious way—is that the question implies you’re missing a very impor-
tant concept.” He gives it one more try, two more tries, three, and
eventually some of the fog between me and his view of the universe
disappears. I begin to understand that this is a theory not just of
physics but of metaphysics. When you disentangle the two—compare
the physics to other theories of physics, and compare the metaphysics
to other ideas about metaphysics—both sound less farfetched than
when jumbled together as one. And, as a bonus, Fredkin’s meta-
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physics leads to a kind of high-tech theology—to speculation about
supreme beings and the purpose of life. '

All this we will come to shortly. For now we can only ponder the
short answer to the question of what Fredkin’s universe is ultimately
made of: “I've come to the conclusion,” he says, “that the most
concrete thing in the world is information.”



CHAPTER

FOUR
THE MOMENT OF DISCOVERY

The entrepreneur in Ed Fredkin came out early. At age eleven he
was knocking on doors and offering to fix toasters, clocks, radios,
and lamps for a quarter. Next, enticed by comic-book promises of
lavish prizes, he peddled magazine subscriptions door to door. Thus
did he acquire a Sterno camping stove, which consisted basically of
a place to put a can of Sterno. At age twelve, Ed was throwing copies
of the Los Angeles Daily News from his bicycle into front yards. During
high school he worked at the Hunley Theater on Hollywood Bou-
levard, taking tickets, cleaning toilets, climbing a ladder in the wee
hours of the weekend to change the marquee’s big plastic letters. He
also worked as an actuarial clerk at the Occidental Life Insurance
Company, where he encountered a relative of the computer—a key
punch machine, used to enter data on IBM cards.

Ed’s intellectual independence grew apace. Not content to gainsay
only relatives and teachers, he set his sights on physicists. The logical
place to begin was with Albert Einstein. Ed greatly admired Einstein
for having “embarrassed” conventional physicists with the theory of
relativity, but upon reading popular accounts of the theory, he con-
cluded that Einstein suffered from confusion. He found a number of
flaws in the “thought experiments” used to illustrate relativity. As it
turned out, the flaws lay not in Einstein’s thinking, but in the pop-
ularization of it. Nonetheless, they impressed Ed, because many of
the popularizers were scientists themselves. “What I discovered,” he
says, “was that almost all physicists have misconceptions about these
things.” To this day, he derives manifest satisfaction from pointing
out errors in the thinking of physicists. He likes, as he puts it, “to
punch holes in their most sacred cows.”

After graduation from high school in 1952, Ed headed for the
California Institute of Technology with high hopes. Freed at last
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from uninspiring classes and inaccessible classmates, he could look
forward to intellectual fulfillment and a more appreciative social en-
vironment. Or so he thought. The students at Caltech turned out to
bear a disturbing resemblance to human beings he had observed
elsewhere. “They were smart like me,” he recalls, “but they had the
full spectrum and distribution of social development.” Ed remained
on the fringes of society. He had a few buddies, who shared with
him, in addition to alienation, a shortage of funds that further nar-
rowed social options. They rode bicycles; they bodysurfed in the
Pacific; they once hitchhiked up to San Francisco Bay. And every so
often, having saved up twelve dollars, Ed would bicycle with a friend
to the Glendale airport and purchase a flying lesson.

Fredkin’s home in Brookline, Massachusetts, is bedecked with
images of flight—a biplane suspended from the ceiling, a hand-carved
wooden bird nearby, a rocket here, another plane there. Flying was
Ed’s chance to conspicuously establish his adulthood—indeed, his
manhood; Norman had become an air force fighter pilot, but even
Norman, Ed notes, hadn’t flown a plane as early as age eighteen.
Flying would eventually offer an escape from California and from
the oppressive world of formal education. One of Fredkin’s favorite
cinematic moments is the point in E.7. when the children’s bicycles
are suddenly airborne.

In his case, the transition did not come so easily. Training flights
were few and far between, and Caltech continued to be an unpleasant
place. Ed had planned to major in physics, but his first lecturer was
“a very old-fashioned guy” unduly concerned with the history of
physics, and the small classes adjunct to lectures were taught by
graduate students with no discernible enthusiasm for science. One of
the few lessons Ed learned was that college is different from high
school: if you don’t study, you flunk out. This he did in 1954, a few
months into his sophomore year.

The Korean truce was then barely a year old, and any young man
not in college was draft material. Ed decided to exert some influence
on his future and sign up before being signed up. Following in
Norman’s footsteps, he entered the U.S. Air Force Aviation Cadets
training program, which egan at Lackland Air Force Base in Texas
and, over a year and a half of intensive training, continued in Mis-
sissippi and Arizona.
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Ed thrived in cadet school. Sort of. “I didn’t shine in the normal
way. I was still a total social misfit as a cadet, exactly the same as in
college. I still didn’t really have a normal social life with girls, like
other people did.” Worse yet, he effortlessly acquired a reputation as
something of a smartass; he had already learned, on his own time, a
lot about subjects, such as aerodynamics and meteorology, that his
classmates were confronting unprepared, and he didn’t take pains to
conceal his knowledge. Ed’s saving grace in cadet school was that for
the first time ever he played the game; he accepted the rules of an
institution and wasted no time dwelling on their silliness. He ab-
sorbed the hazing—point-blank ridicule for, say, having substantial
dust on his shoes—with composure. He avoided demerits. He even
studied sometimes. And he easily adapted his flying skills to air force
fighter planes. In 1955, he graduated.

Some of Ed’s classmates didn’t. Several, he recalls, died trying to
master the nuances of flight—or, in some cases, trying to demonstrate
mastery before acquiring it. One cadet talked so assuredly about his
ability to fly at night through the gap between the Greenville Bridge
and the Mississippi River that the only honorable thing to do was
try. This and other deaths reinforced Fredkin’s inordinate sense of
caution and preparedness. He periodically revises his plans for sur-
viving the nuclear war he believes to be imminent. At one point,
Joyce says, he had concluded that by stationing two large guns atop
Moskito Island, he could keep scavengers at bay in the wake of global
holocaust. (Fredkin has been told that he was the model for Professor
Steven Falken, a character in the 1983 movie War Games; Falken was
a helicopter-flying computer scientist from MIT who lived on an
island and despaired of averting nuclear war.)

At age twenty, Ed Fredkin was an officer in the air force and
a thoroughly discontented young man. Not long after earning his
cherished wings, he had been grounded because of recurring asthma.
And his larger ambitions continued to elude him. He wanted badly
to be at once normal and exceptional—to date and marry, like every-
one else, and to perform intellectual feats like no one else. In fact,
Fredkin says, he wanted these things too badly. An unnatural and
repellent intensity came through when he spoke to women, and he
worried so much about intellectual accomplishment that no time was
left for it.
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The thing to do, he finally decided, was reprogram himself. The
ability to analyze and revise his behavior patterns had long been a
source of pride. But in this case, the analysis of his predicament was
the problem. How could it be the solution? “What I had to do was
program myself to be unprogrammed, if that makes any sense—to
be more relaxed.” So he lowered his aims, tried to expect less of
himself. And before long he was actually conducting sustained con-
versations with women. In 1956 he met one he especially liked, and
he married her the next year. Meanwhile, some degree of physical
coordination came to him. The first time he played golf, he recalls,
he stepped up to a par-3 hole and, after hitting his first ball into the
Great Beyond, teed up another one and hit a hole-in-one. “It was
sort of like an ugly duckling growing up,” he says of his final years
in the air force.

A combination of rational thought, irrational thought, and random-
ness controls the fates of military men, and this is what finally brought
Fredkin face to face with a computer. He was working in Florida at
the Air Proving Ground Command, whose function was to ensure
the quality of everything from combat boots to bombers. The com-
mand had recently been confronted with something that didn’t fit
naturally on that spectrum: SAGE. SAGE—Semi-Automatic
Ground Environment—was a computerized air defense system that
had been inspired by the Soviet Union’s detonation of an atomic
bomb in 1949. To test SAGE, the air force selected a group of men
who knew little about computers (which, in fairness to the air force,
is a description that applied to about everyone back then) and sent
them to MIT’s Lincoln Laboratory.

Some time after Fredkin and his colleagues arrived in Massachu-
setts, it became clear that SAGE, like virtually every computerized
system before and since, was behind schedule. It could not be tested
for another year. Meanwhile, about a dozen officers and enlisted men
enrolled in computer science courses given by the contractors building
SAGE. “Everything made instant sense to me,” Fredkin remembers.
“I just soaked it up like a sponge.”

SAGE, when finally ready for testing, turned out to be even more
complex than anticipated—too complex, indeed, to be tested by any-
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one but genuine experts; the job had to be contracted out. This
development, combined with bureaucratic disorder, meant that Ed
Fredkin was now a man without a function, a sort of visiting scholar
at Lincoln Laboratory. “For a period of time that was probably over
a year, no one ever came to me to tell me to do anything. Well,
meanwhile, down the hall they installed the latest, most modern
computer in the world—IBM’s biggest, most powerful computer. So
I just went down and started to program it.” The computer was an
XD-1. It had roughly the processing power of an Apple Macintosh
and was roughly the size of a house.

When Fredkin talks about his year alone with this dinosaur, you
half expect to hear violins start playing in the background. “My whole
way of life was just waiting for the computér to come along,” he says.
“The computer was in essence just the perfect thing.” He means this,
apparently, in a nearly literal sense; the computer was preferable to
every other conglomeration of matter he had encountered—more
sophisticated, and more flexible, than other inorganic machines and
more logical than organic machines. “See, when I write a program,
if I write it correctly, it will work. If I'm dealing with a person, and
I tell him something, and I tell him correctly, it may or may not
work.”

The speculation is too obvious to go unstated: Mightn’t Fredkin’s
theory of digital physics be grounded in this odd affinity with digital
machines? The computer, after all, is one of the first intelligent
beings with which he was able to truly communicate. It is the
ultimate embodiment of mechanical certainty, the refuge to which
he retreated as a child from the incomprehensibly hostile world
of humanity. Could the idea that the universe is a computer—
and thus a friendly place, at least for Ed Fredkin—be wishful
thinking?

This possibility has not escaped Fredkin’s attention. Years ago,
several of his students asked Philip Morrison, a physicist at MIT
who has long been Scientific American’s book reviewer, what he thought
of Fredkin’s theory. Morrison’s reply was reported to Fredkin as
something like this: “Look, if Fredkin were a cheese merchant, he'd
be telling you that everything in the universe is made out of cheese.
But he happens to be a computer scientist, so he tells you that the
universe is a computer.”’
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Well, Fredkin admits, in a way Morrison is right; but in a way
he’s wrong. It has to do with the parallels between Edward Fredkin
and Sigmund Freud.

Why, Fredkin asks, did the idea of the unconscious mind take so
long to occur to someone? Because there are basically two kinds of
people in the world: highly rational, scientific thinkers, who conceive
of human behavior in mechanistic terms; and “flowery” thinkers—
“humanists”—who hold the more romantic notion that behavior is
guided by raw emotion and other irrational forces. Freud’s theory
fused these views; it entailed a schematic, mechanistic model of the
mind, yet the model encompassed dark, stormy forces. So the the-
ory’s creation called for a rare thinker: a rational, scientific, flowery
humanist. “The fact that someone finally did it is a near miracle,”
says Fredkin. “Why was it possible? Well, there’s something in
Freud’s own psychological makeup that gave him some combination
of being able to understand what was going on and to be a scientist.”
So too with Fredkin: by virtue of an extremely unusual intellectual
history, he perceives a truth to which most people are constitutionally
oblivious.

In a way, it makes sense. At a young age Fredkin acquired an
interest in physics and forged a kinship with mechanism. Of course,
many physicists develop such a kinship in youth, but in most cases
it is diluted by formal education; quantum mechanics, the prevailing
paradigm in contemporary physics, seems to imply that, at its core,
reality has truly random elements, and thus lacks the mechanical
predictability of a computer. But Fredkin, by dropping out of college,
escaped this conclusion. (To this day he maintains, as did Albert
Einstein, that it is based on a misinterpretation of the evidence. This
is a critical belief, for if he is wrong, and the universe is 7ot ultimately
deterministic, then it cannot be governed by a process as exacting as
computation.) After college, Fredkin joined the first generation of
hackers and immersed himself in computer science, which led back
to the study of physics, this time in the form of intensive self-
instruction. For a time, he says, “there was no one in the world with
the same interest in physics that had the intimate experience with
computers that I did. I honestly think . . . that there was a period
of many years when I was in a very unique position.” Meanwhile,
everyone else, handicapped by conventional education, was unable
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to see the truth. “I was going to say that it’s fortuitous, but it’s not.
It’s just the opposite. It’s sort of too bad that circumstances have
conspired to sort of keep things from them.”

Upon leaving the air force, Fredkin stayed briefly at Lincoln Labs,
programming the new IBM 709 and teaching others to program it.
He had hoped to join there one of the world’s first artificial intelli-
gence research programs—the “pattern recognition” group, which
was trying to teach machines to distinguish, say, an A from a B. To
land this job, Fredkin had to impress Oliver Selfridge, a figure of
some prominence in the early history of cognitive science. Fredkin
decided to take a low-key approach to self-advertisement: he began
the interview by admitting to Selfridge that, because he had never
finished college, there were some gaps in his education. No, he
remembers Selfridge replying, there weren’t gaps in his education;
his education was one long gap; a few isolated segments were filled
in. “I was disappointed that he was not intelligent enough to see how
smart I was,” Fredkin says. He left Lincoln Labs a few months later.

The first person in a position of influence to recognize Fredkin’s
potential was Joseph Licklider, who then worked at Bolt, Beranek,
and Newman, a consulting firm in the Boston area now known for
its work in artificial intelligence. Licklider, an engineering psycholo-
gist, had been studying the perception of sound. Eager to learn about
computers, he made a deal with BBN: he would continue to oversee
psychoacoustics research while setting up a computer research de-
partment. This balancing act could be performed only with the help
of someone who knew a lot about computers.

Ed Fredkin, meanwhile, was not looking for a place to work. He
had decided to start his own business, and had already ordered a
Librascope LGP-30, a computer about the size of an office desk. He
was not sure exactly where the money for the Librascope was going
to come from—presumably from one of the numerous companies for
which he planned to do free-lance progamming. He listed prospective
clients in alphabetical order, beginning with Bolt, Beranek, and New-
man. Thus, he recalls, did he wind up talking to Joseph Licklider.
Licklider remembers: “It was obvious to me he was very unusual and
probably a genius, and the more I came to know him, the more I
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came to think that was not too elevated a description.” He convinced
Fredkin to let Bolt, Beranek, and Newman buy the LGP-30 and to
come work for them.

At age twenty-four, Fredkin had at last found a mentor. Working
with Licklider, he says, was “like going to college.” Licklider says:
“Ed worked almost continuously. It was hard to get him to go to
sleep sometimes.” A pattern emerged. Licklider would give Fredkin
a problem to work on—say, figuring out how to get a computer to
search a text in its memory for any given sequence of letters. Ed
would retreat to his office and return twenty or thirty hours later
with the solution—or, rather, with 4 solution; he often came back
with the answer to a question that was of no interest to Licklider.
Fredkin’s focus was intense but undisciplined, and it tended to stray
from a problem as soon as he was confident that, in principle, he
understood the solution.

This intellectual wanderlust is one of Fredkin’s most enduring and
exasperating traits; just about everyone who knows him has a way of
describing it. “He doesn’t really work. He sort of fiddles.” “Very often
he has these great ideas and then does not have the discipline to cultivate
the ideas.” “There is a gap between the quality of the original ideas and
what follows. There’s an imbalance there.” Fredkin is aware of his rep-
utation. In self-parody, he once brought a cartoon to John Macone’s at-
tention. In it, a beaver and another forest animal are contemplating an
immense man-made dam. The beaver is saying something like, “No, I
didn’t actually build it. But it’s based on an idea of mine.”

Licklider tried to sell Fredkin on the value of “packaging” his work:
setting a realistic goal, pursuing it steadfastly, and then moving on
to the next goal. Ed would have none of it. “He followed a kind of
random course among the great ideas he had,” says Licklider. For
example: every car’s license plate could be equipped with a transmit-
ter that constantly signaled its location to receivers embedded in the
streets. Then the police would always know where every car was.
“The next day he came in and explained why socially that was a very
bad idea. But I think he worked on it a whole day first.”

Among the ideas that congealed in Fredkin’s mind during his stay
at BBN is the one that gave him his current reputation as—depending
on whom you talk to—a thinker of great depth and rare insight, a
source of interesting but reckless speculation, or a crackpot.
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"T'he idea that the universe is a computer was inspired partly by the
idea of the universal computer. This is a cheap play on words that
demands explanation. Universal computer, a term that can accurately
be applied to everything from an IBM PC to a Cray supercomputer,
has a technical, rigorous definition, but here a thumbnail definition
will do: a universal computer can simulate any process that can be
precisely described. Fredkin wasted no time in exploring this fact’s
implications. His DEC PDP-1 could easily simulate, say, two sub-
atomic particles, one positively charged and one negatively charged,
orbiting each other in accordance with the laws of electromagnetism.
It was a pretty sight: two phosphor dots dancing, each etching a
green trail that faded into yellow and then into darkness.

But the beauty that Fredkin perceived lay less in the pattern than
in its underlying logic. A fairly simple programming rule—just a few
lines of code—accounted for the fairly complex behavior of the dots.
Fredkin had taken a little information and with it generated a lot of
information. Indeed, in getting to know computers, Fredkin had
discovered a language whose hallmark is just this sort of economy of
information—the language of the algorithm.

An algorithm is a fixed procedure for converting input into output,
for taking one body of information and turning it into another. For
example, a program that takes any number it is given, squares it, and
subtracts three is an algorithm. It may not sound like a very powerful
algorithm, and, really, it isn’t; by taking a 3 and turning it into a 6,
it hasn’t created much new information. But algorithms become more
powerful with recursion. A recursive algorithm is an algorithm whose
output is fed back into it as input. Thus, the algorithm that turned
3 into 6, if operating recursively, would continue, turning 6 into 33,
then 33 into 1,086, then 1,086 into 1,179,393, and so on.

The power of recursive algorithms becomes especially vivid when
they are used to simulate physical processes. To simulate the orbits
of charged particles on the PDP-1, Fredkin wrote a program that
took their velocities and positions at one point in time, computed
those variables for the next point in time, then fed the new variables
back into the algorithm to get newer variables—and so on, hundreds
of times a second. The several steps in this algorithm, Fredkin recalls,
were “very simple and very beautiful.” It was in these orbiting phos-
phor dots that Fredkin first saw the appeal of his kind of universe—
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a universe that proceeds tick by tick and dot by dot, a universe in
which complexity boils down to rules of elementary simplicity.

His discovery of cellular automata a few years later permitted him
to indulge more lavishly his taste for economy of information and
strengthened his bond with the recursive algorithm. The patterns of
automata are often all but impossible to describe with traditional
mathematics, yet absurdly easy to express algorithmically. Nothing
is so striking about a good cellular automaton as the contrast between
the simplicity of the rule and the richness of its result.

We have all felt the attraction of this contrast. It accompanies the
comprehension of any process, conceptual or physical, by which
simplicity accommodates complexity. Simple solutions to complex
problems, for example, make us feel good. The social engineer who
designs uncomplicated legislation that will correct numerous social
ills; the architect who eliminates several nagging design flaws by
moving a single closet; the doctor who traces gastrointestinal, cardio-
vascular, and respiratory ailments to a single, correctible cause—all
feel the same kind of visceral, aesthetic satisfaction that filled the first
caveman who /iterally killed two birds with one stone. So do mystery
buffs. They bask in the satisfaction of discerning the single malign
intent that lies behind diverse death and duplicity. (Imagine how
empty you would feel upon reaching the end of a mystery novel if
you found that each murder had its own peculiar logic.)

The climax of a search for scientific unity, like the climax of a
search for narrative unity, is a moment of gratification, of joyous,
even ecstatic, comprehension. It is a reward powerful enough to
warrant the trouble of getting to; scientists, like mystery readers,
may enjoy the landscape along the way, but few would begin the
journey if it wasn't leading somewhere. As Alfred North Whitehead
put it: scientists don’t discover in order to know; they know in order
to discover.

The moment of discovery not only reinforces the search for knowl-
edge and inspires further research; it directs research. The unifying
principle, upon its apprehension, can elicit a devotion that thereafter
serves as a guiding light. The scientist, now enthralled by the prin-
ciple’s power, tries to expand that power. Somewhat like a Buddhist
monk or a born-again Christian, he looks everywhere for manifesta-
tions of, and affirmations of, his unity. It was the scientist in Ed
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Fredkin who, upon seeing how a single programming rule could yield
nearly infinite complexity, got excited about looking at physics in a
new way and stayed excited. He spent much of the next few decades
fleshing out his intuition.



CHAPTER

FIVE
THE ROAD TO RICHES

After a few blissful years of exploring and enriching computer
science at Bolt, Beranek, and Newman, Fredkin began to wonder
whether he would ever get his due there. He, as much as anyone,
had helped prepare the company for the computer revolution. He
had recommended the purchase of the Digital Equipment Corpora-
tion’s PDP-1, which turned out to be a seminal machine, and had
gotten it up and running. It was at his suggestion that BBN had
hired Marvin Minsky, John McCarthy, and other luminaries who
gave the place a reputation for intellectual fertility. And what had he
gotten for all this? “They started me out at fairly low pay. It went
up fairly fast, but still, I got them into the computer business, and
they never thought to give me any kind of equity, because I was like
a junior person and it wasn’t clear how important the computer
business was.” Fredkin made a proposal: BBN would create a new
division, and he would run it. He wasn’t asking for much—just an
office and a budget and a computer, really. He didn’t get it.

The ensuing resignation did not surprise Licklider. “I could tell
that Ed was disappointed in the scope of projects undertaken at BBN.
He would see them on a grander scale. I would try to argue, ‘Hey,
let’s cut our teeth on this and then move on to bigger things.”” Ed
wasn’t biting. “He came in one day and said, ‘Gosh, Lick, I really
love working here, but I'm going to have to leave. I've been thinking
about my plans for the future, and I want to make’—I don’t remember
how many millions of dollars, but it shook me—‘and I want to do it
in about four years.’ And he did amass however many millions he
said he would amass in the time he predicted, which impressed me
considerably.”

The road to riches began with Fredkin’s fear of nuclear war. It
was 1961, and Kennedy and Khrushchev were doing some saber
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rattling. Fredkin and a colleague at BBN, Roland Silver, were looking
for an entrepreneurial adventure, and both felt that the place to spend
World War III was the southern hemisphere. Brazil seemed like a
nice spot. Its government was encouraging foreigners to set up shop,
and its economy, on the brink of modernization, seemed ripe for
computerization. Fredkin and Silver decided to learn Portuguese,
head south, and start a consulting company called Information Inter-
national. As they prepared for departure, though, President Janio
Quadros resigned unexpectedly, casting the country’s political stabil-
ity into doubt. The closer they got to leaving the States, the less
romantic Brazil sounded.

Fredkin, now without income, moved his family into Silver’s
home, and the two men continued to look for a good joint venture.
But it became clear that they weren’t meant for each other. They
mutually reinforced their procrastinatory tendencies, getting less
done together than either did alone. Finally, Silver took a job with
the Mitre Corporation, and Fredkin went his own way, taking the
name Information International Incorporated with him. It was an
impressive name, for a company with no assets and no clients, whose
sole employee had never graduated from college.

Actually, Triple-I, as the company came to be called, wasn’t en-
tirely without assets. The incorporation papers had a space for capital
value, so Fredkin gathered up his typewriter, any books with rele-
vance to computers, and other miscellany, evaluated them, and de-
clared a capitalization of $700. He then found a landlord trusting
enough to lease office space without receiving rent in advance, and
struck a consulting deal with the Digital Equipment Corporation that
was tailored to his circumstances: He would bill them each Friday at
five o’clock, and his check would be ready on Monday morning. DEC
also sold him office furniture at bargain-basement rates. Perhaps his
most important piece of furniture was a cot. He often worked through
the night, and sometimes productivity dictated an hour-long nap.

After DEC had gotten Information International moving, the
Woods Hole Oceanographic Institution directed it toward wealth.
One of Woods Hole’s experiments had run into a complication; un-
derwater instruments had faithfully recorded the changing direction
and strength of currents, but the information, encoded in tiny dots
of light on 16-mm film, was inaccessible to the computers that were
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supposed to analyze it. Faced with the problem, Fredkin pondered
it a while and then rented a 16-mm movie projector. He aimed the
projector at a cathode ray tube. Normally, a beam would pass from
the projector’s bulb through one lens, through the film, through
another lens, and out to the cathode ray tube. But light could travel
equally well in the opposite direction; if he turned off the bulb, any
blips of light on the CRT would send faint beams into the projector,
through one lens, through the film, through the other lens, and
toward the bulb. And if he replaced the bulb with a photomultiplier,
which amplifies light and converts it into electrical impulses, a digital
description of the beams’ locations could, with appropriate circuitry,
be channeled into a computer, which could, with appropriate pro-
gramming, record any data represented by them on magnetic tape.
That is what he did. The cathode ray tube shot a comprehensive
series of beams into the projector. Those beams that succeeded in
reaching the photomultiplier had located dots on the film. The exact
locations of the dots were noted by the computer.

This contraption pleased the people at Woods Hole and led to a
contract with Lincoln Labs. Lincoln was still doing work for the air
force, and the air force wanted its computers to analyze radar infor-
mation that, like the Woods Hole data, consisted of patterns of light
on film. A makeshift information conversion machine earned
Triple-I $10,000, and within a year the air force hired Fredkin to
build equipment devoted to the task. The job paid $350,000—the
equivalent today of around a million dollars and by a wide margin
the biggest fee in the company’s history. RCA, too, needed to turn
visual patterns into digital data and paid Fredkin to automate the
process. Other such jobs came along, and this sort of translation
became Triple-I's staple. The company built “programmable film
readers” that sold for half a million dollars each. By 1965, Triple-I's
annual sales had reached a million dollars, and in 1967 the figure was
$1.7 million. Early the next year Fredkin offered shares of the com-
pany to the public. “Basically I never paid myself very much and
then it went public, and I was suddenly a paper millionaire.”

He soon began cashing in his chips. First he bought a ranch in
Colorado. Then one day he was thumbing through the want ads and
saw that an island was for sale. Owning an island—that seemed like
a neat idea. He paid roughly a million dollars in cash and stock in
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1968, and Moskito Island is now worth close to five million, he
figures. Today he owns only a few token shares in Information
International, whose main technology is still related, if distantly, to
the 16-mm projector he rented in 1963. The company makes ma-
chines that record on film the information from which printing plates
are then made. Time, Newsweek, and The Wall Street Journal are among
the periodicals produced with Triple-I technology.

In 1962, at the suggestion of the Defense Department’s Advanced
Research Projects Agency, MIT set up what would eventually be-
come its Laboratory for Computer Science. It was then called Project
MAC. (The acronym stood for both Machine-Aided Cognition and
Multi-Access Computer.) Fredkin had connections to the project from
the beginning. Licklider, who had left BBN for the Pentagon shortly
after Fredkin's departure, was influential in earmarking federal money
for MAC. Marvin Minsky—who would later serve on Information
International’s board of directors and who by the end of 1967 owned
some of its stock—was centrally involved in MAC’s inception. Fred-
kin had served on Project MAC’s steering committee, and in 1966 he
began discussing with Minsky the possibility of becoming a visiting
professor at MIT. The idea of bringing a college dropout onto the
faculty, Minsky recalls, was not as outlandish as it now sounds;
computer science had become an academic discipline so suddenly that
many of its leading lights possessed skimpy credentials. Nonetheless,
Bob Fano, the director of Project MAC, opposed the appointment,
insisting that Fredkin qualified as no more than a visiting lecturer.
Fredkin wasn’t interested in being a lecturer. He wanted to be a
visiting professor. “It’s a characteristic of Ed’s,” Fano observes, “that
he never accepts anything but the top spot.”

Fano prevailed, but late in 1968, after Licklider had come to MIT
and replaced him as head of Project MAC, the idea surfaced again.
Minsky and Licklider went to bat for Fredkin and convinced Louis
Smullin, head of the electrical engineering department, that Fredkin
was worth the gamble. “We were a growing department and we
wanted exciting people,” Smullin says. “And Ed was exciting.” The
question then arose: What course would he teach? Fredkin proposed
a course on problem solving. Smullin asked for more detail: How,
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exactly, would the course tie in with electrical engineering? It
wouldn’t, Fredkin explained. It would just be about problem solv-
ing—all kinds of problems, all kinds of solutions.

Being a good problem solver is to Ed Fredkin what being the
author of “The Christmas Song” is to Mel Torme—a primary source
of self-esteem, something he does not hesitate to share with others.
Broken computers, lame generators, and stalled automobiles almost
seem to begin working upon his arrival at the scene, he says. But his
skill extends beyond the mechanical realm, and the further removed
it is, the prouder he seems to be of it. He tells of helping a student
avoid the draft; of saving the life of a baby on an airplane; of solving
the murder of a colleague and close friend, amassing so much evidence
that the prosecutor was embarrassed into reopening the case. In a
typical dinner conversation, Fredkin will flit from one solution to the
next, often unearthing undetected problems expressly for the pur-
pose: Los Angeles could save money by using its water resources
more efficiently; balloon pilots could stay aloft longer if they had
small nuclear reactors on board.

Of all the hypothetical problems faced by students in his problem-
solving class, Fredkin’s favorite was the Doctor’s Dilemma. Suppose
that a doctor has been visited by someone from outer space who, in
a parting gesture of good will, granted him miraculous restorative
powers. A single finger, brushed ever so lightly against any part of
anyone’s body, will cure any disease. Now, the question is this: What
is to be done? By the end of the course, Fredkin’s students knew how
to handle a question so general: begin by defining the most desirable
outcome; if it is attainable, pursue it. In this case, the most desirable
outcome is obvious: cure all illness. Is it attainable? Natch.

First, in the world’s major cities you build conveniently located
railways, flanked on each side by six slender, round bars spaced a
mere inch apart. The bars are positioned a few feet off the ground,
so that a man sitting in a roller coaster car could let his ten fingers
glide between them as he traveled down the track. The rest is easy.
You take all the region’s sick people and line them up, five to a spot,
each with one finger between two bars. Well, says Fredkin, perfectly
reasonable people-spacing parameters, along with a moderate rate of
speed, would permit the healer to touch 360,000 patients an hour.
He could be in and out of New Delhi in a day.
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Fredkin devoted one lesson to appeals to authority: faced with a
problem outside your expertise, find someone whose expertise it is
within. For homework, students had to employ exactly that method.
This may not have helped Fredkin’s reputation among faculty mem-
bers (at least one called him, puzzled, to ask whether it was all right
to give out the answer), but his students, apparently, were impressed.
A year later, when Fredkin was up for appointment to a full profes-
sorship, his department chairman called a group of them in to discuss
his teaching. “I don’t know what you've done to those students,”
Fredkin remembers Smullin telling him later. “Maybe you’ve hyp-
notized them.”

Fredkin's faculty appointment also had support from on high;
Licklider and Minsky made a pitch directly to Jerome Wiesner, then
MIT’s president. Licklider remembers: “We said, essentially, It’s a
very good bet—a better bet than you're going to get with academic
credentials. Jerry got acquainted with Ed and could see that what we
said about Ed’s mind was true.” At age thirty-four, Fredkin became
one of the youngest full professors at MIT—and by far the youngest
without a college degree.

The problem with Project MAC, Fredkin decided in 1971, upon
succeeding Licklider as its director, was low morale—a lack of esprit
de corps. The solution was simple: eliminate professors whose work
was not a source of pride. He called a meeting at which faculty
members reported on the status of their research and after which
they passed judgment, by secret ballot, on the worth of each project.
Of about twenty projects, he found, four were held in low esteem
by almost everyone. Thus began the dicey task of easing people out
of MAC. “There would be a junior faculty member, and I had to say
to the department, ‘You know, I have to talk him into leaving the
lab.” And they would say, ‘That probably means he shouldn’t be at
MIT. And I'd say, ‘You're probably right.””

Periodic winnowing of this sort, Fredkin says, gave the laboratory
a sense of purpose. It also satisfied Fredkin’s pronounced dislike of
small potatoes. “He was what I would call a ‘big idea’ administrator,”
says Licklider. “He wanted to make the place really great in three or
four areas and didn’t want to mess around with picayune projects.”
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Fredkin’s own pet project, for example, was to found an international

artificial intelligence laboratory that would include scientists from the

Soviet Union. “My thesis was that such a laboratory was needed
before the world would get to a state where certain countries would
decide that Al was of strategic importance, at which point it would
be too late to create such a laboratory. This has now happened.”

This particular brainstorm was but one reflection of Fredkin’s
impulse to save the world—or, at the very least, large parts of it. He
has toyed with the idea of removing ambiguity from diplomatic
discourse by developing an international, rigorously defined language.
During the Vietnam War, he founded the “Army to End the War,”
an organization of students who tried, in vain, to bring order and
discipline to a movement he found disturbingly chaotic. And Fred-
kin’s entrepreneurial energy, he likes to point out, has often been
steered by concerns other than profit. Around 1981 he began helping
a group of blacks acquire control of the CBS affiliate in Boston,
Channel 7, and he served as its president for six transitional months.
(True, he made around $10 million as the company’s stock appreci-
ated, but, he says, this was not his sole motivation.) More recently
he has looked into the socially productive uses of personal computers
in the Third World. And he continues (with the blessings of the
American government, he stresses) to try to sell Soviet officials on
the wisdom of buying lots of personal computers from the United
States—a goal that, he argues, is in the interests of Americans and
everyone else. “I personally don’t want to be in the business of selling
computers forever,” he says of this venture. “What I'm trying to do
is to get the ball rolling. And then it can be better handled by other
companies.” There could be some money in getting the ball rolling,
he admits. But “so far the money’s going the other way.”

In the early 1980s, Fredkin—tired, presumably, of beating around
the bush—taught a course at MIT on saving the world. The idea was
to view the world as a giant computer and to write a program that,
if methodically executed, would lead to peace and harmony—the
“global algorithm,” it was called. Along the way, an international
police force would be formed and nations would surrender some of
their autonomy to international tribunals. “It’s a utopian idea,” Fred-
kin concedes, but he adds with emphasis that it’s not anything so
simplistic as a formula for instant utopia. “This is a series of steps . . .
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that gets you to utopia.” If more people would take the plan seriously,
he says, it could succeed. “I'll make this strange sort of arrogant
statement that the reason people think my ideas aren’t practical is
that . . . they don’t understand that if they would just sort of act like
machines it would all work.”

Wherever the blame lies, Fredkin has not yet saved the world.
There is no global police force, diplomatic discourse remains fraught
with ambiguity, and research in artificial intelligence is still mostly a
national affair. Some people think the failure of that last project was
the main reason Fredkin gave up his post as director of Project MAC
only two years after assuming it. Fredkin himself just remembers
getting bored with the job. Whatever the cause of his departure, he
went from one grand design to another.

His next mission was to throw himself wholeheartedly into devel-
oping his theory of digital physics. “Ed would like to do, I think,
one of the really great things,” says Licklider. “I think he’s always
been looking for something like digital physics, which at least offers
the possibility of a radical breakthrough in the sciences. He doesn’t
want to be one of the top thousand scientists. If he can’t be one of
the top ten or twenty, he’d just as soon not be one.”



CHAPTER
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THE BILLIARD BALL
COMPUTER

Richard Feynman was regarded by some scientists as the smartest
person of his generation. His lectures on physics were recorded in
two massive volumes that have attained roughly the status reserved
in other circles for the Bible. At least one colleague, quoting from
them in an article, has seen fit to divide the sentences into verse.
Among all of Feynman’s fans, there is probably none more devoted
than Ed Fredkin. Fredkin learned quantum mechanics at Feynman’s
knee, and Feynman’s respect was one of the few seals of approval he
earned from the physics establishment. Feynman was best man at
Fredkin’s second wedding, and Richard Fredkin is named after him.

The two men met in the early 1960s. Fredkin and Marvin Minsky,
after traveling west on business, found themselves in Pasadena, home
of the California Institute of Technology, with time to kill. “So we
decided, hmmm, here we are in this place with all these great people
and everything. Let’s call a great person.” Fredkin suggested Linus
Pauling, but he wasn’t home. Minsky suggested Feynman. “So we
just called him out of the blue. He had never met either of us or
heard of us, and he invited us over to his house and we had an
amazing evening. I mean, we got there at like eight or something and
stayed till three in the morning and discussed an amazing number of
things.” Fredkin kept in touch, and over the next few years he some-
times lodged at the Feynman house.

By the early 1970s, Fredkin had decided that he would have to
learn more about quantum mechanics if his theory of digital physics
was to progress. And who better to teach him than Richard Feynman?
He asked Feynman if there was any way for an MIT professor to
spend a semester or two at Caltech. Feynman exerted some influence
(which he possessed in abundance, having won the Nobel Prize in
1965) and convinced the physics department to designate Fredkin a
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Fairchild Distinguished Scholar. In the fall of 1974, Fredkin began a
year-long sabbatical.

“The deal we had,” Fredkin remembers, “was that I would teach
him about computers and he would teach me about physics.” Fredkin
met sometimes with Feynman and sometimes with other members of
the faculty, gradually acquiring, one of them recalls, a coterie of
professors who were fascinated by his mind. What impressed them
was the power of his naiveté. Lacking a formal education in math
and physics, he confronted problems long ago dismissed as hopeless
or pointless. And sometimes he prevailed—unconventionally—with
his peculiar array of tools. Feynman once said of Fredkin, “He’s
extremely fertile with ideas, and many of them turn out to be good,
although at first they don’t appear that way, at least to me. I've had
him start on some new project and could never understand why he
would think that would be interesting, and at the end I find out that
he had the right instincts.”

Pressed for an example, Feynman cited the question of whether it
is possible, in principle, to build a perfectly efficient computer—a
computer that doesn’t use up any energy and therefore doesn’t give
off any heat. This issue has no practical significance now, and it may
never have any. Its context is an idealized universe, with no friction
and none of the “noise” of randomly circulating molecules. But it is
of immediate interest to Fredkin, because to prove that there is no
minimum on the amount of energy a computer must dissipate, he
had to design something called a “reversible” computer. And the
theoretical possibility of such a computer is evidence—in Fredkin’s
mind, at least—that the universe s one.

Everything in the universe is reversible. This doesn’t mean that you
could take, say, a bunch of carbon dioxide molecules that are bounc-
ing aimlessly off one another and induce them to turn around and
retrace their steps. It means only that you could retrace their steps
for them, if you took the trouble, because information about their
past is implicit in their present.

Before you get confused, forget the molecules. Instead, imagine
the textbook illustration of molecules in motion: billiard balls. Sup-
pose that near the beginning of a game of eight ball—say, one twen-
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tieth of a second after the cue ball makes contact with the triangle of
racked balls—you could somehow suspend time and measure the
velocities and directions of all the balls. You could then, with pencil
and paper, retrace their paths back to the rack. Indeed, even a second
or so later, after some balls have caromed off several banks and one
another, you could, with some difficulty, infer fairly precisely the
history of all the balls. After all, if a ball comes off a bank at 37
degrees, it must have hit the bank at 37 degrees (assuming it has no
sidespin, which is just the kind of thing you're allowed to assume in
discussions like this).

So far as we know, this is the way reality is. If you could measure
everything in the universe with absolute precision, and then do a
series of ungodly calculations, you could reconstruct the past. It
would be sort of like filming the final two seconds of a billiard shot,
then running the film backward and, after reaching its beginning,
extrapolating—producing an animated segment that follows the film’s
characters further back into time. Once you move from the billiard
table to the universe at large, of course, such backward extrapolation
is not practical, for a variety of reasons. But it is in principle doable.
The information for reconstructing history is out there. The universe
remembers.

Computers, generally speaking, don’t. If asked what 2 + 2 is, a
computer will tell you 4, but by the time it does, it may well have
destroyed its record of the question; for all it knows, you asked it
what 3 + 1 is. That is the way computers are built—to destroy
information along the way, lest they get clogged up. So you can't
infer the past state of a computer from its present state; computers
are not reversible.

There is a contradiction here. On the one hand, we've said that
the universe is reversible—that its past can, in principle, be inferred
from its present. On the other hand, we've just found something in
this universe—a computer—whose past cannot be inferred from its
present even in principle. Something must be amiss; if the universe
really remembers, then the information about the computer’s history
is lying around somewhere. But where?

In 1961, Rolf Landauer of IBM’s Thomas J. Watson Laboratory
addressed this question rigorously. To understand his answer—or,
more realistically, to approach a vague understanding of it—think
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back to the billiard table. As you might imagine, it gets harder to
piece together the history of the balls as time passes and they have
bounced off many banks and many other balls and are beginning to
roll to a halt. And once they are standing still, it is downright
impossible to infer their past states from their present states, even
approximately. Obviously, if you take a film of a ball that’s standing
still and run it backward, you’ll have a film of a ball standing still;
there will be nothing to extrapolate from. The billiard table thus
finds itself in the position of the typical computer, lacking a record
of the past. Again, the question arises: Where has the information
gone?

Landauer concluded that the information has floated off into the
billiard hall in the form of heat—heat generated by the friction and
air resistance that dragged the balls to a halt. More precisely, the
information is in the molecules—air molecules and green felt mole-
cules, mainly—whose frenetic motion amounts to heat. They have
absorbed the balls’ velocity and, thus, information about the balls’
past. If you could keep track of all these air and green felt molecules,
measure their velocities and directions, and then visually trace their
influence backward to the balls, you would see—in your animated
extrapolation into the past—each motionless ball begin to move. And
all along this reverse path, the ball would be accelerated by other
agitated molecules returning to the source of their agitation and, with
reverse agitation, imparting further force to the ball.

So really there is enough information to reconstruct the history of
a motionless billiard ball, enough information to run its film back-
ward. It’s just that the information has been chopped up into little
bits. The ball’s environment—the green felt and the air—has taken
the ball’s history, which the ball was carrying around in fairly com-
pact form, and spread it all over the place in the form of heat. This
is why when physicists use a billiard table as a model of molecular
interaction, they explicitly assume that neither the balls nor the table
are susceptible to friction; that way the balls can move eternally and
carry their histories with them, just like molecules.

With an argument too profound for me to comprehend, much less
convey, Landauer established that what is true of billiard balls is true
of computers: if information is lost, energy must be lost in the form
of heat. Thus, the computer’s 2 + 2 hasn’t really been destroyed; it
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has just been discarded, and the card carrying it has been torn up
into a million pieces and tossed off into the atmosphere, where it can
be pieced together only with immense difficulty—and where, in the
meanwhile, it will constitute heat. In the case of a conventional
computer—an electronic computer, that is—the electrons represent-
ing 2 + 2 are zapped off into nearby space, where they stir things
up, and thus heat things up, just a little.

In real life, of course, this discharge of information is not the only
reason computers dissipate energy in the form of heat; the heat given
off by a personal computer has mainly to do with other things. But
those things are peculiar to its technology. They are a by-product of
the fact that it happens to run on electricity and use resistors. Com-
puters don’t have to run on electricity. Granted, whatever else they
might run on probably would, like electricity, create some heat that
has nothing to do with the loss of information. But that’s beside the
point. The point is that as the technology is refined, the amount of
heat created per computational step can fall without limit—except to
the extent that the computers discard information; the heat resulting
from information loss has an absolute minimum, independent of the
technology employed. This minimum is set by basic physical laws
impinging on the processing of every kind of information.

You may ask: What is that minimum? The answer is: kT per
irreversible function, where k is Boltzman’s constant and T is the
temperature. There. Happy?

The issue of reversible computation well illustrates the weird world
in which Fredkin lives, along with all the other people, such as
Landauer, who work on the physics of computation. It is not just a
world in which information, often thought of as an abstraction, is
seen as physical, and therefore as subject to the laws of physics. It
is also a world in which the reverse is true: everything physical—a
bunch of molecules, a rack of billiard balls, a baseball, an outfielder,
his glove—is an information-processing system, a running record of
itself. Perhaps that is why Fredkin worries about that implication of
modern physics that seems to bother almost no one else: the problem
of “fitting” an infinite amount of information into a finite volume.
And perhaps that is why it is so easy for him to think of matter as
being made of information. After all, if everything is a record of
itself, then what is the difference between the physical thing and a
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perfectly accurate simulation of it? This may at first seem like a dumb
question, but the more you think about it, the less easy it is to
dismiss. (Still, at some point you probably should dismiss it, if only
to ensure that you don’t wind up telling cab drivers, blind dates, and
other casual acquaintances that the universe is a computer.)

Roif Landauer probably deserves a spot in science’s hall of fame for
realizing that the question of whether the dissipation of energy is
inherent in computation—of whether there is some floor on the
amount of heat computers exude—comes down to the question of
whether erasing information is itself inherent in computation. How-
ever, he apparently will not win the veneration of posterity for his
initial answer to this question. He concluded that computers are
indeed necessarily irreversible and thus necessarily dissipate energy,
giving off heat. His logic—so seemingly solid that it was not chal-
lenged for a decade—went as follows. At the core of every computer
on the market are lots of gates—notably “and” gates and “or” gates—
that translate digital input into digital output. An “and” gate, for
example, has two input lines and one output line, all of which can
represent—through their level of voltage, typically—either 1 or 0. If
the voltage in both input lines represents 1, the output line will then
register a 1. But if a representation of 0 enters either input line, or
both, the output line will register a 0. So, when the output line reads
0, there is no way of knowing exactly which representations the two
input lines previously housed; information loss, and therefore energy
dissipation, is inseparable from computation as we know it. The
electrons representing information are routinely banished without a
trace. And, while the heat they then constitute does “remember” the
erased information, the computer itself has no recollection.

Strictly speaking, Landauer’s contention—that, although the uni-
verse never forgets, computers always do—didn’t contradict Fredkin’s
belief that the universe is a computer. It is conceivable that an irre-
versible process at the very core of reality could give rise to the
reversible behavior of molecules, atoms, electrons, and the rest. After
all, irreversible computers (that is, all computers on the market) can
simulate reversible billiard balls. But they do so in a convoluted way,
says Fredkin, and the connection between an irreversible substratum
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and a reversible stratum would, similarly, be tortuous—or, as he
puts it, “aesthetically obnoxious.” Fredkin prefers to think that
the computer underlying reversible reality does its work gracefully.
So at Caltech he set out to prove that computers don’t have to
destroy information—that a reversible computer is in principle pos-
sible.

He succeeded. He invented what has since become known as the
“Fredkin gate.” Instead of two input lines and one output line, it has
three of each, and its input can always be inferred from its output.
Fredkin showed that an entire computer could be built with such
gates, and that, by using a special logic designed to conserve infor-
mation, it could do anything any other computer can do. He had
created—on paper, at least—a reversible universal computer.

Upon returning to MIT in 1975, though, Fredkin found that not
everyone appreciated the importance of his gate, or of his work
generally. “I was at that time a kind of whipping boy at MIT. I was
spending my time doing this stuff, and they thought that it was all
nonsense. . . . Now that it’s gotten some publicity, and been written
about in Scientific American, they would deny having said it was
nonsense. But they made it very clear at the time.”

In deeming the Fredkin gate nonsense, faculty members had their
choice of rationales. The first was guilt by association: Ed Fredkin
has this quasi-religious conviction that the universe is a computer,
and the Fredkin gate is somehow tied in to this whole thing. The
second was that Fredkin almost never publishes his ideas. Sometimes
other people take the trouble to write them down and thus earn co-
authorship. (In this case, a paper appeared in 1982, in the International
Journal of Theoretical Physics: “Conservative Logic,” by Fredkin and
Tomasso Toffoli, the Italian in the information mechanics group.)
But only once has Fredkin been the sole author of a published paper.
So if his colleagues want to catch up on his recent intellectual feats,
they have to rely on the grapevine, which few have the time or
inclination to do. And if they want to dismiss his ideas out of hand,
they can simply say that unless he wants to put them on the record,
they’re not worthy of consideration.

There was one other thing that made it easy to ignore the reversible
computer: Fredkin still hadn’t come up with a clearly reversible com-
puter. It is one thing to describe a Fredkin gate and then argue
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abstractly that a suitable arrangement of such gates could do anything
any other computer can do. It is another thing to actually design a
nice, simple computer that clearly could work and clearly would not
discard any information. This point was made with particular force
by a doubter named Paul Penfield, a professor of electrical engineer-
ing at MIT. “This guy in some sense got on my case,” Fredkin recalls.
“So, I got mad and I decided I was going to find a simple physical
realization.” \

Fredkin returned to the source, the very beginning of his need for
a reversible computer: the fact that molecules, bouncing around like
billiard balls, behave reversibly. What if, he asked, you designed a
modified billiard table that could function as a computer? If you
assumed that the balls would move eternally, and never slow to a
halt under the drag of friction, how could anyone contend that the
thing wasn’t reversible? Thus was born the billiard ball computer. If
it were ever actually built, it would consist of billiard balls caroming
through a labyrinthine network of “mirrors,” bouncing off the mirrors
at 45 degrees, periodically banging into other balls at 90 degrees, and
occasionally exiting through thresholds that occasionally would per-
mit new balls to enter. To extract data from the machine, you would
superimpose a grid over it; the presence or absence of a ball in a
given square at a given point in time would, along with the direction
of the ball, constitute information. Such a machine, Fredkin showed,
qualified as a universal computer; it could do anything that more
normal computers do. But unlike other computers, it would be per-
fectly reversible; to recover its history, all you would have to do is
run it backward.

The billiard ball computer will never be built, because it is a
Platonic device, existing only in a world of ideals. The balls are
perfectly round and hard, and the table perfectly smooth and hard;
there is no friction between the two, and no energy is lost when balls
_collide. Still, although these ideals are unreachable, through techno-
logical refinement they could be approached indefinitely, and the heat
produced by friction and collision could thus be reduced without
limit. Since no additional heat would be created by information loss,
there would be no necessary minimum on the total heat coming from
the computer. “The cleverer you are, the less heat it will generate,”
Fredkin says.
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When the idea of the billiard ball computer first occurred to Fred-
kin, he did not conceal his glee. “I'm unlike other people. When they
have a really good idea, they keep it a big, dark secret until they
can explore all the easy consequences and get the credit for all of
them. . . . I just told this idea to everyone I could find to try to
interest them to work on it. I called Feynman up and told him the
idea, and he just got it instantly on the telephone. This was the first
sort of computer-like idea he really appreciated.” A few days later
Fredkin got a letter from Feynman with several ideas about how best
to implement the billiard ball computer. To this day, one arrangement
of “mirrors” in billiard-ball-computer architecture is known as the
Feynman circuit. (It was independently invented by Andy Ressler,
a student at MIT, but Fredkin decided to attach Feynman’s name to
it. “It’s like a gift to Feynman,” he says. “My idea was to keep him
encouraged.”)

If the billiard ball computer provided evidence that the universe is
a computer—or, at least, that it cou/d be a computer, or could gracefully
be a computer—more such unconventional evidence was soon to
follow. It came from Norman Margolus, the Canadian in the infor-
mation mechanics group. Margolus showed how a two-state cellular
automaton that was itself reversible could simulate the billiard ball
computer using only a simple rule involving a small neighborhood.
This cellular automaton in action looks like a jazzed-up version of the
original video game: Pong. It is an overhead view of endlessly ener-
getic balls caroming through clusters of mirrors and off each other.
In a way, it is the best illustration yet of Fredkin’s theory: it shows
how a very simple, binary cellular automaton could give rise to the
seemingly more complex behavior of microscopic particles bouncing
off each other. And, as a kind of bonus, these particles themselves
amount to a computer.

Though Margolus discovered this extremely powerful cellular au-
tomaton rule, it was Fredkin who had first concluded that it must
exist and convinced Margolus to find it. “He has an intuitive idea of
how things should be,” says Margolus. “And often if he can’t come
up with a rational argument to convince you that it should be so,
he’ll sort of transfer his intuition to you.”
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That, really, is what Fredkin is trying to do when he argues that
the universe is a computer. He cannot give you a single line of
reasoning that leads inexorably, or even very plausibly, to this con-
clusion. He can tell you about the reversible computer; about Mar-
golus’s cellular automaton; about the many physical quantities, such
as light, that were once thought to be continuous but are now con-
sidered discrete. And so on: the evidence consists of many little
things—so many, and so little, that in the end he is forced, like the
mystic, to convey his truth by simile. “I find the supporting evidence
for my beliefs in ten thousand different places,” he says. “And to me
it's just totally overwhelming. It’s like there’s an animal I want to
find. I've found his footprints. I've found his droppings. I've found
the half-chewed food. I find pieces of his fur and so on. In every
case, it fits one kind of animal, and it’s not like any animal anyone’s
ever seen. People say, Where is this animal? I say, well, he was here;
he’s about this big, this that and the other, and I know a thousand
things about him. I don’t have him in hand, but I know he’s there.”
The story changes upon retelling. One day it’s Bigfoot that Fredkin’s
trailing. Another day it’s a duck: feathers are everywhere, and the
tracks are webbed. Whatever the animal, the moral of the story
remains the same: “What I see is so compelling that it can’t be a
creature of my imagination.”

The fervor of Fredkin's beliefs is hard to reconcile with the de-
tachment that scientists are reputed to possess. But, as Margolus
notes, science is not, in fact, a purely rational process. “People have
these very strong prejudices about the way they think the world
ought to be. And the ones who are right are the ones who make the
great discoveries. You know, you can’t just sit back and try all possible
things. You have to have some sort of motivation for thinking this is
the right way to go.” Charles Bennett of IBM’s Thomas J. Watson
Laboratory, who independently arrived at a different proof that re-
versible computation is theoretically possible, makes a similar obser-
vation. The invention of the billiard ball computer (which Bennett
considers more elegant in some ways than his own approach to the
problem) is a textbook example of the power of conviction, he says.
“Because he wanted so badly to find it, he found it.”

But fervor has its drawbacks. By all accounts, it is very difficult
to convince Fredkin that he’s wrong, which, by all accounts, he is
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from time to time. And, while Fredkin sometimes inspires people,
such as Margolus, to place his intuitions on a solid footing, sometimes
he doesn’t, in which case his intuitions remain private truths—re-
moved from doubt in his mind, yet hidden from the scrutiny of
science. He says, for example, that it would be easy to precisely
simulate quantum mechanical phenomena, such as “the Stern-Ger-
lach apparatus,” with a computer. Has he done it> No, but “there’s
no possibility of it being hard to do that,” he asserts. Maybe not, but
most scientists go ahead and conduct their experiments, just for good
measure. And most scientists feel that their ideas can benefit from
other people’s ideas. Fredkin is a notoriously bad listener, and he
seldom bothers to read the scientific literature.

In a way, his approach to physics is the scientific ideal turned
inside out. He began by assuming that the universe is a computer,
then figured out what smaller truths this large truth required; he
actually compiled a list, around 1960, of things that would have to
be true if indeed computation was the ultimate basis of physics. Then
he began proving them. As he puts it, he “sort of embarked on a
career of trying to make computers and physics like each other.” This
is not an illogical procedure, but it isn’t science as popularly con-
ceived, either.

According to popular conception, theories arise in response to evi-
dence; data accumulate that no old theory can easily account for,
and so a new one is born, of necessity. Granted, its creators may
then, like Fredkin, seek data that consolidate its position. But ideally
that evidence will have powers of discrimination; it will be not only
consistent with the new theory but also inconsistent with competing
theories. The evidence Fredkin has accumulated, while compatible
with his theory, fits equally well with more conventional views of
the world. There is nothing in the currently accepted laws of phys-
ics that forbids the construction of a reversible computer, or of a
simple, reversible cellular automaton that can simulate such a com-
puter.

As for the origin of Fredkin’s theory: it arose not because it ac-
counted for otherwise mysterious evidence, but because it seemed
like a neat idea. This observation is not meant flippantly. Fredkin’s
theory seemed like a Jiterally neat idea; it is intellectually clean and
tidy—the kind of thing William of Ockham might have liked.
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William of Ockham was an English philosopher who spent part of
the early 1300s saying things like “Plurality is not to be assumed
without necessity” and “What can be done with fewer is done in vain
with more.” His point, known variously as the principle of parsimony,
the rule of economy of explanation, and Ockham’s razor, was that if
two competing theories can explain the same thing, the simpler theory
should win. It is Ockham’s razor, for example, that killed the pre-
Copernican idea that the earth sits motionless at the center of the
universe. The trouble with the geocentric theory wasn’t that it
couldn’t explain the motion of the planets, but that it couldn’t explain
that motion as simply as the heliocentric theory; it offered less explan-
atory bang per buck.

Just about all scientists who have thought about the matter agree
with William of Ockham that his razor is right. If you asked them
why, most would refer to reality; nature has shown time and again
that it really does operate simply. But is this attraction to simple and
unified explanations really grounded in a detached appraisal of the
history of science? Or are people just born with the principle of
parsimony embedded in their brains? On first glance, at least, it
seems that the latter is the case. Anyone who has felt what Ed Fredkin
felt upon perceiving the unifying power of a cellular automaton (and
all of us have—social engineers, architects, doctors, and mystery
readers alike) has reason to suspect that he is experiencing something
visceral; the Ockham epiphany has a fundamental feel to it.

Physics during this century has treated William of Ockham with
both respect and contempt. The respect lies in the fact that various
forces once considered “fundamental” have turned out to be different
facets of more fundamental forces. For example, electricity and mag-
netism no longer require separate explanations; we now see that they
are two sides of the same coin, a force called electromagnetism. Other
sets of seemingly diverse forces have similarly been tied together in
economical bundles. Indeed, physics appears to be heading toward a
day when a single, ultimate force will account for all the forces once
considered fundamental—not just electricity and magnetism, but also
gravity and the forces responsible for the structure of molecules and
atoms. The search for such a Grand Unified Theory occupied
Einstein for the last part of his life and is now one of the hottest
pursuits in science.
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Fredkin is all for grand unified theories, and his theory of digital
physics certainly qualifies as one. But he has a complaint about most
current candidates for the job of unification: while deferent toward
William of Ockham in their sheer power, and thus economy, they
lack the simplicity of form that he probably would have liked. Dif-
ferential equations, the language of much of modern physics, are
alien to all who have not studied calculus—and to many who have.
And, disconcertingly, the alienation grows as nature is more deeply
penetrated; as we move from the laws governing the motion of planets
to those governing atoms, electrons, and quarks, the mathematics
becomes more arcane.

What Fredkin is saying is that William of Ockham should be
commemorated not just in the number of things that each law ac-
counts for, but in the form of the law. He finds it difficult to believe
that nature, having generally possessed an artless elegance, is at heart
a very baroque being. And if she sounds baroque when expressing
herself in the language of physics, maybe the language of physics is
the wrong language. Maybe nature’s native tongue is the recursive
algorithm, the language of the cellular automaton.

The rule underlying the typical cellular automaton could be fully
comprehended by a bright third grader. With a pencil and a dozen
reams of graph paper and enough time, he could trace the rule’s
influence through thousands of generations of cells, watching order
emerge out of chaos, chaos engulf order, or both. If presented with
differential equations describing these same processes, he would be
nonplussed.

In many respects, the question of whether Fredkin is right about
physics comes down to this difference between languages of description:
Are algorithms more finely attuned to the texture of reality than differ-
ential equations? Fredkin thinks so. He shares William of Ockham’s af-
finity for simplicity and believes that nature fundamentally does, too.

So one reasonable answer to the question sometimes asked by
physicists—What can Ed Fredkin’s theory of digital physics explain
that older theories of physics can’t?>—is that it doesn’t really need to
explain anything new; it is by its very nature preferable to the old
theories. If it can explain just as much, it should win on grounds of
elegance. Well, then: Can Fredkin’s theory explain just as much as the
old theories?
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The answer is no. Fredkin can show you how some differential
equations can be translated into simple algorithms, and how a cellular
automaton can create a pattern that looks something like microscopic
particles bouncing around. But he hasn’t come up with algorithms
that account precisely for basic physical phenomena, much less the
single rule that he believes governs the universe—“the cause and
prime mover of everything.”

Give him time, he says. Computers have only been around for a
few decades, and the change of language he’s talking about would be
a scientific revolution on a par with Newton’s classical mechanics,
Einstein’s theory of relativity, and quantum mechanics. Translating
all the equations of physics into the language of computation repre-
sents a lot of man-hours, and there aren’t many men on the job.
“Look at quantum mechanics,” he says. “Did one guy do it in his
spare time in one year? No. It took an army of great men fifty years,
and it’s still going on.” Fredkin counsels patience. “Someday we’ll
bridge that gap,” he says. “There’s no doubt eventually all that will
be done.”



CHAPTER

SEVEN

DEUS EX MACHINA

T'here was something bothersome about Isaac Newton’s theory of
gravitation. The idea that the sun exerts a pull on the earth, and vice
versa, sounded vaguely supernatural and, in any event, was hard to
“explain. How, after all, could such “action at a distance” be realized?
Did the earth look at the sun, estimate the distance, and consult the
law of gravitation to determine where it should move and how fast?
Newton sidestepped such questions; he fudged with the phrase si
esset: two bodies, he wrote, behave as 7f impelled by a force inversely
proportional to the square of their distance. Ever since Newton,
physics has followed his example. Its “forces” and “fields” are, strictly
speaking, metaphorical, and its laws purely descriptive. Physicists
make no attempt to explain why things obey the laws of electro-
magnetism or of gravitation. The law is the law, and that’s all there
is to it.

Ed Fredkin refuses to accept authority so blindly. He posits not
only laws but a law enforcement agency: a computer. Somewhere
out there, he believes, is a machinelike thing that actually keeps our
individual bits of space abiding by the rule of the universal cellular
automaton.

With this belief Fredkin crosses the line between physics and
metaphysics. The distinction between the two helps explain some-
thing that might otherwise seem puzzling: How can I say that the
spirit of William of Ockham would smile on some bizarre theory
about the universe being a computer? That doesn’t sound like a very
simple scenario, after all. True enough, but in comparing it with other
theories of physics, we aren’t concerned with the part about the
computer. We are concerned only with the descriptive part—the idea
that the dynamics of physical reality can be better captured by a
single recursive algorithm than by differential equations, and that the
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continuity of time and space implicit in the traditional mathematics
of physics is illusory.

As for the part about the computer, it should be compared only
to metaphysical speculation about why traditional math seems to do
a respectable job of describing reality. If some physicist were to claim
that somewhere out there is a ministry of differential equations that
sends subatomic police out to intimidate every particle into compli-
ance with the law, that theory would be in competition with the
theory that a computer animates the universe. The two ideas sound
about equally ridiculous, so, metaphysically speaking, Fredkin’s the-
ory would be in a dead heat with its rival.

If Fredkin had Newton’s knack for public relations—if he said only
that the universe operates as if it were a computer—he could preserve
the essence of his theory while improving his stature among physi-
cists. In fact, some estimable physicists have lately been saying things
not wholly unlike this stripped-down version of the theory. T. D.
Lee, a Nobel laureate at Columbia University, has written at length
about the possibility that time is discrete. And in 1984, Scientific
American, not exactly a soapbox for cranks, published an article in
which Stephen Wolfram, then at the Institute for Advanced Study,
wrote, “Scientific laws are now being viewed as algorithms. . . .
Physical systems are viewed as computational systems, processing
information much the way computers do.” In conclusion he declared:
“A new paradigm has been born.” (Wolfram, in his mid-twenties, is
a MacArthur Foundation “genius” award winner and overall boy
wonder who sometimes gets on Fredkin’s nerves. He acquired re-
cently the kind of interest in cellular automata that Fredkin has been
pursuing for decades, and he is not, Fredkin says, always meticulous
about crediting others for research on which his own ideas are based.
As for Wolfram’s opinion of Fredkin: “Ed has taken a bit more of an
evangelical approach than is really optimal.”)

The line between responsible scientific speculation and off-the-
wall philosophical pronouncement was nicely illustrated by an article
in which Tomasso Toffoli stayed just this side of it. Published in the
journal Physica D, the article was called “Cellular Automata as an
alternative to (rather than an approximation of) differential equations
in modeling physics.” Toffoli’s thesis captured the core of Fredkin’s
theory yet had a perfectly reasonable ring to it. He simply suggested
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that the historical reliance of physicists on calculus may have been
due not just to its merit, but to the fact that, before the computer,
alternative languages of description were not practical.

Why does Fredkin refuse to do the expedient thing—leave out the
part about the universe being a computer? One reason is that he
considers reprehensible the failure of Newton, and of all physicists
since, to back up their descriptions of nature with explanatory mech-
anisms. He is amazed to find “perfectly rational scientists” believing
in “a form of mysticism: that things just happen because they hap-
pen.” The best physics, Fredkin seems to believe, is metaphysics.

The trouble with metaphysics is its endless depth. For every ques-
tion you answer, you raise at least one unanswered one, and it’s not
always clear that, on balance, you're making progress. For example,
where is this computer that Fredkin keeps talking about? Is it in this
universe, residing along some fifth or sixth dimension that renders it
invisible, or in some metauniverse, or what? In some metauniverse,
apparently. But that brings us to the question of the infinite regress.
This question has been raised by Rolf Landauer, among others.
Fredkin’s theory reminds Landauer of the old turtle story. It is some-
times told about William James, but Landauer tells it about a fictitious
venerable physicist. He has just finished lecturing at some august
university about the origin and structure of the universe, and an old
woman in tennis shoes walks up to the lectern. “Excuse me, sir,” she
says, “but you've got it all wrong. The truth is that the universe is
sitting on the back of a huge turtle.” The professor decides to humor
her. “Oh, really?” he asks. “Well, tell me, what is the turtle standing
on?” The lady has a ready reply: “Oh, it’s standing on another turtle.”
The professor asks, “And what is zhat turtle standing on?” Without
hesitation, she says: “Another turtle.” The professor, still game, re-
peats his question. A look of impatience comes across the woman’s
face. She holds up her hand, stopping him in mid-sentence. “Save
your breath, sonny,” she says. “It’s turtles all the way down.”

The infinite regress afflicts Fredkin’s theory in at least two ways.
To begin with, if matter is made of information, what is the infor-
mation made of? Ink? Teeny tiny radio waves? And even if we accept
the contention that it is no less ludicrous for information to be the
most fundamental stuff than for matter or energy to be the most
fundamental stuff (and in a way, the three propositions are equally
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difficult to accept, when you really think about them), what about
the computer itself? What is it made of? What energizes it> Who, or
what, runs it, or set it in motion to begin with? These are questions
for which Fredkin has an answer, but it is a subtle answer. Very
subtle.

When Fredkin is discussing the problem of the infinite regress, his
logic seems alternately cryptic, evasive, and vaguely appealing. At
one point he says, “For everything in the world where you wonder
‘What is it made out of ?’ the only thing I know of where the question
doesn’t have to be answered with anything else is for information.”
This puzzles me. Thousands of words later, I am still puzzled, and
I press for clarification. He talks some more. And some more. And
some more. What he means, as nearly as I can tell, is what follows.

First of all, it doesn’t matter what the information is made of, or
what kind of computer produces it. The computer could be a Play-
doh Fun Factory, and some big-for-his-age six-year-old could be at
the helm. Or, for that matter, we could all be inside the brain of a
giant extraterrestrial (or, perhaps, supraterrestrial) octopus. What’s
the difference? Who cares what the information consists of? So long
as the cellular automaton’s rule is the same in all three cases, the
patterns of information will be the same, and so will we, because the
structure of our world depends on pattern, not on the pattern’s sub-
strate; a carbon atom, according to Fredkin, is a certain configuration
of bits, not a certain kind of bits.

Besides, the question of what the information is made of has no
practical importance, because we can never know what it is made of,
or what kind of machine is processing it. This point is reminiscent
of the childhood conversations between Ed and his sister, Joan, about
the possibility that they were part of a dream God was having. “Say
God is in a2 room and on his table he has some cookies and tea,”
Fredkin says. “And he’s dreaming this whole universe up. Well, we
can’t reach out and get his cookies. They’re not in our universe. See,
our universe has bounds. There are some things in it and some things
not.”

The computer is not; hardware is beyond the grasp of its software.
Imagine a vast computer program that contained bodies of informa-
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tion as complex as people, motivated by bodies of information as
complex as ideas. These “people” would have no way of figuring out
what kind of computer they owed their existence to, because every-
thing they said, and everything they did—including formulate meta-
physical hypotheses—would depend entirely on the programming
rules and the original input. So long as these didn’t change, the same
metaphysical conclusions would be reached in a Kaypro 2 as in an
Apple 11, or, indeed, in a ten-billion-ton hydraulic computer made
of sewage pipes and manhole covers.

This idea—that sentient beings could be numb to the texture of
reality—has fascinated a number of people, including, lately, com-
puter scientists. One source of the fascination is the fact that any
universal computer can simulate another universal computer, and
the simulated universal computer can, therefore, do the same thing.
So it is possible to conceive of a nearly endless series of computers
contained, like Russian dolls, in larger versions of themselves and
yet oblivious to those containers. To anyone who has lived inti-
mately with computers and thought deeply about their power, says
Charles Bennett, this notion is very attractive. “And if you’re too
attracted to it, you're likely to part company with the physicists.”
Because physicists, Bennett notes, find heretical the notion that
anything phy51cal is impervious to experiment, removed from the
reach of science.

Fredkin’s belief in the limits of scientific knowledge may sound
like evidence of humility, but in the end it affords great ambition; it
helps him attack some of the grandest philosophical questions around.
In fact, this broad power was one of the first things that attracted
him to his theory. Long before he had found a reversible computer,
even before he had encountered cellular automata, he realized that if
our world was in some sense a simulation, several heretofore unan-
swerable questions could be answered.

For example, there is a paradox that crops up whenever people
think about how the universe came to be. On the one hand, it must
have had a beginning. After all, things usually do: people, movies,
baseball games. Besides, the cosmological evidence suggests a begin-
ning: the big bang. Yet science insists that it is impossible for some-
thing to come from nothing; the laws of thermodynamics forbid the
amount of energy and mass in the universe from changing. So how
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could there have been a time when there was no universe, and thus
No mass or energy?

Fredkin escapes from this paradox without breaking a sweat.
Granted, he says, the laws of our universe don’t permit something to
come from nothing. But he can imagine laws that would permit such
a thing. In fact, he can imagine algorithmic laws that would permit
such a thing; the conservation of mass and energy is a consequence
of our cellular automaton’s rules, not a consequence of all such rules.
Perhaps it is one of these more permissive cellular automata that
governed the creation of our cellular automaton—just as the rules for
loading software are different from the rules running the program
once it has been loaded. Perhaps, in short, our universe was created
by something whose creation is inherently not a mystery.

What's funny is how hard it is to doubt Fredkin when he so
assuredly makes definitive statements about the creation of the uni-
verse—or when, for that matter, he looks you in the eye and tells
you the universe is a computer. This is partly because, given the
magnitude and intrinsic intractability of the questions he is address-
ing, his answers aren’t all that bad. As ideas about the foundations
of physics go, his are not completely out of the ballpark; as meta-
physical and cosmogonical speculation goes, his isn’t beyond the pale.

But there’s more to it than that. Fredkin is, in his own odd way,
a rhetorician of great skill. He talks softly, even coolly, but with a
low-key power, a quiet and relentless confidence, a kind of high-tech
fervor. And there is something disarming about his self-awareness.
He’s not one of these people who say crazy things without so much
as a clue that you're sitting there thinking what crazy things they
are. He is acutely conscious of his reputation; he knows that some
scientists are reluctant to invite him to conferences for fear that he’ll
say embarrassing things. But he is not fazed by their doubts. “You
know, I'm a reasonably smart person. I'm not the smartest person in
the world, but I'm pretty smart—and I know that what I'm involved
in makes perfect sense. A lot of people build up what might be called
self-delusional systems, where they have this whole system that
makes perfect sense to them, but no one else ever understands it or
buys it. I don’t think that’s a major factor here, though others might
disagree.” It’s hard to disagree when he so forthrightly offers you the
chance.
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Still, as he gets further from physics, and more deeply into phi-
losophy, he begins to try your trust. For example, having tackled the
question of what sort of process could give birth to a universe in
which birth is impossible, he aims immediately for bigger game: Why
was the universe created? Why is there something here instead of
nothing?

When this subject comes up, we are sitting in the Fredkins’ villa, a
ten-minute walk, along a stone-and-cement path, from the hotel and
restaurant. It is a nice spread, and probably justifies the $2,000 per
week that people pay for it when the Fredkins aren’t here. The living
area has light rock walls, shiny-clean floors made of large white
ceramic tiles, built-in blond wooden bookcases. There is lots of air—
the ceiling slopes up in the middle to at least twenty feet—and the
air keeps moving; some walls consist almost entirely of wooden shut-
ters that, when open, let the sea breeze pass as fast as it will. I am
glad of this. My skin, after three August days on the island, is
charbroiled, and the air, though heavy, is cool; the sun is going down.

Fredkin, sitting on the white sofa, is talking about an interesting
characteristic of some computer programs, including many cellular
automata: there is no shortcut to finding out what they will lead to.
This, indeed, is a basic difference between the “analytical” approach
associated with traditional mathematics, including differential equa-
tions, and the “computational” approach associated with algorithms:
analytically, you can predict a future state of a system without fig-
uring out what states it will occupy between now and then; but in
the case of a cellular automaton, you must go through all the inter-
mediate states to get to the end—there is no way to predict the future
except to watch it unfold.

This indeterminacy is very suggestive. It suggests, first of all, why
so many “chaotic” phenomena, such as smoke rising from a cigarette,
are so difficult to predict using conventional mathematics. (In fact,
some scientists have taken to modeling chaotic systems with cellular
automata.) To Fredkin, it also suggests that, even if human behavior
is entirely determined, entirely inevitable, it may be unpredictable;
there is room for “pseudo-free will” in a completely mechanistic
universe. But on this particular evening Fredkin is interested mainly
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in cosmogony, in the implications of this indeterminacy for the big
question: Why does this giant computer of a universe exist? It’s
simple, Fredkin explains: “The reason is there is no way to know the
answer to some question any faster than what’s going on.”

I contemplate this statement for a few seconds and then ask if he
wouldn’t mind running it by me one more time. Perceiving that my
confusion is fundamental, he takes another tack. Okay, he says,
suppose, just for the sake of argument, that there is this all-powerful
God. “And he’s thinking of creating this universe. He’s going to
spend seven days on the job—this is totally allegorical—or six days
on the job. Okay, now, if he’s as all-powerful as you might imagine,
he can say to himself, ‘Wait a minute, why waste the time? I can
create the whole thing, or I can just think about it for a minute and
just realize what’s going to happen so that I don’t have to bother.’
Now, ordinary physics says, well, yeah, you got an all-powerful
God, he can probably do that. What I can say is—this is very
interesting—I can say I don’t care how powerful God is; he cannot
know the answer to the question any faster than doing it. Now, he
can have various ways of doing it, but he has to do every goddamn
single step with every bit or he won’t get the right answer. There’s
no shortcut.”

Around sundown on Fredkin’s island, all kinds of insects answer
some sort of call to action and start chirping or buzzing or whirring.
Meanwhile, the wind chimes hanging just outside the back door are
tinkling with methodical randomness. All this music—eerie, vaguely
mystical to begin with—is downright disorienting when combined
with the extremely odd things Fredkin is starting to say. It is one of
those moments, normally reserved for nightmares, when the context
you've constructed falls apart and gives way to a new, considerably
weirder, one. The old context, in this case, was that Ed Fredkin is
an iconoclastic thinker who believes that space and time are discrete,
that the laws of the universe are algorithms, and that the universe
works according to the same principles as a computer. (In fact, he uses
this very phrasing in his more circumspect moments.) The new
context is that Ed Fredkin is this guy who sits around on an island
in the Caribbean believing that the universe is very literally a com-
puter—and that, moreover, it is being used by someone, or some-
thing, to solve a problem. It sounds like a good-news/bad-news joke:
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the good news is that our lives have purpose; the bad news is that
their purpose is to help some titanic hacker estimate pi to nine jillion
decimal places.

Wondering if I have misunderstood, I press Fredkin for clarifica-
tion. So, I ask, you're saying that the reason we're here is that there’s
some being who wanted to theorize about reality, and the only way
he could test his theories was to create reality? “No, you see, my
explanation is much more abstract. I don’t imagine there is a being
or anything. I'm just using that to talk to you about it. What I'm
saying is that there is no way to know what the future is any faster
than running this [the universe] to get to that [the future]. Therefore,
what I'm assuming is that there is a question and there is an answer,
okay? I don’t make any assumptions about who has the question,
who wants the answer, anything.”

- Okay, fine. But I still don’t get it. If the universe is here because
it’s the most direct route to the solution of some computational prob-
lem, then there must be someone, or something, who, or that, set
the thing in motion and is waiting to see what will happen, or died
while waiting, or, after watching us on TV for a few billion years,
got bored and went next door to visit the Coneheads, or something.
Right? The more we talk, the closer Fredkin comes to the religious
undercurrents he’s trying to avoid. “Every astrophysical phenomenon
that’s going on is always assumed to be just accident,” he says. “To
me this is a fairly arrogant position, in that intelligence, and com-
putation, which includes intelligence in my view, is a much more
universal thing than people think. It’s hard for me to believe that
everything out there is just an accident.” This sounds awfully like
the position of Pope John Paul II and Billy Graham, and I convey
this to Fredkin. He responds, “I guess what I'm saying is: I don’t
have any religious belief. I don’t believe that there is a God. I don’t
believe in Christianity or Judaism or anything like that, okay? I'm
not an atheist. . . . 'm not an agnostic. . . . I'm just in a simple
state. I don’t know what there is or might be. . . . But on the other
hand, what I can say is that it seems likely to me that this particular
universe we have is a consequence of something which I would call
intelligent.” You mean that there’s something out there that wanted
to get the answer to a question? “Yeah.” Something that set up the
universe to see what would happen? “In some way, yes.”
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My conspicuous skepticism still bothers him. Look, he says, suppose
you were walking along in a desert and came across a machine with
four wheels, an engine, a transmission, a dashboard, and all the rest—
something that bore a remarkable resemblance to a car. Wouldn’t you
be safe in concluding that it was built by people for the purpose of
getting from one place to another? Well, suppose you came across
a machine that had a sign that said THIS IS A PROBLEM-SOLVING
MACHINE and was whirring away. Wouldn’t you be safe in assuming
that it had been set up to solve some problem and was now doing that?

The universe doesn’t come with a sign attached, I reply, stalling
for time. And then I come up with a better counterargument. When
I was about four years old, I saved every sharp-edged, triangular
rock I came across, confident that they were arrowheads, left over
from cowboy-and-Indian days. In one sense, I was right to call them
arrowheads; they could have performed that function adequately. But
I was ultimately wrong; piercing flesh was never their purpose. They
were just rocks, no more the product of design than the dirt beneath
them. Similarly, it is true that we have a universe well suited to the
function of finding out what the future will be, but that doesn’t mean
it was created for that purpose.

It is obvious from his expression that Fredkin is not bowled over
by this line of reasoning. But I am very proud of it. I am just
beginning to imagine future philosophers winning tenure on the basis
of their astute analyses of “Wright's famous arrowhead argument”
when Fredkin breaks in with his comeback. It's not just that the
universe is finding out the future, he says; it’s finding out the future
by the only method through which the future can be found out. I
don’t see what difference that makes, and Fredkin, rather than press
the point, resorts to the Socratic method. He asks, “What are com-
puters used for in this world?”

“To compute,” I say.

“What do you mean, ‘To compute’? To compute what?”

This would be a good time to break his momentum with defensive
tactics—answering “Asparagus,” for example. But I have long had an
inexplicable desire to please professors, so instead I say, “Answers to
questions.”

He is pleased. “Right, every computer we have is to compute
answers to questions. And I'm saying here’s the biggest computer
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that anybody ever saw. I'm saying its purpose is to compute answers
‘to questions.”

“But that’s a fundamentally teleological view of the universe,” 1
say. This accusation will stop most scientists cold, and often induce
retreat, but Fredkin puts the ball right back in my court: “What do
you mean by that exactly?” I'm not sure whether he disagrees with
me or simply doesn’t know what the word releological means. It
wouldn’t surprise me if the latter was the case: he is generally insen-
sitive to the unwritten rules of scientific conduct, one of which is to
scrupulously avoid even the faintest teleological overtones. In either
event, his question forces me to realize that 'm not sure what the
word means myself. And it is important to be clear on that, because
many, if not most, attempts to attribute any sort of meaning or
purpose to life involve teleology of one sort or another.

Thinkers of a teleological bent have a peculiar habit. When they
hear the word why, they think of the future. For example: Why does
dropped toast seem always to land jelly-side-down? Most of us, and
certainly the scientists among us, would seek the answer in the stretch
of time preceding the toast’s landing: perhaps the laws of aerodynamics
dictate that the toast stabilize in mid-descent with the heavier side
down. But someone teleologically inclined would answer the question
by reference to the stretch of time after the landing: the toast ends
up jelly-side-down so zhat your day will get off to a terrible start.
Dropped toast is a bad example, really. Teleological thinkers are a
fairly roseate group, and they prefer questions such as “Why does
the rain fall?”—to which they can reply, “So that the beauteous
flowers will grow.” Or, “Why did the brains of humans evolve to
such a high level of complexity?” “So that there would be literature
and art and large museums.” Whatever the question, and whatever
the answer, the principle remains the same: according to the scientific
outlook, life is the necessary result of antecedent causes, and history
is thus a pushing process; according to teleology, life is the necessary
antecedent of some ultimate goal, and history is a pulling process.
Actually, this is a fairly strict definition of teleology. In common
use, the word is just loosely associated with purpose. That, in fact,
is why it popped into my mind when Fredkin started talking about
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the purpose of the universe. But when he pressed me for a definition,
I realized that he had come up with a good example of how the
universe could have a purpose without history being a pulling process.
The purpose of the universe, he claims, is to reach some final state,
the solution to some problem, but the final state is not—indeed,
cannot be—specified in advance. Of course, even granting life this
modest degree of significance is enough to incur the suspicion of
many scientists, but it’s probably not enough to sustain charges of
heresy; the idea of God as some prime mover, who wound up the
universe and then let it run, and has kept his, her, or its hands off
ever since, is not irreconcilably at odds with a scientific world view.
At worst, Fredkin could be convicted of one of the lesser degrees of
teleology.



CHAPTER

EIGHT

THE MEANING OF LIFE

On January 7, 1977, Ed Fredkin was sitting in an airliner on the
San Juan runway, hoping that the Eastern Airlines computer had not
seated anyone next to him. It had—Joyce. What struck him first was
how irrationally she was dressed. It was 85 degrees outside, and she
was wearing a full-length winter coat. She had a perfectly good
explanation. After buying it at a thrift store in Massachusetts, she
had brought it home to show to her mother, who subsequently filled
the suitcase space reserved for it with baked goods.

Joyce, then twenty, was crossing a threshold. She had just settled
some long-festering issues with her father, finally extracting some
acknowledgment of her autonomy, and was on the verge of graduation
from Bentley College. This left her with lots of decisions to make,
and Fredkin, being a successful businessman, was well positioned to
. give advice, which he did. A few days later Joyce told her girl friend
about the nice man who had talked with her all the way from San
Juan to Boston and given her a ride home in his station wagon. Station
wagon? “My girl friend said, Aha, a wife, three kids, and a dog. And
I said, Gee, I never thought of that—plus, I'm not interested in him
that way.” Nonetheless, “next time I met him I said, I have questions
to ask you, three questions. I said, One, are you married? He said,
Yes. Two, are there kids? Yes. Three, what are their ages? Eighteen,
sixteen, and fourteen, or something like that. And then I said, Then
what are you doing here with me? And he said, I don’t know.” This
answer made a favorable impression on Joyce. “He was honest. He
didn’t say he wasn’t married or anything like that.”

The ensuing divorce took half of Fredkin’s assets. This left him
with millions of dollars, but marriage to Joyce wasn’t an exercise in
frugality. In addition to her appetite for travel and clothes, there was
the island. It had never shown a profit and had been closed for years,
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but Fredkin reopened it and handed its management over to his new
wife, who was fascinated by the idea of turning it into a money-
maker. The last time I talked to her, she still was, because doing it
was still a mystery. “If it weren’t for this property,” she said, “we
would be extremely wealthy.”

A few years into the marriage, Fredkin invested about three quar-
ters of a million dollars in the Three Rivers Computer Corporation,
a financially needy start-up firm that was building a new computer
for engineers, and became chairman of its board. With that much at
stake, he began working very long weeks and virtually living in
Pittsburgh, the company’s home. (While there he served as visiting
professor at Carnegie-Mellon University, delivering six lectures on
such subjects as robotics, digital physics, and the algorithm to save
the world; it was the only way Joyce could qualify for admission to
two graduate business courses she wanted to take.) Fredkin plucked
Three Rivers from the brink of ruin, but this proved only a reprieve;
the company died an agonizing death.

Lest his assets fall into the low millions, Fredkin continues to work
on a variety of commercial enterprises. He has invested time and
money in Encore Computers, which makes supercomputers. He con-
sults for the Carnegie Group, an artificial-intelligence company. And
he occasionally goes to Russia to talk about selling personal comput-
ers. His theory sits in the closet, collecting dust.

This is not the way Fredkin planned things. In 1974, upon re-
turning to MIT from Caltech, he was primed to revolutionize science.
Having done the broad, conceptual work (concluding that the uni-
verse is a computer), he would leave it for others to take care of the
details—to translate the differential equations of physics into algo-
rithms; to experiment with cellular automaton rules and glean the
most elegant; and, eventually, to discover the rule, the single law that
governs every bit of space and accounts for everything. “He figured
that all he needed was some people who knew physics, and that it
would all be easy,” Margolus recalls.

One early obstacle was Fredkin’s reputation. “I would find a bril-
liant student, he’d get turned on to this stuff and start to work on it.
And then he would come to me and say, I'm going to work on
something else. And I would say, Why? And I had a few very honest
ones, and they would say, Well, I've been talking to my friends about
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this and they say I'm totally crazy to work on it. Ill ruin my career.
... I'll be tainted forever.” Such fears were not entirely unfounded.
Fredkin is one of those people who arouse either affection, admira-
tion, and respect, or dislike and suspicion. The latter reaction has
come from a number of professors at MIT, particularly those who
put a premium on formal credentials, proper academic conduct, and
not sounding like a crackpot. Fredkin was never oblivious to the
complaints that his work wasn’t “worthy of MIT,” nor to the move-
ments, periodically afoot, to sever, or at least weaken, his ties to the
university. Neither were his graduate students.

Fredkin’s critics finally got their way. In the early 1980s, while he
was president of Boston’s CBS TV affiliate, someone noticed that he
wasn’t spending much time around MIT and dredged up a university
rule limiting outside professional activities. Fredkin was finding MIT
“less and less interesting” anyway, so he agreed to be designated an
adjunct professor. As he recalls the deal, he was going to do a
moderate amount of teaching and be paid an “appropriate” salary.
But he found the size of the checks insulting, declined payment, and
never got around to teaching. Not surprisingly, he was not reap-
pointed adjunct professor when his term expired in 1986. His duties
as head of the information mechanics group—which he had for years
discharged only sporadically—were formally given to Toffoli, who
had been serving as the group’s de facto director.

Fredkin despairs, these days, of vindication. He believes that most
physicists are so immersed in their kind of mathematics, and so
uncomprehending of computation, as to be incapable of grasping the
truth. Imagine, he says, that some twentieth-century time traveler
visited Italy in the early seventeenth century and tried to reformulate
Galileo’s ideas in terms of calculus. Although it would be a vastly
more powerful language of description than the old one, conveying
its importance to the average scientist would be nearly impossible.

There are times when Fredkin breaks through the language barrier,
but they are few and far between. He can sell one person on ore idea,
another on another, but nobody seems to get the big picture. It’s like
a painting of a horse in a meadow. “Everyone else only looks at it
with a microscope, and they say, ‘Aha, over here I see a little brown
pigment. And over here I see a little green pigment. Okay. Well, I
see a horse.”
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There is a glimmer of hope. Fredkin’s attempt “to make computers
and physics like each other” has succeeded, if not exactly in the way
he originally intended. Comparing a computer’s workings and the
laws of physics turned out to be a good way to figure out how to
build a very efficient computer—one that harnesses the laws of phys-
ics with great economy. Thus have Toffoli and Margolus designed
an inexpensive but powerful cellular automata machine, the CAM 6.
The “machine” is actually a circuit board that, when inserted into a
desktop computer, permits it to orchestrate visual complexity at a
speed that can be matched only by general-purpose computers costing
hundreds of thousands of dollars. Since the circuit board costs only
around fifteen hundred dollars, this engrossing machine may well
entice young scientific revolutionaries into joining the quest for The
Rule. Fredkin speaks of this possibility in almost biblical terms. “The
big hope is that there will arise somewhere someone who will have
some new, brilliant ideas,” he says. “And I think this machine will
have a dramatic effect on the probability of that happening.”

But even if it does happen, it will not ensure Fredkin a place in
scientific history. After all, he is not really on record as believing that
the universe is a computer. Although some of his tamer insights have
been adopted, fleshed out, and published by Toffoli or Margolus,
sometimes in collaboration with him, the closest thing to a published
version of the theory of digital physics is the book Calculating Space,
by Konrad Zuse, a German computer scientist whose parallel think-
ing on the subject did not come to Fredkin’s attention until the late
sixties (at which time he had the book translated into English).

Fredkin’s rationale for not publishing has to do with, of all things,
lack of ambition. He’s just “not terribly interested. A lot of people
are fantastically motivated by publishing. It’s part of a whole thing
of getting ahead in the world.” Margolus has another explanation:
“Writing something down in good form takes a lot of time. And
usually by the time he’s done with the first or second draft, he has
another wonderful idea that he’s off on.”

These two theories have merit, but so does a third: Fredkin doesn’t
write for academic journals because he doesn’t know how. His erratic,
hybrid education has left him with a mixture of terminology that
physicists don’t recognize as their native tongue. Further, he is not
schooled in the rules of scientific discourse. He seems unaware of the
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teleology taboo, and just barely aware of the line between scientific
hypothesis and philosophical speculation. He is not politic enough to
confine his argument to its essence: that time and space are discrete,
and the state of every point in space at any point in time is determined
by a single algorithm. In short, the same odd background that allowed
Fredkin to see the universe as a computer prevents him from sharing
his vision. If he could talk like other physicists, he might see only
the things they see.

Ivs my last morning on the island. Ed and I are sitting in the
restaurant, on a thin stretch of floor between the end of the bar and
the ocean, engaging in a psychological struggle: we have conflicting
ideas about how to spend our final conversation.

For his part, Ed is trying to make sure I don’t leave the island with
the wrong impression. He’s been thinking about that lunchtime con-
versation, and he wants to stress that his childhood was more than
domestic combat and social isolation. Arguing with his father was
actually sort of fun—*like a sport.” Granted, “my father would some-
times get very competitive in this thing—he had to win no matter what.
But there was a very positive aspect to it, too. It was a great intellectual
stimulus.” And his father often challenged him with mathematical
puzzles: “The teakettle was twice as old as the pot was when the pot
was seven years older than the teakettle is now”—that kind of thing.

For my part, I'm trying to extract from Ed Fredkin the Great
Quote—the kind of pithy self-summary or unwittingly symbolic ob-
servation that you could use to end a story about a man who thinks
the universe is a computer.

There is a subplot, too, a more subtle tension between Ed and me.
It has to do with the dark clouds approaching from the eastern
horizon. My flight from Virgin Gorda to San Juan leaves in a few
hours, and if things get stormy, Ed won’t be able to fly me to Virgin
Gorda. I could stay another night, but at $130 a pop, I'd just as soon
not, even though meals are included. So I'm hoping the storm will
blow over. Fredkin is hoping it won’t—not so he can spend another
day with me (he was delighted to hear last night that 'm almost out
of cassettes) but because the island is parched; the water tank is
running low.
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My questions, meanwhile, are failing. The Great Quote is nowhere
to be found.

I ask him if there’s any connection between thinking big thoughts
(such as, the universe is a computer) and doing big things (such as
starting a company). Well, yeah, sort of, in a way, he guesses.

Who are Ed’s heroes? At various times: Einstein, Bertrand Russell,
Leibniz, FDR.

Would he trade all his money to see his ideas vindicated? “What
you’re asking me is would I trade my material wealth, which doesn’t
mean a lot to me, for the rest of the world knowing about my ideas
what I already know about them?” He’s right: it was a dumb question.

I've decided to go after the teleology angle. This is my natural
inclination, really; I find teleology tempting. I have a basically sci-
entific world view, and it seems to basically work, but it isn’t, by
itself, very reassuring. Personally, I don’t like the idea that we're
mere specks in a universe indifferent to our fates. Any hint that life
has some meaning, evolution some purpose, would be refreshing.

Correct me if 'm wrong, I say, but “in your view, the reason all
of this has happened, the reason you own this island, everything, is
because something set out to solve a problem by simulation—right?”
Well, he replies, it’s misleading to focus on him, or on any one person,
or on people generally. “I think that we’re probably incidental to the
problem and the solution, because you have to look at where did it
put its resources? It put its resources in the galaxies and stars.”

In one sense, he’s right. There is more sheer energy tied up in
stars than in humans. But aren’t humans a little more complex than
stars? Wouldn’t it be easier for the great hacker in the sky to find an
algorithm that simulated stars burning than to find one that simulated,
say, the greater Los Angeles area at rush hour? In other words, aren’t
there more conceptual resources tied up in humans than in stars? With
this idea vaguely in mind, I say, “But in a sense one of the most
interesting things to happen is us.”

Ed doesn’t find my observation thought provoking. “So we say,” he
says. “There may be more interesting systems than you know. Who
knows what's going on inside a star? . . . The idea that everything we
see there is a total, natural, random piece of junk, and we're the only
ordered stuff around, is very farfetched. So I believe that there’s some-
thing much more complex about stars and galaxies than is recognized.”
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How uplifting: there’s little, if any, real purpose in our lives, but
there may be a lot inside the sun.

Here’s my last attempt to find philosophical contentment through
Ed Fredkin: Doesn’t he find it interesting that now, billions of years
after the birth of the universe, we have come along and created these
machines that are little replicas of it? Isn’t there something a little
weird about that? Doesn’t it suggest that someone or something planned
this whole thing, rather than just setting it in motion with no clear
idea of what would happen?

No dice. Fredkin doesn’t believe that this is the first time com-
puters have turned up on earth; life is itself a kind of computer. DNA
works much like a cellular automaton, and pretty much everything
between DNA and the computer also runs on information. “Now,
the nervous system of an animal is another information-processing
thing, just the nervous system that sends messages back and forth
for simple kinds of sensations and so on. That’s the second level.
And then the intellectual level is yet another level. And then with
our intellect, when we make books and paper and do algebra and so
on, that’s yet another level of information processing. The computer
is yet another level. And then within the computer we get different
levels.” Moreover, he adds, society as a whole is an information-
processing system. A nation’s economy, and the world’s economy,
are flows of money, and money is just a record—information about
people’s assets. Your position in line at the local theater, similarly, is
information about how long you’ve been standing there and when
your turn will come. “So it’s not true that there is just the computer,
and we say, ‘Gee, physics has reappeared up there.’” Rather, physics
reappears all over; just about every level of existence is information.
That’s what the universe is made of, after all.

This answer assures me of one thing, at least: it’s time to leave
Fredkin’s island; I’'ve heard all this before.

The rain is coming, sweeping across the ocean as a solid sheet of
fine roughness. It is a hundred yards away, fifty, ten, right on top of
us, banging down on the corrugated steel overhead. Ed is exultant.
He peers out eastward and spots a source of even greater gratification.
“There’s some heavier rain coming across,” he says. He does some
mental calculating and adds confidently, “It will be here in about two
minutes.”
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Joyce walks up to the table. She and Richard have been swimming
over at Honeymoon Beach, which is hidden in a beautiful little cove
on the island’s west side, and they barely made it back before the
rain began. Ed is happy that Joyce got Richard to swim and asks
how he did. He did fine.

Suddenly there’s no more pounding. Ed looks out at the ocean
with irritation. “The main rain went over to Virgin Gorda, dammit.
That’s only a couple of hundred gallons.”

On the brighter side, now I won’t miss my flight.

Ed, as always, reads the pilot’s checklist, confirming that all the up
switches are up and the down switches down. “Okay, passenger
briefing.” He points behind my seat without looking up. “Back pocket
has your life jacket.” He looks at the ground around the plane.
“Switch on!” he yells, just in case anyone is standing unseen near
the propeller. “Clear!” The engine starts, the propeller turns. He
taxies the plane down a concrete ramp no bigger than a two-car
driveway and into the water, then accelerates against the ocean’s
grain. After pounding across a couple of dozen waves, we are air-
borne. Still stalking the Great Quote, I try to elicit a retrospective
appraisal of his life. It’s generally negative: “I don’t think I've done
as well as I could have, certainly. I should have gone the regular
route and gotten my Ph.D. and worked like a demon.”

Should I point out that, by his own analysis, if he had gone the

regular route, he wouldn’t know that the universe is a computer? No.
What's the point of arguing with him? He’s just like his father.
Instead, I toss out my standard lull-in-the-conversation query. “I have
one more question,” I yell over the engine noise. “What is the meaning
of life?” He doesn’t miss a beat. “It has to do with intelligence and
-information and all that,” he yells back. “I think our mission is to
create artificial intelligence. It’s the next step in evolution.” I write
this down on a three-by-five index card, to be filed for future refer-
ence.
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CHAPTER

NINE

WHAT IS INFORMATION?

Forty years ago, if a person said “damn,” you could safely infer that
something had gone really wrong. The word was reserved for things
like stubbed toes, missed trains, and the discovery that a spouse had
somehow accumulated matchbooks from several dozen local motels.
Then people started using it for lesser occasions: running out of milk,
missing the first five mintues of Perry Mason. As damn was thus
diluted, its original function was assumed by shiz. Damn became the
equivalent of darn, which then faded out of the picture altogether.
By the end of the 1970s, though, shit, too, had fallen prey to overuse.
In its place came various crude references to sex, and eventually even
these expletives became commonplace. The search for alternatives is
well under way and has yielded great bursts of creativity. But mean-
while, in mainstream America, far from the cutting edge of profanity,
the crisis grows: it is getting harder and harder to vent deep anguish.

At work here is a general principle: any word or phrase used too
loosely loses meaning. Thus, wonderful, fantastic, and awesome—which
at one time had specific and separate meanings—now mean merely
“very good.”

The weakening of words through overextension is a particular
danger in academia. Scholars, by their nature partial to powerful
concepts and thus to broadly applicable terms, sometimes end up
spreading them invisibly thin. Among the words now on the endan-
gered-terminology list are information and a handful of allied words
like message.

Even in popular parlance these terms have run the risk of excessive
application for some time now. At the turn of the century they already
referred to everything from classified ads to love letters, and they
have since expanded to encompass the eleven o’clock news and junk
mail. But more striking than the growing number of technological
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things that everyone puts under these labels is the growing number
of biological things that scientists put there. This century, as human
societies have spent more and more time making information, and
making things that make information, more and more scientific em-
phasis has been placed on the information that makes people, and the
information that is people—and, indeed, the information that makes,
and is, all living things.

In 1901 epinephrine (also known as adrenaline) was isolated, and
there followed the incremental discovery of how richly it and other
hormones supplement the nervous system as conveyers of regulatory
“messages,” and of how discriminately cells “interpret” such mes-
sages. Then, in the 1950s, the structure of deoxyribonucleic acid was
discerned. As its mechanisms of replication came to light, biologists
began talking about the “transcription” of DNA into RNA (ribonu-
cleic acid) and the “translation” (via the genetic “code”) of “messenger”
RNA into amino acids. The proteins that those amino acids constitute
were termed the “expression”—even the “meaning”—of the genetic
“instructions.” This invasion of biology by the language of language
appears to be far from finished. A pharmacologist at UCLA recently
proposed the creation of a new discipline: “pharmacolinguistics.”
Niels K. Jerne, upon accepting the 1984 Nobel Prize in Medicine,
delivered a lecture called “The Generative Grammar of the Immune
System.” Ed Fredkin hasn’t convinced many people that the sub-
atomic world consists of information, but his belief that information
pervades all organic levels of organization appears to be catching on.

The possibility that information is a fundamental biological con-
cept is exciting. It has long been an important concept in economics,
sociology, and social psychology, and it would be nice to see the
natural and social sciences speaking the same language for a change.
But before getting too excited, we should make sure that information
hasn’t gone the way of damn and awesome—lost all meaning through
loose use. What, after all, do DNA, insulin, and neurotransmitters
have to do with tax forms, telegrams, and the utterance “partly cloudy
with a chance of rain”—or, for that matter, with each other? What
one thing does the word information mean?

This question is not to be trifled with. For all its superficial sim-
plicity, it is deeply messy. In fact, just to get to a point where we
can mull it over without making fools of ourselves, we have to return
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briefly to the realm of physics for a crash course in the second law
of thermodynamics and its conceptual offspring, entropy. But that is
all right, because there are other reasons to become conversant in
entropy. One is that such conversancy is chic. Many people in Cal-
ifornia and Colorado who used to sit around talking about the striking
parallels between quantum mechanics and Eastern philosophy now
talk about the striking paradox posed by life’s stubborn persistence
in the face of the second law’s nihilistic sweep. The second law is
even a fashionable literary motif. It plays a leading thematic role in
Thomas Pynchon’s novel The Crying of Lot 49, and has been picked
up by enough other writers to make Pynchon something of a guru
within the genre. In fact, his reputation as an entropy expert was
approaching mammoth proportions when, in 1984, he admitted that
he really didn’t know much about it. “Do not underestimate the
shallowness of my understanding,” he warned in a preface to an
anthology that included “Entropy,” a short story he had written in
1959. “Since I wrote this story I have kept trying to understand
entropy, but my grasp becomes less sure the more I read.”

There’s your second law: slippery. But it is worth trying to grasp—
not just because Pynchon and all those people in California and
Colorado are trying to grasp it, but because they are exercising sound
judgment in doing so. The second law truly warrants the effort of
apprehension. It is at once a straightforward and a subtle idea, de-
pressing and uplifting. In it lies a good portion of what science has
to say about the meaning of life.

In one of its several incarnations, the second law states that, gener-
ally, structure decomposes: dirt clods disintegrate; clouds of gas dis-
sipate; hot spots and cold spots fade into one lukewarm blob. The
amount of entropy in the universe—the randomness, the disorder—
never decreases, and just about every time anything happens, it in-
creases. ~

To make matters worse, the amount of usable energy declines as
entropy grows. The reason is that energy, for people to get a grip on
it, has to reside in structure; a nice, distinct, hot body, such as the
core of a nuclear reactor or the base of a car’s cylinder, is useful
because the heat can be harnessed as it spontaneously spreads up and
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out. Once all the spreading out is done, there is nothing left to be
harnessed. The energy’s structure has disappeared, a victim of the
second law. To be sure, the energy still exists; the heat that was once
so neatly concentrated is now spread thinly, more or less randomly,
over surrounding space. But this thinness renders it useless; heat you
can’t get ahold of is wasted heat. So one way of looking at the second
law of thermodynamics is as another good-news/bad-news joke, ex-
cept in reverse. The bad news is that in a jillion or so years, after
the second law has taken its entire toll, the universe will have no
form whatsoever: no stars, no planets, no mountains, no trees, no
us—ijust a featureless expanse of low-grade energy. The good news
is that we'll be better off dead anyway, since there won’t be any way
to keep our TVs running.

One common misconception about the second law is that evolution
violates it. Life, the flawed argument begins, not only preserves
structure but multiplies it, giving rise to ever more elaborately or-
dered organisms, from bacteria through earthworms all the way up
to people, who in turn produce castles, cathedrals, and shopping
malls; since the second law generally erodes structured things, it
must, in the realm of life, be suffering at least a temporary setback.
The problem with this logic is that the second law applies only to
isolated, “closed” systems. The system of life is open; it receives
energy from external sources (the sun, bacon cheeseburgers, and other
low-entropy things) and is free to expel high-entropy waste products
into other open systems, such as sewers. While it is true that a
growing dog or cat or person, by developing coherently structured
organs, is increasing the amount of order in the immediate vicinity
of its spinal column, this gain is more than outweighed by the disorder
the organism discharges into its environment. And eventually that
disorder will catch up with us, assuming the universe isn’t plugged
into some infinite power supply and doesn’t drain into an ever-
expanding cosmic dumpster. It appears, in short, that we are all
unwitting accomplices of the second law of thermodynamics. Like
people sinking in quicksand, we doom ourselves more surely as we
struggle more vigorously.

But look at the bright side. Even if living things don’t violate the
second law, they do represent token resistance to it. By coexisting
with a law that is generally opposed to coherence, they embody, at



WHAT IS INFORMATION? 87

least, a bit of irony, which is more than can be said for most other
collections of molecules. If we don’t defy the letter of the second law,
we certamly defy its spirit.

But this is getting ahead of the story.

By the turn of the twentieth century, scientists had a fairly solid
understanding of entropy. They knew it was disorder, they knew it
lacked useful energy, and they knew it was gaining on them. They
even had a precise mathematical definition of it, one that endures to
this day, couched in symbols that evoke vague but distinctly uncom-
fortable memories of trigonometry and calculus. Then something
strange happened: thermodynamics intersected with the study of
information.

In 1948, Claude Shannon, an engineer at Bell Laboratories, pub-
lished a paper called “The Mathematical Theory of Communication.”
Shannon’s aims were practical. He wanted to know, for example,
how engineers can encode information so that it resists erosion by
the white noise encountered in telephone lines. Such analysis called
for the formulation of general laws of information transmission, and
this, in turn, called for a good working definition of information. So
Shannon invented one. The odd thing about his definition was that,
when translated into mathematical symbols, it bore a striking resem-
blance to the definition of entropy. In fact, the two were identical.

Interpretations of this fact differed, and they still do. Some people
think it a remarkable coincidence with uncanny overtones; to disap-
pear beyond the horizon in search of a definition of information and
then stumble onto a formula from already charted terrain seems
almost like voyaging to a virgin planet and finding a Burger King.
But really, the “coincidence” isn’t all that astounding. With even a
general understanding of how Shannon defined information, and of
how physicists had defined entropy, the necessity of the convergence
becomes clear.

Shannon’s definition said, in essence: the more uncertainty there
is about the contents of a message that is about to be received, the
more information the message contains. Shannon is not talking here
about the meaning of the information—he astutely avoided this treach-
erous subject—but about the symbols in which the meaning is en-
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coded. If you're receiving Morse code, the first dot or dash to come
over the wire carries a trifling amount of information, since you
were certain it would be one of the two. (Assuming the two are
equally likely, the one that does appear carries one “binary unit,” or
“bit,” of information.) But if you’re watching an Associated Press
news story arrive at a teletype machine, the first letter carries much
more information, since it could have been any of twenty-six sym-
bols, and you were commensurately uncertain about its identity.
This idea of quantifying information in proportion to uncertainty
seems to have perfectly reasonable implications. It takes more than
one dot or dash per letter to represent the alphabet in Morse code,
and naturally a letter contains more information than any one of
its constituents.

Entropy, as defined by the end of the nineteenth century, also
centered on the idea of uncertainty. In a highly ordered, low-entropy
system—such as, say, a glass of pure water—there is very little
uncertainty as to what any tiny little region would look like if im-
mensely magnified; there would be lots of H,O molecules floating
around. But a system higher in entropy, like a mud pie, does not
admit to such certainty; the knowledge that it is a mud pie doesn’t
enable you to confidently guess the identity of any one molecule,
because mud consists of lots of kinds of molecules, all mixed up.

Given the centrality of uncertainty in the definitions of information
and entropy, the mathematical resemblance between the two should
not be surprising. If you still find it even moderately puzzling, imag-
ine that you are on a game show called Name That Molecule. You are
standing there, in front of a home audience of millions, staring at a
mud pie. To win the Winnebago, you have to guess what kind of
molecule is going to be randomly selected from the mud pie by a
blond woman with a large and persistent smile. Her announcement
of the molecule’s identity is, in Shannon’s terminology, the message
you are waiting for, and the fact that you are so uncertain about it
means that it has a high information content. This fact also means
that the mud pie is fairly high in entropy. If you had to guess which
molecule would be selected from a glass of pure water, a system much
lower in entropy, you would be certain of winning the Winnebago,
and could await her announcement calmly; it would not contain any
new information. The lower the entropy, the less information there is.
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Actually, you can look at the whole thing in exactly the opposite
way, too. You can say that the low-entropy, highly ordered system has
a lot of information—or, at least, a lot of conspicuous information; just
by looking at the glass of water you can “read” every message that
could originate from it. In other words, there is lots of microscopic
information (“H,O molecule, H,O molecule, H,O molecule . . )
embedded in its macroscopic description (“glass of pure water”). The
mud pie, on the other hand, carries little conspicuous information; no
sequence of molecules can reliably be deduced from the description

“mud pie.”

So, really, information can be equated with entropy or with the
negative of entropy. It is a matter of personal preference. Each con-
vention makes sense in its own way, and so long as scientists remem-
ber which one they’re using, either will work. The important point
is that, regardless of whether a negative or positive sign is attached
to the string of symbols representing information, it is identical to
the string representing entropy, because both are quantifications of
uncertainty.

Shannon himself sometimes spoke of information as entropy, but
Norbert Wiener, who independently formulated the same definition
of information at roughly the same time, lent his weight to the
alternative convention. In the introduction to his book Cybernetics, he
wrote: “Just as the amount of information in a system is a measure
of its degree of organization, so the entropy of a system is a measure
of its degree of disorganization; and the one is simply the negative of
the other.” This convention has since gained ground, particularly
among laymen. Popular books and magazine articles on information
theory, cybernetics, and related areas of cosmic speculation com-
monly equate information with order and, by loose inference, with
any sort of structure or form.

One notable thing about this equation is how far it is from being
new. The first definition of inform in the Oxford English Dictionary is
“to give form to, put into form or shape.” The OED’s earliest example
of the word’s use in that sense comes from 1590, when Edmund
Spenser wrote in The Faerie Queene about “infinite shapes of creatures

. informed in the mud on which the Sunne hath shynd.” Only
metaphorically did #nformation come to have anything to do with
communication; to “inform” a mind or a belief or a decision was to
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impose form on it, bring ordered knowledge to it. Thus, Joseph
Butler, a minister, could write in 1736 of “our reason and affections,
which God has given us for the information of our judgment and the
conduct of our lives.” And Thomas Jefferson could write in 1813 of
having read a book “with extreme satisfaction and information.”

Notwithstanding its etymological resonance, the equation of infor-
mation with form does not quite meet our present needs; though well
suited to the purposes of Claude Shannon and Norbert Wiener, it
has shortcomings when construed as a definition of the kind of infor-
mation we're interested in. Granted, it is true that the things we call
information do have form. The patterns of ink in newsprint and the
sound waves in “Hello” are well defined. The molecules of hormones,
too, are distinctly structured. Even smoke signals have more form
than garden-variety smoke. But these facts have little to do with
Shannon’s technical definition of information; they merely reflect the
fact that anything serving as a signal must have structure of some sort,
since it has to stand out from its background in order to be per-
ceived—whether by a person or a cell or some other living thing.
(Shannon did address the necessity of structure in signals, but not in
the same train of thought that led to his definition of information.)

Besides, even if—for whatever reason—everything we call infor-
mation does have form, it is hardly true that all form qualifies as
information. Take a brand-new tire, for example. It has form, and it
has, in its macroscopic description (“new tire”) lots of microscopic
information (“rubber, rubber, and more rubber”). Still, is a tire in-
formation? There are people who would say so with a straight face.
There are professors of physics who would pat the tire warmly and
say, “That’s a lot of information you're looking at there.”

These people are not of much help to us. For their purpose, it
may make sense to equate information with order. But their purpose,
really, is not so much to analyze information as to analyze order; the
kind of information they talk about in pursuit of this purpose—
“physicist’s information,” it might be called—is not the kind we’re
interested in. We're interested in “real-life information”—information
used by organisms (including us), whether internally or externally.

Another way of making the same point is to say that the kind of
information physicists talk about—the kind found in glasses of pure
water and new tires—doesn’t function as information in the conven-
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tional sense of the term (except, maybe, when physicists are sizing it
up). What we’re looking for is a definition of information that isolates
those things which, in the course of their daily business, do function as
information. A tire is not functioning as information when it is rolling
down I-95, but a newspaper is functioning as information when it is
being read. DNA and hormones, similarly, routinely serve as infor-
mation—or, at least, so we are told by the people who assure us that
information is indeed what they are. If we can find a definition of infor-
mation that encompasses DNA and hormones, and newspapers and
radio waves, and doesn’t encompass a lot of junk, like tires, we will have
reason to believe these people. For now, all we can say is that form is a
necessary but not nearly sufficient criterion for real-life information. -

As it turns out, even the search for a more discerning definition of
real-life information involves entropy and the second law of ther-
modynamics. In fact, it involves the most famous example of the
second law around: Maxwell’s Demon.

Maxwell’s Demon is the brainchild of James Clerk Maxwell, the
Scottish physicist who articulated the unified electromagnetic theory,
which showed electricity and magnetism to be different faces of a
single force. The demon appeared in a letter from Maxwell to fellow
physicist Peter G. Tait in December of 1867 and four years later in
Maxwell’s book, Theory of Heat. Maxwell imagined the existence of
two adjacent vessels—something like mouth-to-mouth mayonnaise
jars—separated by a partition with a sizable hole in it. The second
law of thermodynamics, Maxwell noted, states that if one of these
two vessels is filled with hot gas and the other with cool gas, their
temperatures will converge; through random motion, energetic, fast-
moving molecules on the hot side will dart across to the cold side,
while languid, slower molecules meander from the cold to the hot
side, until the average molecular velocity is the same on both sides
of the boundary and entropy is at 2 maximum. Once in this state of
thermal equilibrium, the gas cannot—or, at least, is staggeringly
unlikely to—divide itself into a hot half and a cold half. That, after
all, would amount to the spontaneous emergence of order from chaos
and of usable energy (in the form of a distinct, hot region) from
useless energy. Both of these the second law frowns on.
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But suppose, Maxwell wrote, that a “demon” were inside the
apparatus, manning the passage between vessels A and B. And sup-
pose he had sharp vision and very quick reflexes. When a slow
molecule approached the hole, he could cover it by closing a tiny
door with idealized, frictionless hinges. When a fast molecule ap-
proached, he could uncover it. Maxwell wrote: “He will then, without
expenditure of work, raise the temperature of B and lower that of A,
in contradiction to the second law of thermodynamics.”

It is tempting to forgo careful thought about Maxwell’s idea and
opt instead to make fun of it. After all, there are no demons. And
even if there were, any such creature, however tiny, would, like all
other forms of life, suffocate or starve to death if left long enough
inside a closed chamber. Upon the demon’s death, entropy would
start to grow again, and the system would return to thermal equilib-
rium. And, for all we would know, the temporary decline in entropy
would have been due somehow to the import of order and energy in
the form of the demon. In short, sticking a little man into the exper-
iment is cheating.

To be sure, Maxwell could respond to such criticism by asserting
that the demon, being a demon, was no ordinary creature and could
survive without oxygen and food. And you can’t argue with him
there. Obviously, anything endowed with divine powers could violate
the second law of thermodynamics. And if cows had wings . . .

Needless to say, this kind of ridicule is unfair. Maxwell was, like
all of us, a prisoner of the times. His thought was hemmed in by the
science and technology of his day. Back then, it was impossible to
describe with any precision what was going on inside the demon’s
head. At its most concrete, thinking was thought of as something
somehow physical that happens inside the black box known as the
brain. At its least concrete, it was considered an immaterial process,
an exercise of pure mind, immune to the laws of physics. Information,
the stuff of thought, seemed similarly ethereal; it was something that
passed invisibly from the outside of the black box to the inside, where
it underwent some sort of convolutions.

In the decade after Maxwell wrote about the demon, the telephone
would be patented, and in the following century the computer would
come to life. Increasingly, scientists would see information acquisi-
tion, processing, and transmission as fundamentally physical pro-
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cesses, involving the motion of electrons, sound waves, and the like—
and thus involving matter and energy. The demon would then be
ready for careful scrutiny. And he would not fare well.

In essence, what the demon is doing is acquiring information about
which molecules are fast and which are slow, and storing it by
permanently separating the two. He takes microscopic information—
which comes to him in the form of photons, the particles of light that
bounce off the molecules and into his eyes—and turns it into mac-
roscopic information: two different vessels, one labeled “hot, fast
molecules” and the other labeled “cold, slow molecules.” Maxwell
had implicitly assumed that this valuable information—information
that permits a system to swim against the tide of entropy—could
come for free, with no expenditure of energy. But twentieth-century
analysis revealed that it could not; somewhere in the course of all the
shuffling around of information the demon has to pay a price.

Opinions differ on where, exactly, the price has to be paid. Some
people say that at least part of it must be paid very early. Since the
system is closed (in accordance with the requirements of the second
law), light cannot enter from outside, they note; the two mayonnaise
jars are painted black, and the demon, just to see the molecules, will
have to bring his own flashlight, batteries included. As the flashlight
dissipates energy, it will increase the entropy, even as the demon is
fighting furiously to do exactly the opposite.

This analysis has been widely accepted for a long time, but now a
growing number of knowledgeable people consider it mistaken. In
recent years, careful thinking about the physics of computation—the
same line of thought, in fact, that led Fredkin and Charles Bennett to
their reversible computers—has led them to the conclusion that it is
not, strictly speaking, in acquiring information about each molecule
that the demon uses energy. Rather, it is in erasing the memory of each
molecule to make room in his brain for the next observation; as all
reversible-computation buffs know, it is in the /oss of information that
energy gets dissipated and entropy created. And if the demon tries to
dodge this fact by bringing in a huge brain with lots of memory space,
then that space, originally in pristine, highly ordered condition, like a
blank slate, will be gradually messed up by the memories registered
on it. This growth of cerebral entropy, Bennett has written, outweighs
any shrinkage of entropy elsewhere in the vessel.
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This revision is of largely academic interest. It doesn’t change the
moral of the story as conventionally formulated: the demon cannot,
all told, reduce entropy. And it doesn’t change the more specific
moral of the story that we are interested in: to create even the i/lusion
of entropy reduction—to pile up lots of order in one place while
sweeping disorder under the rug—the demon must process infor-
mation. In the end, there is no escape from the second law, and it
takes information even to buy time.

"T'his moral suggests a second stab at a definition of real-life infor-
mation. Apparently, information not only Abas structure; it is a pre-
requisite for the creation of structure—and for its preservation It
doesn’t merely embody order; it advances order and maintains it.
Information lies not just in form; information lies in formation. It i is
the stuff that leads the fight against the spirit of the second law.

This definition has some intuitive appeal. Lots of things commonly
called information do help create or preserve order. DNA certainly
seems to qualify, and hormones help keep organisms functioning in
an orderly manner. At the social level, too, order is imposed by all
sorts of information: speed limit signs, movie listings, a drill sergeant’s
barking. And these examples are not as metaphorical as they may
sound. Populations of cars and moviegoers and soldiers, like popu-
lations of molecules, can be analyzed quantitatively; we can figure
out how much information about their “microscopic” states can be
inferred from a simple “macroscopic” description. Thus, in knowing
that a battalion of soldiers is neatly arrayed on the parade grounds,
we are calculably more certain about each individual soldier’s location
than we are in knowing that they are milling around somewhere on
the base. A more subtle, but nonetheless genuine and theoretically
quantifiable, kind of order lies in the smooth flow of cars that traffic
signals maintain. Movie listings, similarly, lead to the orderly assem-
bly of people at a prearranged place and time.

All of this notwithstanding, some things we call information don’t
lead to order. Try, for example, yelling “Fire!” during a movie. Or
try doubling the numbers on all speed limit signs and changing all
stop signs to yield signs. Apparently, the stuff we commonly call
information can lead to order but can also lead to chaos.
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So these two aspects of real-life information—its “form” and its
“formative power”—do not quite amount to a definition of it, though
they seem to capture much of its significance. Perhaps we could say
information is something that has form and is a prerequisite for form;
not a// information leads to form, but the creation of all form involves
information.

Unfortunately, this won’t work either. The sad fact is that form is
sometimes created by things very few of us would call information.
The sun, which has form, extracts moisture from diverse damp nooks
and crannies and assembles it into large, fairly homogeneous clouds,
thus creating form, but few people, aside from Ed Fredkin, would
call evaporation an informational process. Similarly, a snowflake, by
collecting and neatly arranging ice crystals during its descent, contin-
ually supplements its own form, but I do not like the idea of calling
a snowflake information.

No, information of the sort we're interested in—real-life informa-
tion—isn’t a prerequisite for the creation of form. All we can confi-
dently say about real-life information so far is that it has form and is
sometimes involved in the creation of form. Not a very impressive
definition. In the end, we may have to settle for something no more
rigorous than the definition of pornography laid down by the late
Supreme Court Justice Potter Stewart: “I know it when I see it.”

But even if a fully satisfactory definition is out of the question,
aren’t there any additional attributes of information that might at
least shed some light on it?> Aren’t there any things found in the
information we use every day—information such as “partly cloudy
with a chance of rain”—that might be found in hormones and DNA?
One candidate leaps immediately to mind: meaning.

There is cause for caution here. Many gifted philosophers have
spent careers thinking about meaning, and the collective results suggest
that it is a more elusive concept than information by a few orders of
magnitude; the contemplation of it is much less likely to bear fruit and
much more likely to leave the contemplator sitting alone in the corner
of an off-campus café, mumbling unintelligibly. If we are smart, we
will doggedly resist any impulse to think closely about meaning.

On the other hand, if we were smart, we probably would not have
gotten bogged down in the contemplation of information in the first
place.



CHAPTER

TEN

WHAT IS MEANING?

It you follow your family tree down through recorded history and
beyond, through the iron and stone ages, through the eras of Homo
habilis and Australopithecus afarensis, down to the primates-at-large
branch, then along that branch to the thicker, mammalian branch,
then down the mammalian branch to the tree’s trunk, then down to
the base of the trunk (passing offshoots of reptiles, amphibians, and
fishes along the way), you will find the bacterium—mother and father
of us all.

This we can say with a fair degree of confidence. But when we
try to look beyond the bacterium, to the very bottom of the family
tree, things get murky. It isn’t clear what sorts of configurations of
matter were the early precursors of bacteria. Some scientists think
that in the beginning a rudimentary strand of DNA, having formed
haphazardly, haphazardly began making copies of itself. Some think
the first DNA was a descendant of RNA, which later, through an
unknown injustice, came to play second fiddle. Some think both
DNA and RNA were preceded by clay crystals that, with serendi-
pitous assistance from other elements, got their pattern preserved in
a form that later served as a template, which then forged identically
arrayed crystals, which then repeated the cycle. All that seems certain
is that at the very base of the tree of life is form. In a sea of
shapelessness, something with structure appeared and began getting
its pattern copied.

By assuming, for the sake of illustration, that this structured thing
was primitive DN A, we can speculate about how the copying initially
worked. A precellular strand of DNA would have resembled a string
of beads floating around in a sea of unstrung beads. Each bead on
the string had a natural affinity for unstrung beads of complementary
structure, and thus eventually found itself paired with a partner bead
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that fit it snugly. Once these complementary beads were all in place,
they constituted a string of their own, owing to a similar structural
affinity among themselves. The whole apparatus now had the look
of a zipped-up zipper: two vertical, parallel chains bound by hori-
zontal links. The vertical bonds proved the stronger of the two; after
being jostled around for a while in the primordial sea, the whole
thing came unzipped. Both the original and complementary strings
of beads were now free to begin construction anew—producing,
respectively, a copy of the complementary string and a copy of the
original string.

Even in this crude form, DNA seems to satisfy, at least vaguely,
the measly criteria for information we have been playing around with:
it has form and can give form; it is a highly nonrandom arrangement
of matter, and it creates other such arrangements. Like Maxwell’s
Demon, it does this by sifting through little chunks of matter and
choosing the ones that meet its specifications. To be sure, the word
choosing is a bit metaphorical. What the genetic material actually does
is fairly passive: it just sits there while ill-suited beads pass it by and
well-suited beads latch on to it; the laws of chemistry do all the work.
(In this sense, human DNA, too, is ultimately passive; our construc-
tion depends on just such passing chemical attractions and is thus the
work not so much of genes as of their environment and universal
laws. This fact becomes stranger the longer you think about it.) But
however unassertive the primordial DNA, if it hadn’t been there, no
additional form would have gotten created. It is fair to say, then, that
even the simplest strand of DN A weaves coherence out of randomness.

As it turns out, neither the form embodied in DNA nor the form
arising from it is the immediate reason that people commonly refer
to DNA as information. This habit has more to do with a couple of
rough analogies between DNA—modern DNA, that is, the kind that
builds organisms—and more familiar forms of information.

The first analogy is with architectural blueprints. Since genes, like
blueprints, lead to a major construction project, why not call genes
the same thing we call blueprints—information? Both seem to func-
tion as instructions, after all, and everyone agrees that instructions
are a kind of information.

The second analogy—between the beads on the DNA and the
letters of the alphabet—resides at a level of finer detail. Along a
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modern strand of DNA, there are four kinds of beads. In real life,
of course, these are not beads but chemical bases: adenine, cytosine,
guanine, and thymine. But, since the word base doesn’t conjure up a
very vivid image (at least, not a very appropriate one), it is easier to
think of them as beads, beads of four different colors—say, auburn,
chartreuse, gold, and rurquoise. It is after being copied onto a strand
of RNA—which, aside from some conspicuous but inconsequential
details, is then identical to the strand of DNA—that these beads
begin to powerfully suggest a comparison with the alphabet. Three
beads in a row—a “triplet”—will be “translated” into an amino acid.
The ribosome, the cellular machine that does the translating, will,
for example, upon “reading” a triplet consisting of gold, chartreuse,
and guburn beads (in that order), select the amino acid alanine from
among the various amino acids circulating nearby. It is as if the
ribosome had a decoder, like a decoder for Morse code. Only, instead
of saying things like “~ - - - = Z,” the decoder for the genetic code
says things like “GCA = alanine.” After selecting the alanine, the
ribosome moves along the strand of RNA to the next triplet, selects
the amino acid it calls for, and hooks that amino acid up to the
alanine. The ribosome continues in this fashion until it encounters
one of the several triplets that serve as “punctuation,” at which point
the chain of amino acids is complete. The next amino acid will be
the first link in a new chain.

These chains form the protein molecules that are the building
blocks of life; they constitute much of the matter that constitutes us,
and enzymes, a special class of protein molecules, regulate all kinds
of chemical reactions that have to take place if we are to make a
respectable showing in our struggle with the spirit of the second law.

It is easy to see why the four kinds of bases in DNA are sometimes
referred to as the letters of the genetic alphabet. Like letters, they
are distinctive units that have no importance in isolation but become
significant when clustered together in a particular order. Indeed, the
word significant has been taken quite literally in some corners. A few
distinguished thinkers have referred to the amino acids, the proteins,
and the organism they add up to as the “meaning” of the DNA.

This way of looking at things has borne fruit. Especially useful
has been a distinction between the DNA’s “explicit” meaning (the
sequences of amino acids that its various segments will yield) and its



WHAT IS MEANING? 99

“implicit” meaning (the organism that will ultimately emerge from
those amino acids). Through discussion of the “context” required for
the realization of implicit meaning, the nature of ontogeny has been
illuminated. In particular, it has been shown that the common analogy
between DNA and a blueprint is in fact hugely misleading. Each
step in the process by which genes give rise to organisms is so
dependent on the environment, and on the results of similarly con-
tingent past steps, that even the best informed embryologist could
not sketch the contours of an unknown organism after “reading” its
genetic text; though the DNA’s explicit meaning is written all over
it, the only way to grasp its implicit meaning is to watch things
unfold.

Thus, for certain pedagogical purposes, it makes sense to call an
organism the meaning of its DNA, or to say, analogously, that the
meaning of a bare-bones, primordial strand of DNA is the comple-
mentary bare-bones, primordial strand it creates. Still, for our present
purpose, it is of no help to use the word meaning in this almost
metaphorical way. Our present purpose is to isolate the birth of
meaning in a more conventional sense of the term—to find out where
in the tree of life symbols began to function meaningfully, the way
words function in everyday conversation. My guess is that, contrary
to natural expectation, this spot is very near the base of the tree, not
all that far from the primordial strand of DNA that does nothing
more than make copies of itself. Finding that spot may help us put a
finer point on our inchoate definition of information. But to find it
we must figure out what we mean by meaning.

“A dead dog on the kitchen table.” If someone asked me what that
string of symbols means, I would, without trying to be flip, say, “It
means that there is a dead dog on the kitchen table.” If pressed for
a less circular explanation, I might take a more practical tack: these
symbols mean that if you walk into the kitchen you will see a table,
and on it you will find something with four legs and fur, and if you
say “Fetch,” it will not comply. This sort of pragmatic restatement
of a sentence may sound like a fairly seat-of-the-pants, common-
sensical, even naive, approach to the question of meaning, but not
so long ago it stood on the frontiers of Western philosophy, part of
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a revolutionary school of thought called, fittingly enough, pragma-
tism.

Pragmatism was launched in the late nineteenth century by Charles
S. Peirce (pronounced “purse”), an American scientist and philoso-
pher who today is undeservedly obscure. It was then popularized by
William James (who, along with several other philosophers, pro-
ceeded to warp it beyond Peirce’s recognition). In analyzing the
function of thought, both Peirce and James took what might be called
a Darwinian point of view. The purpose of our beliefs about the
world, they said, is to foster rules of behavior that help us survive.
As James put it, thought helps us achieve “satisfactory relations with
our surroundings.” It is not surprising, then, that both men consid-
ered the import of our thoughts—the meaning of our beliefs—to be
closely connected with the behaviors they lead to. The exact nature
of that connection is debatable, both because the two men headed
off in different directions and because Peirce himself seems to have
been of two minds about the subject.

Take the statement “Diamonds are hard.” At one point in his article
“How to Make Our Ideas Clear,” which appeared in Popular Science
Monthly in 1878, Peirce says this sentence means that diamonds “will
not be scratched by many other substances.” This suggests that the
meaning of an assertion lies in a prediction about the consequences
of certain specifiable behaviors: “Diamonds are hard” means that if
you rub a diamond against lots of other substances, few of them will
scratch it; “rocks are heavier than air” means that dropped rocks will
drop; “the bridge over the alligator pit can support no more than fifty
pounds” means that if you walk across the bridge it will be your last
walk. Thus construed, pragmatism is essentially an affirmation of the
scientific method: any meaningful declarative sentence can be recast
as a prediction about the results of one or more experiments. Peirce
here appears to be saying simply that thinking like a scientist is a
good way to clarify the meaning of ideas—even ideas not traditionally
considered scientific.

At times, though, his point seems to be slightly but significantly
different: to say that diamonds are hard means not just that if someone
does scrape a diamond against other substances it will not be scratched;
it also means that, in recognition of this fact, people will not try to
scratch diamonds with glass or gold or steel—and that, moreover,
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people who want to scratch other substances (glass cutters, for in-
stance) will sometimes use diamonds. Peirce wrote, “What a thing
means is simply what habits it involves.”

So which is it? Is the meaning of a message the behavior it induces?
Or is the meaning of a message a prediction about the consequences
of experiments? Maybe these two ideas can be reconciled. Consider
the statement “Apples do not contain cyanide.” The behavioral mean-
ing of this message—the “habit it involves” is the continued con-
sumption of apples by people. But whether the statement is true
depends on what happens next: whether the people eating the ap-
ples—and thus conducting a de facto test of the statement—die of
cyanide poisoning. You might, in a gross but instructive oversimpli-
fication, say that the meaning of a message is the behavior it induces,
and the truth of a message depends on whether that behavior has
consequences beneficial to the behaver.

In one of the more bizarre twists in the history of philosophy,
William James took this shorthand, hybrid version of pragmatism
literally and carried it into the realm of religion. In essence, James
said: If you believe in God, and this belief brings solace and optimism
and improves the quality of your life, then it is true; God exists.
(James seems to have been untroubled by the fact that, since a single
belief can have different effects on different people, his logic implies
the simultaneous truth of the statements “God exists” and “God
doesn’t exist.”) This born-again pragmatism—if it feels good, believe
it—embodied only the most extreme of many distortions pragmatism
had suffered since Peirce originally used the term. To distance himself
from the confusion, Peirce added two letters to the word, renaming
his own philosophy “pragmaticism.” The new word was ugly enough,
he hoped, to discourage the kind of unsolicited adoption that had
corrupted the old one. (This decision apparently did not offend
James. He continued his various efforts to assist Peirce professionally
and personally, including occasional subsidy during Peirce’s final,
penurious years.)

With sufficient intellectual contortion, pragmatism could perhaps
be used to reinforce the conception of meaning I dismissed near the
beginning of this chapter—the idea that the meaning of a strand of
primordial DNA is the complementary strand of DNA it creates.
After all, if the meaning of a string of symbols is whatever activity
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they lead to—as pragmatism, loosely speaking, maintains—and a
strand of DNA leads to the assembly of complementary DNA, then
doesn’t this complementary DNA, or, at least the assembly of it,
then constitute the DNA’s meaning? In a word, no. There is some-
thing that primordial DNA doesn’t have that “Diamonds are hard”
does have—namely, diamonds: something out there in the real world
that the symbols represent.

Of course, you could argue that the DNA does “represent” some-
thing; it represents the strand of complementary DNA it is about to
create, just as a blueprint represents an unbuilt building. This is a
permissible thing to say, I guess, but it amounts to saying that what
the DNA represents is the same thing it Jeads to. In contrast, the kinds
of symbols that Peirce and James had in mind (“signs” is what Peirce
actually called them) lead to one thing (an individual’s behavior) by
virtue of representing something else, something out in the environ-
ment (apples, diamonds, etc.). Indeed, the whole function of these
symbols is to serve as intermediaries between individual and environ-
ment—to inform the individual’s behavior with news about likely
consequences.

Along this link between individual and environment lies the most
satisfactory reconciliation of Peirce’s two different senses of the word
meaning. A red traffic light is a symbol that means, in one sense, that
if you venture heedlessly past it, you stand a reasonable chance of
getting killed, because cars are likely to be zipping back and forth
beneath it. This meaning is a statement of fact, a representation of
the environment. The red light’s second meaning—that you will, in
fact, stop—grows directly out of the first meaning; it is the behavior
that brings the individual’s goals (such as staying alive) into harmony
with the environment, as represented. Similarly, the phrase “partly
cloudy with a chance of rain” means, first, that if you go outside
without an umbrella, you may well get wet and, second, that, in
recognition of this fact, you are more likely to carry an umbrella than
you would be if blue skies were forecast.

It is time to admit that the immediate outcome of this digression
into the history of philosophy is anticlimactically simple: bare-bones
DNA, the sort of stuff that is at the very base of the family tree,
somewhere between life and plain old matter, doesn’t have pragmatic
meaning. It may in some sense represent something, and it definitely
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leads to something, but those two things are either identical or almost
identical (depending on how you look at it); the DNA is not involved
in tailoring the latter to the former in the way that traffic lights and
weather forecasts are.

If primordial DNA lacked pragmatic meaning, then when in nat-
ural history did such meaning happen on the scene? As soon as DNA
started doing anything very complicated, such as building a moder-
ately sophisticated little cell in which to house itself.

We don’t know exactly what sort of bacteria our ancestors were,
but we presume they were comparable in some important respects to
the sort still floating around—such as Escherichia coli, the most copi-
ously studied bacterium, if not organism, in the world.

To build and maintain this bacterium (or, for that matter, any
ordered system) requires energy. Energy often comes in the form of
carbon, and it is no coincidence that E. coli typically inhabits places
rich in sources of carbon, such as human intestines. But sometimes,
through bad luck, E. coli finds itself in an environment with little or
no carbon. Help is on the way—or, rather, the bacterium is on the
way to help.

The absence of carbon prompts the bacterium to synthesize a
molecule called cyclic AMP and secrete it internally. (This “prompt-
ing” mechanism is actually not so much a trigger as a suppressor.
The enzyme that makes cyclic AMP does so automatically wnless
inhibited, and the presence of carbon-containing molecules, like sug-
ars, inhibits it.) The cyclic AMP molecule, once built, attaches itself
to a protein, and the resulting complex then attaches itself to a
segment of the bacterial DNA. This binding alters the expression of
the DNA, inducing the synthesis of various proteins appropriate to
an energy-poor environment. In particular, the DNA produces a
protein essential to the construction of flagella, the propulsive tails
that bacteria use on occasion as an alternative to aimless flotation.
After the flagellum buds, it begins whipping around and transports
the bacterium to another environment—one that, with luck, will be
well stocked with carbon. '

E. coli and cyclic AMP occupied center stage in an article called
“The Metabolic Code,” which appeared in Science magazine in 1975.
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The author, Gordon Tomkins, a biochemist who had died that year,
contended that the cyclic AMP molecule is a “symbol,” one that
“represents a unique state of the environment.” You could even go a
step further than Tomkins did, and say that the molecule possesses
meaning. After all, the situation has all three prerequisites for prag-
matic meaning: a symbol (the cyclic AMP molecule); something in
the environment that the symbol represents (a shortage of carbon);
and something alive that, upon processing the symbol, behaves so as
to reconcile its well-being with that environmental condition (by
heading elsewhere). Though the bacterium may not be acutely con-
scious of the logic behind its actions, its behavior is nonetheless
parallel to that of someone who reaches for an umbrella upon hearing
a weather report. (Strictly speaking, the comparison is not between
the cyclic AMP molecule and the weather report but between the
cyclic AMP molecule and the neural impulses that bring the weather
report to the brain. After all, the cyclic AMP originates within the
organism and travels only from its periphery to its headquarters,
the DNA. For now, the imprecision in the analogy is not important;
the main point is that all of these forms of information—words, neural
impulses, and cyclic AMP—can be said to have meaning because
they represent states of the environment and induce behaviors appro-
priate to those states. As we will see in chapter 17, cyclic AMP has
in some species grown more analogous to a weather report as evolu-
tion has proceeded.)

If the cyclic AMP molecule can indeed be said to have meaning,
then we have an interesting situation here. On the one hand we have
something that is a precursor of life but doesn’t seem to quite qualify
as life itself (the no-frills, precellular version of DNA, nothing but a
template for a template), and it does not appear to process meaningful
information. On the other hand, we have something that is commonly
considered a form of life (a bacterium), and it does process meaningful
information. The obvious temptation is to conclude, without any of
the critical scrutiny that so often spoils great generalizations, that
meaning is the hallmark of life.

This idea dovetails nicely with some traditional thinking about the
essence of life. In circles where people ponder these issues, it is
sometimes said that the hallmark of life is purposeful behavior; all
living things act as if they had a well-defined purpose—to replicate
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the pattern in their DNA and to achieve various goals subordinate
to that mission, like finding food and mates. And, if you think about
it, you will see that pursuing any purpose entails processing mean-
ingful information.

But before reaching that conclusion, you must first think about
the word purpose carefully, lest you embarrass yourself with its loose
use. Attributing purpose to things is a tricky business at best, and
doing it incautiously has produced a lot of ideas that are now consid-
ered silly. For example, it was long an article of faith—and still is in
some societies—that the purpose of rain is to make crops grow. The
logic behind this belief is simple: after the rain falls, the crops do
grow. In modern societies, however, the conventional wisdom is that
the rain was falling long before plants grew on this planet and that,
though plants have since come along and put it to good use, the rain
has no inherent purpose. We have become suspicious of attributing
purpose to things just because certain other things typically follow
them. This smacks of teleology; it sounds as if we are viewing cau-
sality as a pulling, rather than a pushing force, as if we are saying
that tomorrow’s crop growth in some sense causes today’s rainfall.

Indeed, fear of teleology has even made some scholars skittish
about imputing purpose to people. Thus, if you say something per-
fectly reasonable like, “My purpose in going to McDonald’s was to
eat Chicken McNuggets,” you could get upbraided by a graduate
student in philosophy: “Are you saying that the eating of the Chicken
McNuggets caused you to go to McDonald’s? Are you saying that
future events determine present ones?” You might reply that your
going to McDonald’s was caused not by your eating but by your
wanting to eat, which preceded the trip. But then you would catch
flack from the behaviorists, psychologists who insist that psychology,
if it is to be a science, must make no reference to internal, subjective
states such as wanting.

At the dawn of World War II, behaviorism was ascendant—all
other attempts to make psychology “scientific” having failed in one
sense or another—and fear of teleology was widespread; the concept
of “purpose” was not in vogue. But war brought a desperate need for
new information technology, and new information technology sug-
gested a way to fit the concept of purpose into a scientific outlook.

One of the engineers of this reconciliation was Norbert Wiener;
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the man who would later define information in terms once reserved
for entropy just as Claude Shannon was doing the same thing. Wiener
was a prodigious thinker (Ph.D. from Harvard at age eighteen, etc.)
and he looked like one: he wore thick glasses, and his clumsiness
struck fear and pathos into the hearts of lab instructors. His eyesight
had kept him out of the army in World War I, and he made his
contribution to the Allied effort during World War II at his desk,
figuring out how to increase the accuracy of antiaircraft fire through
automation. He thus came to contemplate the idea of feedback—and,
in particular, negative feedback.

Negative feedback is information about the discrepancy between
the present state of affairs and the state of affairs a system aims to
bring about; it is called “feedback” because it is fed back into the
system to bring the system nearer to this goal. A good example of
feedback in action is a kiss. If you are going to lean over and kiss
someone on the lips—especially someone you have never kissed be-
fore—you would be well advised to keep an eye on that person’s lips
as you move yours toward them. That way you can continuously
absorb feedback—uvisual information about where this pair of lips is
in relation to yours. The molecule of cyclic AMP in E. coli is another
example of feedback; both it and the information about the relative
location of lips reflect a discrepancy between the ideal situation (an
abundance of carbon and four adjacent lips, respectively) and the
present situation (no carbon, no lip contact), and in both cases this
information effects change that reduces the discrepancy. For examples
of feedback closer to home, consult your thermostat or toilet. The
level of the float in the toilet tank represents the amount of water in
the bowl. So long as there is a discrepancy between this amount and
the ideal amount, the incoming flow of water continues; when the
discrepancy is zero, the information reflecting the zero (the level of
the float, that is) shuts off the flow.

Wiener popularized the idea of feedback in Cybernetics, published
in 1948, but back in 1943, in a paper titled “Behavior, Purpose, and
Teleology,” he and two coauthors had put the idea in a context of
particular relevance to the present discussion. One point of the paper
was that, with the aid of the concept of feedback, purposeful behavior
could be explained in a concrete, scientific manner, without attrib-
uting present events to future events, and without reference to states
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of mind. Thus, a working toilet is a perfectly mechanical thing, and
it complies entirely with the laws of physics. We presume that it has
no sensation of “wanting” to be filled and that there is no sense in
which the future state of fullness is “causing” the alteration of its
present emptiness. Rather, the information is set up to flow in such
a way that the toilet will behave as if these things were the case. So
too with the bacterium: the causes and effects lying behind its relo-
cation have nothing mystical about them; perfectly concrete infor-
mation, abiding by the laws of physics, just flows in a way that
fosters the illusion of guidance. And, really, it’s not an illusion; these
flows of information amount to guidance.

So too with humans: though they may have “desires” and “plans”
and “conscious goals,” we needn’t talk about these messy things in
order to explain their purposeful behavior. We can explain it—in
principle, at least—by reference to a completely tangible, if confus-
ingly elaborate, flow of information: photons, sound waves, neural
impulses, and the like, interacting in perfect accordance with the laws
of physics. The information flow in humans, like that in bacteria and
toilets, is simply set u#p to yield behavior that is purposeful, whether
or not you want to call it that.

Of course, the words sez up suggest that we’re just begging the
question: Who set these systems up? It sounds as if, when we get to
the bottom of this thing, we will find an immensely purposeful being,
a king-size example of teleology. In fact, though, what we will find
is not a being but a process; organic evolution set the bacterium up
and set us up, and we then proceeded to set the toilet up. A simple
redundancy—that what survives survives—has, in conjunction with
the tendency of DNA to impel occasionally imperfect copies of itself
through life cycle after life cycle, built immensely complex machines
and endowed them with purpose. And now those machines are in-
venting their own machines and endowing them with purpose. Nat-
ural selection, clearly, is a process that deserves our respect.

Wiener noted, in his 1943 paper, the intimate association between
purpose and information. He declared that any system—a person, a
thermostat—must, in order to flexibly pursue a goal, employ negative
feedback. Like Shannon, Wiener generally avoided the subject of
meaning, but if he were here today, and were forced to read about
Charles Peirce and the pragmatic conception of meaning, he might
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well agree that negative feedback is necessarily meaningful informa-
tion. It represents a discrepancy between a goal and the present
situation, and thus makes a statement about the way things are: “the
level of carbon is inadequate”; “the amount of water in the toilet is
less than ideal”; “the distance between my lips and those lips is too
great.” While we feel certain that neither a toilet nor a bacterium
consciously understands the messages it receives, it is clear that they
behave as if they did; the meaning of the messages is imparted to
them in a pragmatic sense. So if purpose is indeed the threshold
between near-life (like unadorned, primordial DN A) and real-life (like:
bacteria), then so is the processing of meaningful information. So
next time someone asks you if your life has any meaning, any pur-
pose, you can emphatically and truthfully answer yes to both ques-
tions, even if you are at that very moment perched on the edge of

the existential abyss. It will be an inside joke.

Having failed, in the last chapter, to come up with a good definition
of information, we can now scale down our ambitions and try to
come up with a good definition—or at least a serviceable ad hoc
definition—of meaningful information. Here goes. Meaningful infor-
mation is that which has form, can help create or maintain form, and
does so by representing states of the environment and inducing be-
haviors appropriate to them.

I'am not wild about this definition. Upon close inspection, it would
be seen to encompass lots of things that I would rather it didn’t. Still,
it is sufficiently interesting to warrant exploration. In particular, we
might dredge up the question that originally inspired our search for
a definition of information and slightly rephrase it: Could the term
“meaningful information” be applied to the various things that get
called information these days—everything from weather forecasts to
hormones to human DNA?

- Weather forecasts certainly have form—sound waves or newsprint
or patterns on a TV screen. They also create and maintain form. By
keeping people from dying of frostbite, they maintain the form of
human bodies; and, by sending scores of people searching for their
umbrellas simultaneously and permitting them to arrive at work on
time in spite of inclement weather, they lend form to the patterns of
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daily social behavior. The forecasts achieve this, obviously, by rep-
resenting states of the environment (future states, actually) and by
inducing behaviors appropriate to them. So weather forecasts do
indeed seem to qualify as meaningful information.

Other kinds of information exchanged by humans, though, do not
comply so neatly with this definition of meaningful information. Tax
returns, shopping receipts, and record albums fit it so loosely that it
would take a doctoral dissertation to justify their inclusion. And some
utterances—lies, for example—obviously fall short of the accurate
representation that is part of the definition.

We will take up this issue of dishonest communication in chapter
17. And there, too, it will become apparent that hormones fit very
nicely into our ad hoc definition of meaningful information. But what
of DNA? We have already tried, and failed, to find meaning in bare-
bones, primordial DNA. Does modern-day DNA—the kind that
builds plants and people—qualify as meaningful information?

It certainly has form and gives form, and it is strikingly reminiscent
of the alphabet, to boot. Still, like primordial DNA, it appears to
lack the thing that gives cyclic AMP and weather forecasts the right
to be called meaningful. It doesn’t represent states of the environment
(at least, not in any straightforward way).

If DNA isn’t meaningful information, perhaps there is another
kind of information it is—namely, a program. Like a cellular autom-
aton, or any other computer program, it embodies rules—algo-
rithms—for converting input into output. When stated in elemental
form, these rules sound none too momentous: if segment X of the
DNA is transcribed and then translated, series Y of amino acids will
be strung together into protein Z; if segment A is activated instead,
protein C will result. But when viewed in a broader sweep, these
rules take on significance; many little, seemingly trivial rules can
amount to a single, larger, clearly consequential rule: if there are no
sources of carbon in the environment, a flagellum will bud.

So even if DNA is not itself meaningful, it does process meaningful
information. The meaningful cyclic AMP molecule conveys its rep-
resentation of the environment to the bacterial DNA, and the DNA
takes appropriate action. Or, looked at another way, the DNA takes
reports (“There is a shortage of carbon sources”) and turns them into
instructions (“Build a flagellum”). In similar fashion, the DNA in the
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cells that are us processes information that represents their immediate
environments. That is the only way that bone cells, hair cells, and
skin cells—all of which are born with the same general-purpose
DNA, after all—“know” which identity to adopt; their DNA receives
reports about what sort of neighborhood they are in, and it then
instructs them to act accordingly. The existence of these three kinds
of information—reports, instructions, and programs—is, no doubt,
one of the things that has been making it so hard for us to arrive at
a neat and simple definition of information.

Perhaps the best way to characterize the relationship between
DNA and meaning is to say that DNA is the source of meaning. It
takes information about the environment and turns it into behavior—
thus realizing meaning in the pragmatic sense of the word. DNA is
the place where the two sides of meaning meet, the place where
reports become instructions. DNA is thus what first gave meaning
to life; or, perhaps, what first created meaning, and therefore life; or
what first created life, and therefore meaning. In any event, it is very
impressive stuff.



PARTIII

EDWARD O.
WILSON






CHAPTER

ELEVEN

UNITY

Lecture Hall C, one of five large bowls in Harvard’s Science Center,
is mostly filled. More than two hundred students have settled into
their orange-red, cloth-upholstered, theater-style seats, unzipped or
unsnapped their down coats, and loosened or removed their winter
scarves. The fold-out desktops are in use, supporting spiral note-
books, elbows, Malto Milks cookies (in Handy Pax), half-pints of
whole milk, coffee in styrofoam cups. Course B-15—Evolutionary
Biology—is almost history: four more lectures to go, counting this
one, and then comes Christmas break—a would-be holiday sabotaged
by the certainty that final exams will follow. Up front—so far from
the back row that I might as well watch the lecture on TV (which
students have the option of doing later; a videotape camera stands in
the right-hand aisle)}—is a blackboard. On the blackboard is one word,
about six feet long and a foot high: sociobiology.

The man standing in front of the blackboard is attached to that
word almost as firmly as Einstein is to relativity, Bell to telephone.
There is little he could do, short of assassinating a president; that
would keep it out of the first paragraph of his obituary. Not that he
would want to break his bond with it. Since the publication of his
five-pound, 697-page book, Sociobiology: The New Synthesis, in 1975,
he has devoted untold hours to the word. He has used it liberally in
radio and television interviews, written articles and books that elab-
orate on its meaning, and donated blurbs to other books that contain
it, all the while trying to fend off the nasty connotations his detractors
would like to affix; no, he has insisted, sociobiology is not racist or
sexist; no, he is not a fascist or a social Darwinist.

The natural inclination is to take his word on this; E. O. Wilson
looks anything but evil. At age fifty-six, he still has an adolescent
gangliness about him. He walks long-leggedly and gestures long-
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armedly, and his chest doesn’t quite fill out his sport coat; the lapels
bow outward at times, and his necktie does the same above the tie
clasp. Wilson’s face, like the rest of him, is small-boned, and he has
long, dark eyebrows that jump up when he stresses a point. His
glasses, circa-1959, have little silver diamonds in the corners of the
frames, like the pair worn by Robert Carradine in his starring role
as Lewis in Revenge of the Nerds.

Today I am looking for bits of Billy Graham in E. O. Wilson.
Wilson is known for the enthusiasm with which he writes and speaks
about sociobiology, and there has been speculation that this zeal has
something to do with his Southern Baptist upbringing. In fact, back
in 1981, when I first interviewed him, he volunteered the observation
that Sunday sermons may have taught him, and many southern
writers, “what it takes to reach an audience.” Now, years later, after
hours of additional interviews in his office and over the phone, I am
finally getting around to writing about him, and it has occurred to
me that sitting in on one of these lectures might provide a serviceable
literary device: I could describe him thrusting his hands this way and
that, pounding the lectern, preaching furiously about sociobiology.
Then I could pepper the rest of the profile with religious imagery,
thereby giving it a unifying theme.

Unfortunately, Wilson turns out to have a fairly sober style of
lecturing, and I find myself straining to salvage my motif. Isn’t there
something vaguely ministerial in the way he holds his hands out-
stretched, palms up, to frame rhetorical questions? Is that fervor I
see in the fists he clenches for emphasis? And what about the eternal
pacing, back and forth, as he laces the two sides of the lecture hall
equally with eye contact? Sort of like an evangelist roaming the
rostrum—right? There’s some truth in all this, but not quite enough
for my purposes. Whatever rhetorical techniques Wilson picked up
on Sunday mornings in the South have been tempered by more than
three decades in academia. The most dramatic thing that can honestly
be said of his style is that it evinces a flair for showmanship.

And it is 2 good show he puts on. On a screen above the blackboard
appears a series of illustrative and sometimes arresting images: graphs,
charts, human beings, hamadryas baboons, wild dogs of Tanzania.
Sometimes he points to these with a flashlight that emits a narrow
and intense beam of red light, and sometimes he uses his hand,
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sweeping it outward and upward like Carol Merrill revealing what’s
behind door number one. He employs the provocative overstatement
to hold attention, the well-timed quip for comic relief; the phrase “a
giant step for apedom,” in the right context, draws hearty laughter.
Throughout, he displays an eloquence rare among scientists; his
sentences, though sometimes distended, are consistently populated
with well-turned phrases. (On Human Nature, the sequel to Sociobiol-
ogy, won the Pulitzer Prize for general nonfiction.) E. O. Wilson
makes evolutionary biology about as entertaining as it can be made
without compromise of content, and the applause at the end of this
lecture will not be perfunctory.

Actually, when I leave aside Wilson’s gestures and focus on his
words, I can find something that borders on fervor. It is a self-certainty
with a caustic edge, even shades of militance. In arguing that moral
and ethical intuitions are shaped by the genes, he satirizes the alter-
native view—that morality is an “angelic code,” “divinely given” or
discerned by humans with their “superior intelligence.” And in ex-
plaining why many scholars in the social sciences and humanities
resist the use of ideas from evolutionary biology, he wastes no time
on diplomacy. These people, he says, have a “disjunctive, dissocia-
tive” way of looking at life, a way that doesn’t bring order to our
understanding of it. No wonder the social sciences are indulging in
an “orgy of self-flagellation” (faint laughter from the audience) over
their failure to meet the standards for theoretical power long taken
for granted in the natural sciences. No wonder “an increasing number
of social theorists and philosophers” are reaching the conclusion that
they have met the enemy and it is them—that they are ignoring at
their peril the biological basis of human behavior and failing “to look
to the next level of organization . . . for those unifying lawful gen-
eralizations that are needed before you can produce a true theory.”

T'he next level of organization. More than most scientists, E. O.
Wilson thinks about science. He thinks about the rules of conduct,
the drive to discover, the social organization of the enterprise and its
conceptual organization. And there is one image, implicit in his
thinking, that almost single-handedly accounts for his work over the
past dozen years, with all its ups and downs—the Pulitzer Prize, the
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National Medal of Science, the alliances formed and the friendships
broken, the praise that he relishes and the criticism that has hurt
him. This is the image of a solid structure rising certainly into the
air—a tower, or a skyscraper, or, perhaps, a pyramid. At the top of
the pyramid are the social sciences. Below them are the biological
sciences. Below them is chemistry, and below it is physics.

It is not a new metaphor, by any means; it has occurred to thou-
sands of thinkers over the years. But Wilson takes it more seriously
than most. As science progresses, he believes, each level of inquiry
will be seen to rest on the level beneath it in a fairly literal sense: its
laws will follow from the laws below, almost as surely as the Pytha-
gorean theorem follows from the basic assumptions of plane geome-
try.

This belief is known as reductionism. At the lower levels of or-
ganization, reductionism will not get you into hot water. Many of
the laws of chemistry have been reduced in a rigorous way to the
laws of physics, so reductionism is not, among chemists, an arguable
philosophy. (That is not to say they are enthusiastic about it. Because
of this reduction, some of the work they once did with test tubes can
now be done by mathematicians with a knowledge of physics.)

It is only in the higher regions of the pyramid of knowledge that
reductionism becomes disputable. Does biology literally rest on
chemistry? Could the behavior of, say, a kidney be predicted with
much precision from a knowledge of the molecules involved? How
about a brain? Could laws describing a dog’s or a chimpanzee’s or a
person’s behavior be deduced from the laws of organic chemistry?

These questions, in addition to being difficult, are loaded with
philosophical consequence. At these higher levels of organization,
reductionism is allied with determinism, which holds that free will
is a myth, that the rest of human history will unfold as inevitably as
a cellular automaton, however powerful the illusion that we are di-
recting it with our various “choices.” Our inability to predict this
predetermined future—or even to predict one person’s behavior on a
day-to-day basis—reflects, according to determinists, only incomplete
data and our ignorance of the principles involved. Humans are very
complicated, after all, their behavior guided by millions of micro-
scopic signals per split second. In practice, the action is simply
impossible to keep track of. Nonetheless, if each signal is, as we
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presume, the inevitable result of some other signal or signals, which
in turn were grounded with equal firmness in their antecedents, then
we could, in principle, project the path of behavioral causality for-
ward—somewhat as we could, in principle, trace the path of one of
Ed Fredkin’s billiard balls backward—and show that even the most
ethereal and inspiring of human accomplishments is the product of
mechanical necessity. Thus say the determinists, and thus say the
reductionists. And thus are they not the life of many parties.

Further besmirching the reputation of reductionists at the pinnacle
of the pyramid of knowledge is the fact that social scientists, like
chemists, are not eager to surrender turf. And the less eager they
are, the more inclined they are to see imperialistic designs in ideas
that drift up from below. Thus, within the social sciences, the word
reductionism has taken on distinctly pejorative, and offensive, conno-
tations: a reductionist is someone who offers simplistic biological
explanations of human behavior, often with hostile intent. E. 0.
Wilson, though once insensitive to the mores of the social sciences,
has become intimately and painfully acquainted with these connota-
tions since 1975.

Whether Wilson really is a reductionist in this sense of the word
is still a subject of debate. But he is without doubt a reductionist in
the pure sense of the word—and proud of it. Since 1981, in fact, he
has been pushing a theory that is just about as reductionist in spirit
as a theory can be. It is an attempt to encompass in one fell swoop
most of the pyramid of science, an attempt to formulate laws linking
molecular biology to psychology, anthropology, and sociology. The
theory comes complete with a mathematical model designed to track
the effects of changes in the gene pool on human culture and, con-
versely, of cultural change on the gene pool. With a large and arcane
system of equations, Wilson is trying to cover the sizable gap between
the information that shapes us and the information we shape.

Needless to say, this theory—the “gene-culture theory,” set forth
in a book called Genes, Mind, and Culture, which Wilson coauthored
with a young physicist named Charles Lumsden—has not found favor
with truckloads of social scientists. Many biologists are also skeptical
of it. Further, and more significantly, a number of sociobiologists are
unhappy with the theory, a fact that has done nothing to shore up
Wilson’s standing as leader of his crusade. In fact, it is not incon-
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ceivable that the gene-culture theory will turn out to be the only
thing other than assassinating a president that could keep Wilson’s
word out of the first paragraph of his obituary.

The theory has shortcomings, Wilson concedes. But it is an article
of faith for him—faith in the old-fashioned, Southern Baptist sense
of the word—that eventually it will be vindicated. “I believe in a
kind of unity,” he says. “A unity of knowledge.”



CHAPTER

TWELVE
ANTS

Edward Osborne Wilson was born on June 10, 1929, in Birming-
ham, Alabama, a town that, like many others, he would leave shortly
after entering. His father was an accountant, first for the Rural
Electrification Administration and then for the U.S. Army, and both
jobs entailed frequent relocation. By the time Ed got his high school
diploma, at age seventeen, he had attended sixteen schools. Almost
all were in southern towns: Mobile, Brewton, Decatur, Evergreen,
Pensacola—never farther north than Washington, D.C.

Wilson declines to say much about his father or his mother, and
he does so consistently. “I don’t want to cut too deeply into that,” he
said in 1981 when asked what his father was like. Five years later,
when asked if he wanted to say anything about either parent, he
replied, “I don’t want to cut to that depth.” He will disclose only
that his parents were divorced when he was seven and that, for
financial reasons, he lived with his father and stepmother—although
for a time during high school, while they were away, he lived with
a family friend.

Aside from an odd inability to memorize poetry, prose, and song
(even today “The Star-Spangled Banner” comes only with great dif-
ficulty), Wilson was endowed with solid intellectual equipment. And,
though he did not especially like schoolwork, from an early age he
had—for reasons still unknown to him—a strong drive to excel. He
skipped the third grade, an honor that had the unintended effect of
reinforcing the already powerful logic behind solitude: in addition to
being an only child and changing schools more often than grades, he
was always, as he puts it, the runt in the class.

He found companionship and continuity in natural history. The
towns and faces changed, but there were always National Geographics
to read, and woods to roam, and organisms to observe. Wilson has a
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theory about unsettling childhoods being conducive to careers in
biology. He cites the experience of two German entomologists he
knows well. “Both were children in the Second World War, their
families torn up and partly killed. In both cases the kid was left on
his own resources out in the woods and developed this deep affinity
for natural history.” Wilson doesn’t want the comparison with his life
to be drawn too strictly. “Obviously, I was coddled compared to
them. But there might be certain parallels.”

It was in boyhood that Wilson first experienced “the naturalist’s
trance,” as he called it in his partly autobiographical book Biophilia.
Alone in the woods, free from the demands of human society, he
could enter a world oblivious to his. He still can. “I need a bigger
fix now,” he says. “When I was eighteen I could get all excited just
getting out into a swamp in Alabama. Now it takes a rain forest in
Brazil. But I still get the same rush, the same emotional high—hoping
to find new things, exploring.”

Occasionally Ed managed to turn a schoolmate into a “part-time
zoologist.” One convert was Ellis MacLeod, now a professor of en-
tomology at the University of Illinois. In the fifth grade, MacLeod
and Wilson lived blocks apart in Washington, D.C. On weekends
they rode the bus to the Smithsonian Natural History Museum or
walked to the National Zoo or to Rock Creek Park. At the park,
wielding butterfly nets made of broomsticks, coat hangers, and
cheesecloth, they bagged red admirals, fritillaries, and mourning
cloaks, which would later be killed, pressed, and immortalized as
representatives of their species.

Ellis remembers Ed writing stories whose heroes were animals and
reading them before the entire student body. In spite of literary
renown, though, Ed was shy. “I don’t recall that he had many close
friends, if any, and I didn’t either,” says MacLeod. “I think we were
each other’s close friend, and virtually our only friend.” Laughing,
he adds, “We were both a couple of creeps by contemporary stan-
dards—you know, those crazy sorts of people who go around picking
up insects. I know Ed, in sixth grade recess, once just absolutely
blew every kid’s mind by letting a wolf spider walk over his hand.”
By junior high, when MacLeod visited the Wilsons in Alabama, Ed
had moved up from spiders to “beetles, big showy things . . . praying
mantises.” A year or two later he assembled a backyard collection of
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snakes. They lived in chicken-wire cages and dined on the fish and
tree frogs that Wilson dutifully procured. Inquiring neighbors were
treated to tours of the collection. “I was rather locally famous for my
devotion to snakes,” Wilson recalls.

But his fate was not to study snakes. One day, at age seven, the
year of his parents’ divorce, he was fishing from a wharf and he
yanked one of his catches out of the water with such uncontrolled
force that its fin entered his right eye. The result was a traumatic
cataract that left the eye nearly useless, permanently dulling his
perception of depth. But the vision in his left eye remained acute,
especially at close range, a fact that steered him toward the study of
the small-scale. “I am the last to spot a hawk sitting in a tree,” he has
written, “but I can examine the hairs and contours of an insect’s body
without the aid of a magnifying glass.”

Ants first caught Wilson’s attention at Rock Creek Park. The
memory is still clear: upon picking apart a rotting tree stump, he
beheld a dense colony of Acanthomyaps. Their golden bodies glittered
in the sun, and the air was pungent with their characteristic smell,
citronella. The next year, after moving to Alabama, he embarked on
a systematic study of ants, collecting specimens of Odontomachus in-
sularis and Iridomyrmex bumilis. His career aspirations were beginning
to take shape: he would work for the U.S. Department of Agricul-
ture’s extension service—drive around in one of those government-
green pickup trucks and advise farmers about insect enemies and
allies. At age thirteen Wilson made “my first publishable observation”
(though he would not publish it for years)—that the Mobile area was
rife with a fire ant once confined to South America: Solengpsis invicta.

“On several counts ants can be regarded as the premier social insects,”
Wilson wrote in The Insect Societies, the book that, upon publication
in 1971, established him as one of the world’s foremost entomologists.
In elaboration, he speaks with awe about the ability of these simple
little creatures to constitute societies of such complexity, size, and
relentless efficiency.

Consider Eciton burchelli. These army ants possess a discipline, a
sense of mission (to judge by appearance, at least), and, collectively,
a cohesion, that few human troops attain. At night they bivouac;
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hundreds of thousands of ants link their bodies together, forming a
solid cylinder several feet in diameter, with the queen and her brood
secure in the center. At daybreak this body dissolves into temporary
chaos, out of which emerges a marching column. The smaller, more
agile worker ants take the lead, while bulkier ants, the soldiers, follow
along on the shoulder of the trail. Leaves rustle underfoot, and grass-
hoppers make popping sounds as they dart into tree trunks in self-
defense—often to no avail; many of those that succeed in escaping
the ants are eaten by ant thrushes, scavenger birds that follow the
offensive assiduously from a series of nearby perches.

If you let your eyes fall out of focus, says Wilson, the ants look
like a single body, ten or fifteen yards long and more than a yard
wide. It grows like a tree, extending and then dividing into two,
three, five branches, which subdivide and merge until the ants form
a united front, an arc perhaps twenty yards across, that moves me-
thodically forward. This band seeks and destroys tarantulas, scor-
pions, beetles, roaches, grasshoppers, alien ants—even insufficiently
agile snakes and lizards. Death comes through stinging or asphyxia-
tion. Dismemberment and transport proceed without deliberation;
half a dozen workers will carry a scorpion’s tail back fifteen yards to
the “booty cache,” from which, by day’s end, it will be taken to the
bivouac—traveling, all told, the length of a football field.

Less terrifying but no less impressive than the army ants is A¢za
sexdens, a species of agricultural ant. An Atta colony employs an
intricate division of labor to simultaneously plant, tend, and harvest
its staple crop, fungus. The largest workers forage and return to the
nest with leaves, which smaller ants cut into manageable sizes. Still
smaller ants chew these fragments into little pellets and then turn
them over to another caste, whose members embed them in the earth.
Upon these beds members of yet another caste implant tiny tufts of
fungus. Tending the crop is left to the smallest ants of all; they lick
it clean, weed out foreign fungi, and extract strands periodically to
feed their sisters. v

Although an Atta colony doesn’t resemble an organism quite so
strikingly as does a colony of army ants, it does possess some of the
properties of organisms: division of labor, the selfless devotion of the
parts to the whole, and their utter dependence on it. In fact, the
same could be said of all ant colonies. William Morton Wheeler—
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Harvard’s great turn-of-the-century entomologist, whose heir E. O.
Wilson is—contended that the ant colony is a kind of organism, a
“superorganism.” He wrote: “Like the cell or the person, it behaves
as a unitary whole, maintaining its identity in space, resisting disso-
lution.” It met his definition of an organism as “neither a thing nor a
concept, but a continual flux or process"—“a complex, definitely
coordinated and therefore individualized system of activities, which
are primarily directed to obtaining and assimilating substances from
an environment, to producing other similar systems, known as off-
spring, and to protecting the system itself and usually also its off-
spring from disturbances emanating from the environment.” Thus
the queen, in Wheeler’s view, was merely a colonial egg, albeit “a
winged and possibly conscious egg.”

This blurring of the line between society and organism is a delicate
matter, and it lies behind some of the criticism to which E. O. Wilson
has been exposed. There is something unsettling—to Western sensi-
bilities, especially—about a society that works with such mechanical
precision and blind individual sacrifice. Fascist Italy springs imme-
diately to mind, as do Communist China and even modern Japan,
which, for all its cheap and trusty cars and computers, is a society
whose efficiency some Americans find eerie. Further, it doesn’t take
much imagination to see a parallel between Atta, with its caste sys-
tem, and a human society in which people are assigned at birth to a
permanent socioeconomic station. Wilson, to be sure, has never held
up ant societies as worthy of human emulation, but he has written
that they are more nearly “perfect,” in a strictly biological sense, than
are mammalian societies, and at the left end of the political spec-
trum—where criticism of Wilson has more than once originated—
such language has a reactionary sound to it. (It may, then, seem ironic
that Wheeler, who took the superorganism idea very literally and
seemed to derive a certain aesthetic pleasure from it, was a socialist.
But in a way this makes sense. The nagging problem faced by socialist
and communist societies has been that humans are selfish; if they are
not recompensed in proportion to their work, they tend not to work
very hard. An ant society has no such problem. Its altruism is deeply
programmed.)

The ant colony’s unity, in addition to being politically suggestive,
is baffling, at least on the face of it, because it is realized in such
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mindless fashion. Ants are capable of only a small array of stereotyped
behaviors and are unable to tell one nestmate from another. How
does such individual stupidity add up to societal intelligence? In
Wheeler’s day, this was a profound mystery surrounding all socially
complex insects—wasps, termites, and bees, as well as ants—and it
provoked some fairly weird speculation. Maurice Maeterlinck, the
mystically minded Belgian who won the Nobel Prize in Literature in
1911, attributed the cohesion of bee colonies to something called “the
spirit of the hive.” This spirit, he wrote in The Life of the Bee,

regulates day by day the number of births, and contrives that these
shall strictly accord with the number of flowers that brighten the
country-side. It decrees the queen’s deposition or warns her that she
must depart; it compels her to bring her own rivals into the world,
and rear them royally, protecting them from their mother’s political
hatred. . . . Finally, it is the spirit of the hive that fixes the hour of
the great annual sacrifice to the genius of the race: the hour, that is,
of the swarm; when we find a whole people, who have attained the
topmost pinnacle of prosperity and power, suddenly abandoning to
the generation to come their wealth and their palaces, their homes and
the fruits of their labour; themselves content to encounter the hardships
and perils of a new and distant country.

Wheeler considered Maeterlinck’s ideas fair game for derision, and
he was not much more charitable toward other immaterial explana-
tions of organic unity, such as “entelechy” (which, according to its
inventor, the German philosopher and biologist Hans Adolf Eduard
Driesch, was a “whole-making” factor outside of space and time). But
even Wheeler, in trying to explain the insect societies’ coherence, was
forced to consider “psychological agencies like consciousness and
will.” In the case of ants, the correct and more down-to-earth expla-
nation would not be confidently advanced until a half-century after
Wheeler wrote. E. O. Wilson, by then a young professor at Harvard,
would find the critical piece of evidence while playing with one of
his childhood friends from Alabama, Solenopsis invicta.

Noatural history was not the only unifying theme in Wilson’s boy-
hood. There was also church. His parents were “sit-down Baptists
. . not the Holy Rollers,” but even the more staid Southern Baptist
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congregations are not very staid, and there was an intensity about
the services. He remembers being engrossed in the sermons, at once
a worshipper and an analyst, feeling repentant, God-fearing, and
spiritually enraptured, yet all the while dissecting the rhetorical tech-
niques that evoked these responses so reliably.

Decades later, in On Human Nature, Wilson would argue that an
inclination toward religious belief is in our genes. Among the genet-
ically rooted cognitive traits undergirding it, he wrote, are the intu-
itive dichotomization between the sacred and the profane, intense
attention toward charismatic leaders, and a capacity for trancelike
states. He paid particular attention to a ritual found the world around:
the confirmation of identity, during which an adolescent is “trans-
formed by religious experience,” granted membership in “a group
claiming great powers,” and given “a driving purpose in life compat-
ible with his self-interest.”

Wilson went through the Southern Baptist version of that ritual in
his mid-teens. Near the end of a service at the First Baptist Church
of Pensacola, he accepted the “invitation”; as the congregation sang
“Softly and Tenderly Jesus Is Calling,” he walked up the aisle and
told the minister he was ready to accept Christ as his savior. Immer-
sion came in a few weeks, at a baptismal service.

Barely two years later, the ritual’s philosophical foundation was
displaced. “It was in college that I came up against it in its full
grandeur,” he says of the theory of natural selection. “I was com-
pletely taken by that as an organizing principle.” He was struck not
just by the power of the principle but by the legitimacy it gave his
career plans. The idea that everything about every animal could be
accounted for with “a real, scientific, unifying explanation was totally
transforming for me.”

I once asked Wilson if the word epiphany could be accurately
applied to such intellectual experiences. “I think there probably is a
similar emotional response,” he said. “You know, in the typical epi-
phany, or conversion, the individual says something along the lines
of ‘I discovered God. Jesus came into my life.” But the outcome of
all this is that the individual sees the unity in the universe. Instead
of just this fragmented world in which he’s doing selfish acts, he sees
a purpose for the universe of which he is a small part. And in a
tribalistic manner he now submerges himself into the grand plan, a
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great plan. And that brings a certain very profound peace. Now in
- a somewhat related way—but with real differences—I think that
discovering something of a unifying idea gives you a sense that you
do have the key, not to the universe but to the big chunk of it that
matters the most to you. In my case, what mattered the most to me
was biological diversity.”

At the University of Alabama, Wilson found, in addition to Truth,
a young assistant professor and two undergraduates who shared his
love for nonhuman organisms. “I felt as though I belonged from the
beginning,” he says. The four of them pored over Ernst Mayr’s book,
Systematics and the Origin of Species, “as holy scripture,” and they spent
much time collecting data to fit into its framework. Wilson has writ-
ten: “Our little band of zealots descended into caves to search for
trogolophilic crayfish and beetles, skeined streams and ponds for fish,
and drove along the highways on rainy nights looking for migrating
tree frogs.”

There was one disappointment at the University of Alabama: he
didn’t make the track team. “I would have liked to have been a
distance runner literally and physically,” he says. “Books like The
Insect Societies and Sociobiology are intellectual marathon runs.”

Wilson earned his bachelor’s degree in three years and went to the
University of Tennessee for graduate work. It was an interesting time
to be studying biology there. A quarter of a century had passed since
the Scopes trial, but the state remained, technically speaking, an
inhospitable environment for Darwinists; teaching the theory of nat-
ural selection in the public schools was still against the law. Wilson
remembers delivering a lecture about evolution to an undergraduate
class and wondering how the students would react to what had been
legislatively defined as heresy. After the lecture he found out. A big,
hulking boy—a football player, Wilson surmised—approached the
lectern. He had only one question: Will this be on the test?

Maybe Tennessee wasn't the place for E. O. Wilson. While at
Alabama, he had struck up a correspondence with a Harvard graduate
student in entomology named William Brown, and during Wilson’s
first, and last, year at Tennessee, Brown encouraged him to come to
Harvard and take advantage of the largest ant collection in the world.

After two years of graduate work at Harvard, Wilson was elected
a junior fellow in Harvard’s Society of Fellows. The fellowship af-



ANTS 127

forded him (in addition to illustrious company) three years of study
abroad, and he took full advantage. He clarified the geographic dis-
tribution of ants in Cuba, Mexico, Fiji, the New Hebrides, and Sri
Lanka, and tidied up their taxonomy. From primitive species in New
Caledonia, New Guinea, and Australia, he pieced together the evo-
lution of the army ants. He also discovered new species of ants,
which still bear his name: Strumigenys wilsoni, Rbytidoponera wilsoni.
Wilson happened upon people, too, but they didn’t make much of
an impression. “I wasn’t thinking about human beings then,” he says.
“I saw a lot of tribes and the like, but I wasn’t thinking like an
anthropologist.”

After returning to Cambridge, Wilson married. He is not much
more talkative about his wife than about his parents. He says of Irene
only that he “met her socially” in the Boston area and that their
marriage has been fulfilling. They have an adopted daughter, who
recently graduated from college. Irene stays in the background of his
professional life, and few colleagues have met her; invitations to the
Wilson home are almost unheard of, and when he must attend a
cocktail party, he goes alone. The Insect Societies is dedicated to “Irene,
who understands.”

Though Wilson never took the idea of the “spirit of the hive”
seriously, evidence for a better explanation was a long time in coming;
as of 1953, the social cement of bees, wasps, and ants had not been
found. That year Wilson attended a lecture by Konrad Lorenz, the
Austrian zoologist who founded ethology, commonly defined as the
study of animal behavior from an evolutionary perspective. (Wilson
has defined sociobiology as the study of the biological basis of social
behavior in all animals, including humans, and he takes pains to
distinguish it from ethology—and from the numerous other fields
with which it extensively overlaps.) During his lecture, Lorenz talked
about “releasers”—signals, usually visual or auditory, that trigger
stereotyped sequences of behavior in birds and other animals. Wilson
immediately saw the analogous role that chemical sngnals might play
in the social insects.

Several years later, after his travels, he tested his hunch. He took
a specimen of Solenopsis invicta and sacrificed it to science. Seeking
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the source of the odor that emanates from the fire ant’s trails, Wilson
removed three organs that seemed likely candidates and washed them.
(No easy task; each was about the size of a short and inordinately
thin piece of thread.) He then crushed each organ into a pulp. Only
the Dufour’s gland, at the base of the stinger, proved provocative.
When its remnants were smeared on a glass pathway to a nest of fire
ants, dozens poured out, headed for the spot, and, upon reaching it,
milled around as if looking for something to do.

Wilson had found the source of the chemical trail markers that
keep fire ants in line as they forage. And he had discovered that
Lorenz’s releasers are indeed analogous. This chemical—or phero-
mone, as chemical signals later came to be called—triggers a fairly
complex behavioral sequence; it not only keeps ants on the trail but
also persuades them to leave the nest and begin the trek in the first
place. It is, in Wilson’s words, “not just the guidepost, but the entire
message.” He has written of his reaction to the experiment: “That
night I couldn’t sleep. I envisioned accounting for the entire social
repertory of the ants with a small number of chemical releasers.”

He made some progress toward that goal. He isolated the alarm
pheromone of the fire ants and harvester ants, which they emit in
the face of a threat, sending their compatriots into a combative frenzy.
And he found a “necrophoric substance” that accumulates in an ant’s
body after death, inducing other ants to take the corpse to the grave-
yard lest it gum up the societal works. Wilson tainted live ants with
the substance and watched as they were carted off prematurely, their
resistance notwithstanding—an elegant demonstration that ant soci-
eties owe a greater debt to the power of pheromones than to the
intelligence of ants.

Not all the glory was to be Wilson’s. Even as he was discovering
the source and effect of trail markers, Martin Lindauer, a German
entomologist, was isolating an alarm pheromone in a species of leaf-
cutter ant. And Lindauer went further, identifying the composition
of the substance and thus becoming the first scientist to chemically
characterize a pheromone.

As for Wilson’s dream: it now appears that a fairly small number
of signals does indeed account for the complex cohesiveness of ant
societies. It is as if each species had a vocabulary of ten or fifteen
messages, and everyone took instructions without question. One mes-
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sage means “Follow me.” Another: “On guard! A threat to the public
good is present.” (This was the message in the scent that Wilson had
evoked by picking apart the tree stump in Rock Creek Park; the alarm
pheromone of Acanthomyaps is essence of citronella.) Another: “Help
me clean my body; it has so many hard-to-reach places.” Another:
“I'm dead. Get me out of here; I'll only get in the way.” There is
even evidence that these messages can be combined. When a fire ant
is forcibly detained, it emits both alarm and trail pheromones, arous-
ing other ants and pointing them in its direction. In effect: “I'm in
trouble and I'm over here.”

Wilson’s main theoretical work in insect communication came in
concert with William Bossert, then a graduate student and now a
professor of applied mathematics at Harvard. The two men, in a
paper that Wilson describes as “the first general theory of the chemical
and physical design features of pheromones,” invented several ana-
lytical tools (things like “active space” and “Q/K ratios”) and showed
that the molecules of various pheromones are well suited by size and
shape to their function. Wilson, who concedes that his mathematical
skills are irremediably mediocre, has repeated this pattern of collab-
oration more than once; when he wants to make a major theoretical
contribution, he matches his expansive knowledge, conceptual bold-
ness, and sheer enthusiasm with someone else’s rigor.

The discovery of pheromones came amid general excitement about
communication. The ideas of Claude Shannon and, especially, Nor-
bert Wiener had by the 1950s diffused into biology and the social
sciences. Since information and, more specifically, feedback are found
in every animal and animal society, prospects for bringing a new
precision to scholarship at the higher levels of organization seemed
bright. Some scholars went so far as to hope that the terminology of
Shannon and Wiener would become a vocabulary for interdisciplinary
discourse and thus help fuse the sciences into a coherent structure—
perhaps even the unshakable pyramid that reductionists dream of.
After all, the first prerequisite for the formal reduction of one set of
laws to another is that the two be couched in the same terms; a barrel
of apples can’t be reduced to oranges. So it was tempting to speculate
that information would become the basic unit of analysis in all the
life sciences and then the medium of their unification. Wilson was
not among the more starry-eyed in this respect, but he was quite
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taken by the idea that a single measure of information could be applied
to different species and different levels of organization. He even
quantified the information in the waggle dance of the honeybee (by
which foragers, upon returning to the hive, announce the location of
flowers) and compared it with the amount of information in the
pheromones of ants. The two communications technologies, he
found, were about equally efficient.

The decoding of the messages that bind ant colonies did not send
shock waves through the scientific community. Norbert Wiener,
among others, had already established that coordinated behavior of
all kinds involves the transmission of information. Besides, cursory
inspection of an ant colony suggests that its trails have been invisibly
marked; an ant that ventures off the path behaves remarkably like a
hound dog that has lost its quarry’s scent. So even before Wilson had
crushed the Dufour’s gland and deciphered its contents, the prevailing
suspicion was that ants use some such trail markers and perhaps other
chemical signals as well. Pheromones were in the air.

The confirmation of this suspicion, while explaining the unity of
ant societies in one sense, left its mystery intact in another. True,
the mechanism of orchestration—the medium of communication—
had been found. But why were such mechanisms warranted in the
first place> Why had evolution built unified, cooperative societies?
To put the issue in formal parlance: the proximate cause of insect
integration was clear, but the ultimate cause wasn’t.

This mystery is deeper than it sounds. Asking why evolution
integrated ants so thoroughly is not like asking why it gave them
legs or mandibles. Legs and mandibles make immediate evolutionary
sense: obviously, they help an ant survive. Social cooperation is not
so unequivocally advantageous. Consider the starkest form of coop-
eration: total self-sacrifice—pure, final, and necessarily unrecipro-
cated altruism. Bees disembowel themselves by stinging intruders.
Ants of the species Camponotus saundersi defend the homeland by
detonating themselves; they contract the muscles of the abdomen
so intensely that it ruptures and releases a sticky substance, which
turns the ground into flypaper, stymying aggressors. If natural se-
lection really is the survival of the fittest, why would it preserve
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behaviors that are so emphatically not conducive to individual sur-
vival?

The question applies equally to less dramatic forms of sacrifice.
When an ant shares food, or devotes valuable time to grooming
another ant, it receives no apparent compensation. Granted, groom-
ing and food sharing—and self-detonation—may bestow benefits on
the colony as a whole. But, as we will see shortly, there is reason to
doubt that behaviors very often evolve for “the good of the colony”
or “the good of the group” or (especially) “the good of the species.”
So, beneath the question of how such stupid creatures as ants behave
with such collective intelligence lurks a question that is even more
stubborn and subtle: How did such selfish things as genes get roped
into the cooperative behavior that constitutes the intelligence?

The issue is not confined to insects. Prairie dogs endanger them-
selves by conspicuously barking to warn fellow dogs of an approach-
ing coyote or hawk, and the meerkats of Africa also sound alarms
upon sighting predators. Many other mammals share food and groom
one another, and human beings have been known to jump on hand
grenades to save brothers in arms. William Morton Wheeler saw the
breadth of selflessness clearly back in 1910. Biologists, he wrote,
must not be preoccupied with the “struggle for existence” but rather
must explore “the ability of the organism to temporize and compro-
mise with other organisms, to inhibit certain activities of the aequi-
potential unit in the interests of the unit itself and of other organisms;
in a word, to secure survival through a kind of egoistic altruism.”

When Wheeler wrote, and for decades thereafter, some biologists
considered the explanation for altruism to be not all that tricky. In
fact, even today there are people who will dismiss the problem with
a wave of hand, casually remarking that altruism evolved for the
“good of the society.” Such remarks should be greeted coolly. One
common sign of fuzzy understanding of the theory of natural selection
is loose talk about the good of groups. Careful thought shows how
difficult it is for an altruistic trait to survive simply on the strength
of its benefits to the society, or species, at large.

The way evolution works, so far as we know, is that a new gene
or new combination of genes arises—through random mutation or
sexual recombination—and somehow improves the chances that an
organism will survive and reproduce. That is, the gene brings an
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“adaptive” trait. For example, if prairie dogs were all bald, and froze
to death by the scores during winter, and one of them underwent a
genetic mutation that afforded it fur, then the new gene would, other
things being equal, proliferate. The prairie dog carrying it would be
more likely to survive and reproduce than other prairie dogs, as would
any sons or daughters carrying it. Slowly, the gene for furriness
would spread across the population. Obviously, something like this
actually happened during mammalian history.

But the story is not so simple for genes that benefit organisms
other than their own. Imagine a prairie dog colony in which selfish-
ness is rampant, and imagine that a gene for altruism arises. Specif-
ically, suppose the gene inclines the prairie dog to do what prairie
dogs in fact do—stand up on its hind legs and sound a warning call
upon sighting an invader. How long would such a gene last? Roughly
as long as it took its host organism to encounter a coyote. The altruist
would dutifully stand up, emit its alarm signal, and, having attracted
the invader’s attention, get slain and fade into the annals of prairie
dog history.

This is not to say that a society full of such individuals wouldn’t
fare well. On the contrary, it might thrive as no society ever had
before. But genetic mutations don’t generally appear all across the
board; they show up in one or two animals and then have to work
their way to wider acceptance. The question, then, is whether a
single “warning-call gene,” or a handful of them, could pervade the
colony in the first place. And the answer appears to be no. There is
no obvious reason why altruism should ever get off the ground.

So, all told, biologists who put a lot of stock in “group selection”
(the “group selectionists”) are right about one thing: if two societies
within a single species differ in their degree of altruism, the more
altruistic one may outperform the other in Darwinian terms. Indeed,
the selfish society may perish while the selfless one prospers, thus
leaving the gene pool teeming with altruistic instructions. But these
biologists sometimes neglect an important point: if such group selec-
tion is the only way for genetically based altruism to spread, there is
unlikely to be such a situation in the first place.

Fortunately for the theory of natural selection, it turns out that
there is a way altruism can get off the ground without relying on
group selection. It is called “kin selection.” The idea behind kin
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selection is that the gene, not the individual, is the unit of natural
selection, and the interests of the gene and the interests of the indi-
vidual don’t always coincide.

If you are a prairie dog (or are just yourself, for that matter) and
you have a recently invented gene—synthesized, say, by your great-
grandparents—so do roughly half of your siblings and one eighth of
your cousins. Now, suppose this gene is a warning-call gene, and
suppose some siblings and cousins are in your vicinity when a pred-
ator appears. You get up on your hind legs and tip everyone off to
the impending danger, in the process tipping the predator off to your
location and getting eaten. This may seem like a very valiant thing
for you, and your warning-call gene, to do. But, in fact, the “sacrifice”
made by your warning-call gene is no such thing. Sure, the gene
perishes along with its “altruistic” possessor (you), but meanwhile,
in the bodies of a dozen siblings and cousins, two or three or four or
five carbon copies of the gene are carried off safely to be transmitted
to future generations. Such a gene will do much better on the evo-
lutionary marketplace than a “coward” gene, which would save itself
only to see its several replicas plucked from the gene pool. The theory
of kin selection is very much in the spirit of Samuel Butler’s obser-
vation that “a hen is only an egg’s way of making another egg.” Only
it adds this point: “So is that hen’s sister.”

It is important to be clear on what the theory of kin selection does
and doesn’t say. It doesn’t say that genes can sense copies of them-
selves in another organism and direct their own organism to behave
hospitably toward it. Genes are not clairvoyant, and they are not
little puppet masters that govern behavior on a day-to-day basis.
Their main influence on behavior comes through their construction
of the brain, which thereafter is in charge. The theory of kin selection
says simply that natural selection can be expected to permit the
proliferation of genes that build brains that lead to behaviors that are
likely to help kin. And this expectation has a very simple basis: genes
that do so will, under many circumstances, do a better job of ensuring
their own survival (or, strictly speaking, the survival of copies of
themselves), than genes that don’t. Anyone who understands this
clearly should thrill at the subtlety and power of the theory of kin
selection—and, therefore, at the subtlety and power of the theory of
natural selection, of which the theory of kin selection is a corollary.
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Note that kin selection can foster behavior that, on any given
day, may not help kin. If prairie dogs usually live near relatives, an
automatic warning call, sounded without checking to see whether
brothers and sisters are actually nearby, may make evolutionary
sense, since they so often are. (As it turns out, prairie dogs do,
apparently, check; they are more likely to use the call to tip off kin
than to save just any old dog.) Similarly, if for millions of years
Homo sapiens have been likely to grow up near their brothers and
sisters, evolution may give them genes that dispose them to acquire
an attachment to youngsters near whom they are reared. This at-
tachment may then, in modern society, transfer to adopted siblings
or next-door neighbors. Thus, critics of sociobiology are mistaken
when they contend, as they occasionally do, that altruism directed
toward unrelated organisms is never explicable in terms of kin se-
lection.

Before the theory of kin selection came along, biologists used the
term fitness to refer to a gene’s contribution to the survival and repro-
duction of the organism containing it. The word was thought to
exactly capture the evolutionary imperative: the fittest genes would,
by definition, flourish. This assumption—that evolution maximizes
individual fitness—was built into the mathematical models of popu-
lation biologists. Hypothetical genes underlying the sex and hunger
drives and selective aggression fit nicely into those models, but hy-
pothetical genes underlying altruism didn’t.

The theory of kin selection changed things. Now the models of
population biology are based on the assumption that evolution max-
imizes inclusive fitness. This term is broad enough to encompass the
gene’s total contribution to the survival and reproduction of the in-
formation encoded in it, regardless of whether the immediate bene-
ficiary is its particular vehicle or a different vehicle containing the
same information. The new math can be used to show how food
sharing, grooming, and various valorous behaviors could have a ge-
netic basis, and to define the theoretical limits of such altruism. This
logic has been summed up in an anecdote about an evolutionary
biologist who was asked whether, after all he had learned about the
ruthless genetic calculus programmed into people, he would still, as
he had once vowed, give his life for his brother. “No,” he replied.
“Two brothers or eight cousins.”
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The theory of kin selection, though implicit in the writings of
Darwin, was not cast in mathematical form (nor widely appreciated
even in verbal form) until 1964. In that year, William D. Hamilton,
a colleague of Wilson’s, developed it rigorously and used it to solve—
or, more accurately, to suggest a very plausible solution to—the puzzle
of the social insects’ superorganic unity.

T'here are now more words on the blackboard—not just sociobiology,
but siphonophore, bhermeneutics, zooids, and kin selection. Wilson is adding
the name William Hamilton and recalling the circumstances under which
the theory of kin selection took shape. “Now it was a remarkable
achievement in the early sixties by a then-young British biologist named
Bill Hamilton, who looked at social insects in a wholly new way—and
I might add, just for your delectation, a footnote. At that time he and I
were probably the leading students, younger students, of social insects.
And he looked at it in a way that would have never crossed my mind.”

Hamilton, like other entomologists, was perplexed by insects of
the order Hymenoptera—wasps, bees, and ants. Why is it, he won-
dered, that highly integrated social behavior is found in virtually no
insect groups outside of Hymenoptera? (Termites are the lone excep-
tion.) What do wasps, bees, and ants have in common that would
account for their cohesion?

One thing they have in common is an odd approach to reproduc-
tion: some of their eggs yield life without fertilization. In fact, what
determines the sex of an unborn ant is whether its egg is fertilized.
If it is, then it becomes a female; if not—if it receives no genetic
input from the male—then it becomes, ironically enough, a male.
This means that when one of these males matures and produces
sperm, the genetic information is the same in all of his sperm cells;
having come from an unfertilized egg, he has only one set of chro-
mosomes on which to draw. The queen, in contrast, having emerged
from a fertilized egg, will have (like humans) two sets of chromo-
somes—twice as much genetic information as was actually needed to
construct her. Since each egg she produces will draw randomly on
this store, her eggs will differ from one another.

So ant eggs are just like most eggs in the animal kingdom; any two
produced by the same mother have about half of their genes in



136 EDWARD O. WILSON

common. But ant sperm are weird; any two sperm cells produced by
the same father are identical. The upshot is this: the various females
born of the fusion of these sperm cells and these eggs will be very
closely related—much more so than ordinary “sisters.” Whereas two
human sisters have about one half of their genes in common, two ant
sisters share, on average, three fourths of their genes. (Actually, these
fractions are misleading. People in fact share much more than half of
their genes with any given person—and, for that matter, with any
given chimpanzee. But fairly novel genes, genes that are not yet
established in the population, do indeed have a 50 percent chance of
residing in the sisters of their human carriers and a 75 percent chance
of residing in the sisters of their ant carriers. And novel genes, being
on the cutting edge of evolution, are the ones we're interested in
here.)

In his 1964 paper, Hamilton argued that the large genetic overlap
among ants revises the mathematics of altruism. If it makes genetic
sense for a prairie dog to die because otherwise four fertile sisters
will each face a 51 percent chance of death, he reasoned, the same
sacrifice makes sense for an ant with only three similarly threatened
fertile sisters. If it makes sense for a monkey to share a little food
with her sister monkeys, it makes sense for an ant to share a lot of
food. In general, the logic appears to be slanted toward cooperation
and self-sacrifice in the order Hymenoptera. The line between self-
interest and the interest of a sibling, always a little blurry, is blurred
further in ant, wasp, and bee societies.

Wilson says to his students, “Hamilton said, ‘Is it possible that
this bias, this kin selection, is the driving force behind repeated
origination of this type of higher colonial organization in the bees,
wasps, and ants?” And he sold me immediately on this idea. And I
was one of the early—I was the early defender of this view. And I
must say that I've had to concede that Hamilton—even though I
think I knew more about social insects—Hamilton beat me to it to
produce the main idea, the most original, important idea on social
insects of this century. And I had to react the way young Huxley,
Thomas Henry Huxley, reacted when he read The Origin of the Species.
Here was Darwin saying, Look, we can explain all these marvelous
things by natural selection. . . . And Huxley’s comment was the one
that I made: How stupid of me not to have thought of that. Why
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didn’t I sit down and think for a few minutes”—he clenches his fists—
“instead of running out in the field and, you know, doing all these
things? Well, anyway”—the students laugh at Wilson and thus with
him—*“as a consequence, kin selection, and, you know, this basic
approach, has become central in the development of the field of
sociobiology.”
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E. 0. Wilson likes military imagery. He has described to his
students the convergence of biology and the social sciences in these
terms: “Now we are approaching a point where biology—the bio-
logical imperium, as it were—has come within sight of the parapets
and pennants of the social sciences.” Once, when asked why his
gene-culture theory was cast in such densely mathematical form,
he replied, “We had to armor-plate Genes, Mind, and Culture” As
the book was nearing publication, a small, cardboard, Neanderthal-
looking man took his station on Wilson’s desk; frozen in the middle
of a bold stride, marching as to war, he carried a banner that read
GCT FOREVER. This standard-bearer for the gene-culture theory
was a gift from Charles Lumsden. It had been modeled after Wil-
son’s “mascot” ant, which was prominently pictured in Time mag-
azine’s 1977 cover story on sociobiology. The ant—a slightly larger-
than-life replica of an ant, actually—still sits in Wilson’s office,
under a glass dome, supporting a banner that reads ONWARD SO-
CIOBIOLOGY!

These are not empty symbols. Wilson approaches science like a
field general heading into world war. His objectives are large and
clearly defined, his strategies are meticulously mapped out, and he
pursues them with relentless discipline and a sense that right is on
his side. The enemy, ultimately, is not the social sciences per se but
the sort of intellectual entropy they represent. “I've always wanted
to transform messy subjects into scientifically orderly subjects,” he
says. “To put things right, so to speak.”

Illustrative of Wilson’s military acumen is a maneuver he engi-
neered in the early 1960s, one that elevated him from entomologist
to evolutionary biologist at large. One purpose of the strategy was to
resolve a career crisis and thus pull him out of a prolonged state of
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mild depression. The source of his depression was reductionism, in
the pure sense of the word.

In 1953, James Watson and Francis Crick had become famous by
discovering the helical structure of DNA and figuring out, broadly,
how it makes copies of itself. Wilson at first found this affirmation
of Darwinism inspiring. “It was a thrill,” he has written, “to learn
that the underlying molecule was in fact quite simple and that
straightforward, readily understood chemical principles could be
translated upward into an all-but-limitless biological complexity.” Af-
ter a time, though, the double helix turned on him. It drew research
funds and young talent into molecular biology, while Wilson’s brand
of biology received little of either. There was even some question as
to whether plain old evolutionary biology still had a reason to live.
Why estimate the phylogenetic relationship between two species by
comparing bone structure when the exact answer would soon be
legible in the genetic text? Why speculate about the role of genes in
behavior instead of seeking the answer in the genes themselves?
Everything would ultimately be explained from the bottom up, so
why bother with the top?

On Harvard’s faculty in the late 1950s and early 1960s was James
Watson himself. His enthusiasm for molecular biology was comparable
to Wilson’s present enthusiasm for sociobiology, and his territorial
ambitions were even less tempered by tact; he is, one colleague of his
told me, a man who almost seems to enjoy making other people suffer.
Watson openly argued—in department meetings, among other places
—that evolutionary biology had a limited future at best; the real action
would come in molecular biology, and that was where the university
should put its money. “He just took an extreme view, that’s all,” says
Wilson. “He was very young and rough at the edges. He’s famous for
being immature and extreme. I hope he’s mellowed by this time.”

Wilson could feel the hostility of Watson and his “allies” upon
passing them in the hall, and he lacked allies of his own. The other
evolutionary biologists at Harvard were older men—Ernst Mayr,
George Gaylord Simpson—and were in the “consolidation period of
their careers,” Wilson recalls. He felt alone, stranded between his
intellectual forebears and his contemporaries. He found himself won-
dering whether the molecular biologists weren’t right: Were there new
worlds to conquer in evolutionary biology? Or had E. O. Wilson, a
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tenured Harvard professor barely into his thirties, seen his best years?
On sabbatical in Tobago in 1961, Wilson pondered his fate and
plotted his future. After scanning the academic terrain, he set his
sights on population ecology.

Population ecology is the study of how the environment—con-
strued broadly to include not just climate and flora but prey and
predators, symbionts and competitors—shapes the evolution of a
species. Much theoretical progress was yet to be made in the field,
Wilson could see, but there was one obstacle: he had no mathematical
training beyond algebra and elementary statistics, and quantitative
analysis of an increasingly arcane sort was common in ecology. In
Tobago he vowed to “lift myself to mathematical semiliteracy”—not
~just in preparation for the next few years but because he saw, more
generally, “the necessity of being analytic in order to encompass and
advance the study of particular messy areas.” He spent the final
months of the sabbatical studying calculus and probability theory
with the help of learn-at-home texts. Upon returning to Harvard he
enrolled in an undergraduate calculus course, and for the next two
years, while keeping up his teaching, research, and writing, he con-
tinued to take courses in math.

Even in possession of these credentials, Wilson sought collabora-
tion with a more gifted mathematician, and even before earning them
he had chosen his man: Robert H. MacArthur, by consensus the
greatest ecologist of his generation. MacArthur, who died of cancer
in 1972 at age forty-two, was, Wilson says, “the only true genius I
ever met,” a man who by sheer force of insight could “convert a
swampland into a garden.” MacArthur and Wilson decided to look
into patterns of population on islands, and Wilson suggested they do
it fast. “I beat the drums,” he recalls. “I said, ‘You know, this is a
field that could really open up in this new way.’ And he agreed
completely. And very shortly we were off and running.” The Theory
of Island Biogeography was published in 1967 and proved seminal.

Wilson and one of his graduate students later conducted an elab-
orate test of the theory. They picked out an island in the Florida
Keys, fumigated it until no insect was left alive, and then observed
its reinvasion. The ensuing growth and stabilization of population in
the various species roughly accorded with the theory, thus capping
what for Wilson was a bracing experience. When he and MacArthur
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had entered the field of island biogeography, he recalls, “it was just
a total mess. . . . In fact, it was described and dealt with in much
the same way that a lot of sociology and anthropology is dealt with
today—descriptive, verbal terms.” Their success in cleaning the field
up with rigorous analysis helped give him the courage to confront “a
big, sloppy system, like human society.”

Wilson loves to name things, and he has a knack for it. He comes
up with terms that nicely capture the essence of their referents, or
have an air of academic authority, or both. He summed up the
tendency of similar species that share turf to evolve in opposite
directions as “character displacement.” He distinguished between “re-
leaser” pheromones, which immediately trigger specific behaviors,
and “primer” pheromones, which work obliquely, altering patterns
of future behavior. Among his other coinages: “phylogenetic inertia,”
“evolutionary pacemaker,” “behavioral scaling,” “epigenetic rule,”
“ethnographic curve.” Wilson is a lover of islands, and upon realizing
that his condition had no name, he created one: “nesiophilia.” This
inventiveness has served him well. In science, as in commerce, labels
are important. Among the gifts that he brought to his several collab-
orative efforts of the sixties was a flair for packaging.

Toward the end of that decade he began capitalizing on his lin-
guistic proficiency in another way. For the first time in his career, he
authored a book solely. And, like the next two books he would write,
it was not a technical monograph but a book that would succeed or
fail in large part on its literary merit—on the logic of its organization
and the grace of its exposition. It was about insects.

Insects had for a long time gone understudied, in Wilson’s view,
and one reason, he believed, was that the technical literature was in
disarray; articles were scattered about in obscure journals, and some
were written in obscure languages. The last general, English-language
review of the social insects was William Morton Wheeler’s book by
that name, published in 1928. Further, much of the more recent work
on insect societies was not in tempo with new ideas in evolutionary
biology; articles were ane.dotal and incoherent, devoid of organizing
principles. Wilson decided to straighten things out. The result was a
large and lucid work—more than five hundred dense, double-col-
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umned pages of diagrams, tables, pictures, references, and crystalline
prose: The Insect Societies.

As remarkable as the book itself—it won universal praise and is
still considered by some colleagues his best book—is the fact that he
wrote it in eighteen months. The formula for such productivity is
simple, he says: you work seven days a week, and you work long
days. You sleep short nights. If you're a family man, like Wilson,
you work at home whenever possible. “I feel it really is true that
work is a central source of meaning for human beings,” he says when
pressed to explain such behavior. “It’s been said many times before
in many more eloquent ways that work gives daily satisfaction. And
a lot of work, for me, gives me a lot of daily satisfaction.”

Wilson barely paused for breath before embarking on Sociobiology.
The idea of bringing insect, other invertebrate, and vertebrate soci-
eties into a single analysis had first struck him in the mid-fifties, after
he was deemed the faculty member most nearly qualified to supervise
the work of Stuart Altmann, a graduate student who specialized in
primate behavior. Accompanying Altmann to observe rhesus mon-
keys in Puerto Rico, Wilson found himself comparing the social
structure of primates with that of insects. And he heard from Alt-
mann a new word: sociobiology. It had a nice sound to it. Fifteen years
later, as he was finishing The Insect Societies, he began to look closely
at the literature on vertebrate behavior, and was surprised to find it
glaringly deficient; even the innovators, such as Lorenz, had been
slow to pick up on useful new ideas, such as kin selection, from
outside their fields. Wilson’s instinct for order stirred. Perhaps the
study of all social behavior could be tidied up with a handful of potent
ideas.

He spelled out this ambition in the last chapter of The Insect Societies,
“The Prospects for a Unified Sociobiology.” He wrote: “As my own
studies have advanced, I have been increasingly impressed with the
functional similarities between insect and vertebrate societies and less
so with the structural differences that seem, at first glance, to con-
stitute such an immense gulf between them. Consider for a moment
termites and macaques. Both are formed into cooperative groups that
occupy territories. The group members communicate hunger, alarm,
hostility, caste status or rank, and reproductive status among them-
selves by means of something on the order of 10 to 100 nonsyntactical
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signals. Individuals are intensely aware of the distinction between
groupmates and nonmembers. Kinship plays an important role in
group structure and has probably served as a chief generative force
of sociality in the first place. In both kinds of society there is a well-
marked division of labor . .

What began as provocative speculation ended as conviction. “I
wanted to have a coda, a concluding chapter with punch in it,” Wilson
says. “And when I wrote the thing I persuaded myself.” He laughs.
“That’s the way those things happen. I came to feel that there was
really quite a future to this. I had a sense of exhilaration. I thought,
Wow, we really can put something together that’s unifying here.”

Some people may have trouble believing that a single moment of
exhilaration could have sparked the intensive three-year campaign
that would result in Sociobiology. But these people have never seen
E. O. Wilson get excited about intellectual unity. I have. Once I
was talking to him in his office when the phone buzzed. It was his
aide-de-camp, Kathleen Horton, informing him that Marvin Minsky
was on the line. Minsky had been a fellow junior fellow in the
fifties, shortly before he became one of the founding fathers of
artificial intelligence. Wilson picked up the phone. “Hello, Marvin.
How you doing?” Pause. “Oh, working hard, as always.” Long
pause. “That’s exciting,” he said, jabbing his left index finger for-
ward in sync with the expression, as if Minsky were in the room to
appreciate the gesture. “Hey, listen, why don’t you two come over
for lunch sometime and let me show you some ant colonies?” It
turned out that Minsky and a colleague were interested in studying
the way ants process information. He needed say no more; Wilson
took over from there. “A thing that’s been continuously running
through my mind,” he told Minsky, “is that it’s now time for people
like yourself in Al and those who are looking for new creative
approaches in computer design to have a look at the superorganism—
you know, not just the brain but the ant colony.” They agreed to
have lunch, and Wilson hung up with a look of nearly ecstatic
delight on his face. “How ’bout that?” he said. “After thirty years,
Minsky and I are talking about getting together and working again.”
He walked over to his refrigerator to retrieve lunch, still marveling.
“Sometimes a person like that can bring up one idea or new tech-
nique that you've never heard of”—he opened the refrigerator door,
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turned toward me, and swept his hand outward to signify vastness—
“and it'll just change everything.”

It is hard to say exactly what makes Wilson’s enthusiasm so literally
boyish. Partly it is his golly-gee, Gomer Pyle walk, but mainly it is
that the enthusiasm is authentic. E. O. Wilson has somehow pre-
served the ability to get extremely and unabashedly excited about
ideas, an ability that—in those few people who have it in the first
place—typically begins to fade not long after college graduation. He
likes making connections, and he likes the people he makes them
with. If, in conversation, you discover an intellectual affinity—both
he and I, for example, have trouble understanding things written by
Michel Foucault—his voice warms with fraternity. Sometimes you
get the strange feeling that this fifty-seven-year-old man is the new
kid in school and wants to be your best friend. It wouldn’t shock me
if one day his eyes lit up in mid-conversation and he exclaimed,
“Hey, let’s build a fort in the woods!” And if he said it, he would
do it.

Wilson did not imagine, at first, bringing humans into his grand
synthesis. Indeed, the last sentence in The Insect Societies seemed to
exempt them from sociobiological analysis: sociobiology, he observed,
could be “expected to increase our understanding of the unique qual-
ities of social behavior in animals as opposed to those of man.” As a
postscript, he tossed in an ode to free will from Pierre Huber, a
nineteenth-century entomologist: “This great attribute, which signi-
fies unbounded wisdom, induces us to admire those laws by which
providence rules the insect societies and reserves to herself their
exclusive direction; and it shows us that in delivering man to his own
guidance, she has subjected him to a great and heavy responsibility.”

What convinced Wilson to subject humans to the explanatory
power of sociobiology was the resolution, at last, of the tension
between his religion and his science. “I had a lot of inner struggle,”
he says. “I don’t mean to say that I was tempted to return to a
fundamentalist view or even an essentially Christian, religious view
of the world.” But neither could he accept the view, prevalent among
intellectuals, that the religious experience is nothing more than “an
excited mental state,” and is thus not in need of special explanation.
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He had seen firsthand—and felt—the depth of its appeal; he was
certain that religion had biological roots, that at some point it had
been good for the genes. The question was how.

During the early research for Sociobiology, an answer occurred to
him, the answer he would later articulate in On Human Nature. Re-
ligion, he speculated, congeals the identity of the adolescent and
instills a sense of purpose that pays off genetically, fueling his am-
bition and channeling it toward investment in his future and that of
his family and society. The adaptive value of the religious impulse,
through selection at the individual, kin, and even group levels, had
. earned it a place in our genetic heritage.

If something as seemingly inexplicable as religion could be plau-
sibly explained biologically, what other baffling human behaviors
might similarly yield to Darwinism? Wilson concluded that the fun
was just beginning.

This belief was bolstered by his association with Robert Trivers,
one of the most creative theorists in the history of evolutionary
biology. During the early 1970s, Trivers showed, among other things,
that kin selection is not the only Darwinian way to explain altruism.
Something he called “reciprocal altruism” may make genetic sense
even among organisms not related to one another—indeed, even
among members of different species. Reciprocal altruism sounds like
a very commonsensical idea: you do a favor for me and later I do a
favor for you. And it s commonsensical—so long as the animals in
question can, like humans, do favors with the expectation of being
paid back. The less obvious thing that Trivers found—and demon-
strated with the neat logic of game theory—is that reciprocal altruism
could thrive even among organisms incapable of “understanding” the
concept of reciprocation. The only prerequisite is that they be able
to recognize individual organisms and store information about their
past behavior. (Darwin himself, actually, first outlined these condi-
tions for this sort of altruism, but, like many of the other insights he
tossed off, this one had to be rediscovered before being developed
and fully appreciated.) The meagerness of this prerequisite means
that the roots of reciprocal altruism—and of the cerebral mechanisms
governing it—could stretch deep into our mammalian past. Trivers,
no more cautious in his speculation than Wilson, wrote that “friend-
ship, dislike, moralistic aggression, gratitude, sympathy, trust, sus-
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picion can be explained as important adaptations to regulate the
altruistic system.”

In addition to showing that familial altruism is not the only kind,
Trivers gave theoretical precision to the definition of its limits. He
argued that, because members of a family do not have al/ their genes
in common, their genetic interests differ, and a certain amount of
conflict is therefore “natural.” Thus, the same big brother who de-
fends his sister on the playground one day may—with equal fidelity
to the interests of his genes—complain the next that too much money
is spent on her clothes and not enough on his. Such a complaint is
an example of the “parent-offspring conflict” that, according to Triv-
ers, we should expect to see in many species, and that should change
predictably over a family’s life cycle. This theory held a special
attraction for Trivers, who had not had placid relations with his
parents, and Wilson was also impressed by its power.

During the early 1970s, Trivers was an assistant professor at Har-
vard. He read and critiqued every chapter of Sociobiology in draft, and
his enthusiasm reinforced Wilson’s. Wilson needs extra doses of en-
thusiasm like King Kong needs steroids, but that is what he got. And
it showed. The production of Sociobiology was intense even by his
own standards. “I got excited and just kept at it,” he recalls. He
worked twelve to fourteen hours a day, seven days a week, for more
than two and a half years. “I don’t mean I was spending ninety hours
a week just on that book,” he says in clarification. “I was also carrying
out my regular duties at Harvard.”

Sociobiology: The New Synthesis was published in 1975. The initial
critical reaction was favorable, even, in places, rhapsodic. John Pfeif-
fer, writing in the New York Times Book Review, called the book’s birth
“an evolutionary event in itself, announcing for all who can hear that
we are on the verge of breakthroughs in the effort to understand our
place in the scheme of things.” Wilson says, “I know some [of socio-
biology’s] critics—a couple of extreme and nasty critics who couldn’t
think of anything else worse to say—have said that the book was very
successful because Harvard University Press went all out in market-
ing it. That’s not true. They didn’t really get rolling until it got some
tremendous reviews and started selling like crazy. Then they came
out with big full-page ads in the New York Times and the New York
Review of Books.”
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If marketing didn’t play a role in the book’s initial success, pack-
aging probably did. Sociobiology had the look and feel of authority. It
had pages ten inches square, each capable of accommodating more
than 1,000 words, and it had 697 of them, counting the 22-page
glossary, the 33-page index, and the 65-page bibliography. Equations
and graphs abounded, as .did eye-catching, 2-page illustrations de-
picting some of the more marvelous, and some of the more human,
behaviors in species ranging from insects to primates.

Lest anyone doubt its cosmic significance, the book opened with
the obligatory cryptic epigraph:

Arjuna to Lord Krishna: Although these are my enemies, whose
wits are overthrown by greed, see not the guilt of destroying a family,
see not the treason to friends, yet how, O Troubler of the Folk, shall
we with clear sight not see the sin of destroying a family?

Lord Krishna to Arjuna: He who thinks this Self to be a slayer,
and he who thinks this Self to be sla