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I
mprovements in the energy consumption and throughput of digital 
processors are reaching a plateau, as complementary metal-oxide- 
semiconductor transistor (CMOS) technology approaches the end of 

process scaling1,2. This issue impacts the power requirements of large 
data centres, or the Cloud, and can also limit the effective deployment 
of sensors and actuators for the Internet of Things (IoT)1,3 because of 
limited communication bandwidth and the cost of data transmission. 
There is no way to transmit and store all the data being gathered now 
for central analysis, and this challenge is expected to grow with the 
orders of magnitude more devices expected with the development of 
the IoT. The result is that the edge of the network will need sufficient 
intelligence4 to pre-process data in place and transmit only the most 
important information to the Cloud. This edge computation will have 
to be extremely power efficient, as it may depend only on the energy 
that it can scavenge from its environment. Thus, new computational 
devices and approaches are critical, especially those that can interface 
directly to the analogue output of embedded sensors to filter, analyse, 
compress, encode and possibly encrypt data before transmittal.

Many of these operations can be expressed as a vector-matrix 
multiplication (VMM), which in principle can be performed in the 
analogue domain by a memristor crossbar array5–10 using Ohm’s 
law for multiplication and Kirchhoff ’s current law for summa-
tion11–30 (Fig. 1a). Such VMMs are being developed as accelerators 
for inference on deep neural networks31–35, but may also be used as 
reconfigurable analogue processors for edge computing. A vector of 
voltage outputs from a sensor can be applied directly to the rows of 
a memristor crossbar, in which the values of the appropriate matrix 
elements have been stored as the conductance of the cells. The cur-
rents that appear on the columns of the array in real time represent 
the output vector of the multiplication if the series resistance of the 
interconnection wires is negligible compared with the memristor 
resistances. To read out the results in parallel, the current signal 

from each column is converted to a voltage signal through a tran-
simpedance amplifier (TIA), which also serves as a virtual ground.

So far, demonstrations of this concept have been limited to binary 
signal input and/or binary matrix weights14–16. Recently, pulse width, 
instead of amplitude, was used to represent the analogue input sig-
nals27–30, but this scheme requires more readout time and more com-
plicated integrated circuits. Previous experimental demonstrations 
of an analogue-voltage-amplitude-vector by analogue-conductance-
matrix product, to the best of our knowledge, have been limited to a 
1 ×  3 system24–26, which is not strictly a VMM implementation. Here, 
we report completely analogue VMMs with adequate accuracy and 
high speed–energy efficiency that are based on up to 128 ×  64 cross-
bars of hafnium oxide (HfO2) memristors36, and experimentally dem-
onstrate the important IoT and network edge applications of signal 
spectrum analysis, image compression and convolutional filtering.

128 × 64 memristor crossbars
To precisely tune the conductance of each memristor in a cross-
bar, we monolithically integrated a memristor on top of a metal–
oxide–semiconductor (MOS) transistor as an access device in 
each cell, which is known as the ‘1T1R’ architecture. Compared 
with passive arrays that use highly nonlinear memristors14,37–39 
or discrete selector devices40–43 to mitigate the sneak path cur-
rent problem, the 1T1R scheme has a lower packing density (2.5 
times the cell area). However, it allows us to independently access 
memristors with a linear current–voltage (I–V) relation in an 
array with the transistor gate control, so each memristor’s con-
ductance can be precisely tuned. Moreover, unlike passive arrays, 
a 1T1R crossbar enables accurate analogue VMM with linear I–V 
memristors that yield a good approximation to the scalar product 
of a vector component and matrix element. The transistors also 
take advantage of the maturity of the CMOS platform and hence 
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are attractive for applications in which packing density is not 
the most critical factor. In principle, depletion-mode transistors 
that are in the ‘on’ state at zero gate–source voltage can be used 
so that gate voltages on transistors are only needed for memris-
tor array programming but not for normal VMM operations. We 
used n-type enhancement-mode transistors in this demonstra-
tion. The choice of transistor and its effect on leakage is discussed 
in Supplementary Note  1. Integration was conducted at UMass 
Amherst by building Ta/HfO2/Pd (ref. 36) memristors on top of 

a CMOS chip fabricated by a commercial vendor (see Methods  
for more details). Figure 1b shows part of the integrated chip con-
sisting of 1T1R arrays with sizes ranging from 4 ×  4 to 128 ×  64. 
The detailed structure of some cells and the connection scheme 
are shown in Fig. 1c and Supplementary Fig. 1. The source wires 
of the transistors are rotated by 90° with respect to the source  
wire design for the 1T1R memories, so that when all the transis-
tors are turned on, the array converts into a fully connected mem-
ristor crossbar.
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Fig. 1 | Data stored in a 128 × 64 1t1R memristor crossbar, demonstrating conductance state linearity, write precision and accuracy, and read stability 

and reproducibility. a, Schematic of the VMM operation. Multiplication is performed via Ohm’s law, as the product of the voltage applied to a row and the 

conductance of a crosspoint cell yields a current injected into the column, while the currents on each column are summed according to Kirchhoff’s current 

law. The total current from each column is converted to a voltage by a TIA, which also provides a virtual ground for the column wires. b, A 2 cm ×  2 cm 

detail from a photograph showing two dies of 1T1R memristor crossbars, each of which contains array sizes from 4 ×  4 to 128 ×  64 cells, along with 

various test devices. c, Microscope image of four cells in a 1T1R array (scale bar, 10 μ m). Crosses are memristors, and the transistors are ring-shaped. 

Inset: schematic showing how the memristors and transistors are connected into an array. d, Photograph of a probe card in contact with an operational 

128 ×  64 1T1R array (scale bar, 500 μ m). e, Quasi-d.c. I–V curves for all the devices with different conductances, showing good I–V linearity over the 

selected conductance range. f, Histogram of the initial difference between the target and measured conductance written into a 128 ×  64 array. A fit of the 

peak to a normal distribution yielded a standard deviation of 6 μ S, with the peak maximum located at –5 μ S. g, Room-temperature state retention and read 

disturb of the device states. The d.c. conductance states of all the devices were measured with a 0.2 V bias for 1,000 cycles, or a total of 6.4 h, showing 

no discernible drift in the plots. h, Histogram of the normalized standard deviation (s.d.), defined as the s.d. per conductance range (100–900 μ S), for 

all measured states, which was fitted to a lognormal distribution. This shows that there are fluctuations during the read operation that can occasionally 

degrade the effective precision of an individual memristor, but 90% of the device states have a normalized s.d. less than 0.39%.
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The programming and computing were achieved with a cus-
tom-built testing system connected to the chip by a probe card 
(see Methods and Supplementary Fig.  2). Figure  1d shows a 
128 ×  64 array with probes touching the contact pads. With the 
1T1R scheme the array size can be much larger than 128 ×  64, 
but this array was chosen for the demonstration mainly because  
of the constraint of the maximum number of probes (388, as 
shown in Fig. 1d) available on the commercial probe card used 
for testing. With transistors as the access devices, we were able 
to program the conductance of nearly all of the memristors 
to an arbitrary value within a predefined conductance range 
(Supplementary Video 1). We wrote MATLAB scripts to control 
the resistance tuning by communicating with the testing system. 
With the Ta/HfO2/Pd memristors, the I–V relation of the cells 
was linear once the conductance was larger than the quantum 
conductance (77.5 μ S)44,45, as shown in Fig.  1e for conductance 
ranging from 300 to 900 μ S, an important feature for accurate 
analogue computing. Typical resistance switching curves are plot-
ted in Supplementary Fig. 3.

Among the 8,192 devices in the 128 ×  64 array, there were only 
three stuck ‘on’ and 15 stuck ‘off ’ devices after programming, 
leading to a responsive device yield of 99.8%. A histogram of the 
writing error, defined as the initial difference between the target 
conductance value and the measured written value of the respon-
sive memristors, is plotted in Fig. 1f (more data, including those 
from differently sized arrays, are shown in Supplementary Fig. 4). 
The peak of the writing error conformed to a normal distribution 
with a standard deviation σ of 6 μ S when the writing tolerance 
was set to ± 10 μ S, and could be further reduced by defining a 
narrower tolerance in the MATLAB script and/or using a larger 
number of closed-loop programming iterations, at the expense 
of increased programming time. If, for the moment, we discount 
the tail of the distribution, which represents a small number of 
‘sticky’ cells, and define the interval between states as σ± , we have 
effectively demonstrated more than 64 levels of conductance or 6 
bits of digital precision over the conductance range 100–900 μ S, 
which has been proven to be sufficient for many tasks in machine 
learning algorithms13,15. The accuracy error δ G of the memristor 
programming operation is taken to be the median value of the 
writing error, which is –4.7 μ S. To explore the read stability and 
reproducibility, we measured the conductance of the responsive 
8,174 devices in the 128 ×  64 array with 0.2 V read pulses for more 
than 6 h and did not see any detectable state drift (Fig. 1g). There 
were fluctuations in the read operations of individual cells, but 
these were small enough to have little impact on column current 
measurements summed over multiple memristors. These fluctua-
tions, however, are a good indicator of the ultimate bit precision 
of the system. For example, 90% of device states have fluctua-
tions within a 0.39% normalized standard deviation (Fig. 1g and 
Supplementary Fig. 5), indicating that the writing precision is 128 
states or 7 bits in the conductance range 100–900 μ S. The writing 
error and readout stability are not correlated with the selected 
conductance range (Supplementary Figs.  6 and 7), demonstrat-
ing the simplicity of making use of the multilevel conductance 
states. The device maintains the stable states at normal working 
temperatures (room temperature to 85 °C, Supplementary Fig. 8). 
The stable multilevel conductance states may be a result of the 
high migration barrier (measured value 1.55 eV)36 for the Ta cat-
ions and O anions within a Ta-rich conductance channel formed 
in the HfO2 matrix for the Ta/HfO2/Pd memristors that were inte-
grated on the chip.

Analogue signal processing and image compression
We first configured the array to implement the discrete cosine 
transformation (DCT) as a typical example of a linear transforma-
tion. The DCT is a Fourier-related transform widely used in digital 

signal processing and image/video compression and processing13,46. 
Mathematically it can be expressed as
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The equation can also be written as a matrix operation:

= My x (2)dct

where x is the input signals vector, Mdct is the DCT matrix, and y is 
the output spectrum vector.

One challenge in implementing the DCT with a crossbar is that a 
memristor conductance value cannot be negative, whereas some of 
the elements in Mdct have negative values. To address this issue, the 
first approach used here is to map the matrix values into conduc-
tance by the linear transformation

β= +G M m J (3)dct dct s

where J is the matrix of ones, and the transformation coefficients 
are determined by

β
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The DCT result can be recovered from the measured output of 
the crossbar by

∑αβ β= −− −m xy i j( ) (5)i
1

out s
1

where α =  vin/x is the scaling factor to match the voltage range of the 
input, iout is the vector of output currents, and j is the vector of ones. 
The second term of the equation includes a summation over all ele-
ments of the input voltages, which can be post-processed by either 
software or hardware.

The second approach we employed was to use the conduc-
tance difference of two memristors (a differential pair) to rep-
resent one matrix element. The input voltage signals on two 
neighbouring rows have the same amplitude, but opposite polar-
ity. The differential calculation is performed by direct current 
summation:
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where −
+ −G Gi j i j, ,  is the mapped matrix element in the ith row and 

jth column and thus can be negative. The differential pair can also 
mitigate stuck or sticky device issues by setting the conductance of 
one device in the pair while keeping the other device untouched. 
This approach provides a level of defect tolerance to the calculation, 
but at the expense of increasing the number of required memristor 
cells and thus the chip area.

After configuring one 64 ×  64 crossbar with the aforementioned 
first approach, the linear transform (equation (3)) to map DCT 
matrix values to memristor crossbar conductance, we quantitatively 
analysed the output accuracy of the memristor DCTs by plotting the 
experimental measurements versus the expected currents for each 
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column for a range of inputs. The readout conductance matrix after 
programming into the crossbar array is shown in Supplementary 
Fig. 4b. The raw current is processed in software by a simple scaling 
(for details see Supplementary Note 2 and Supplementary Fig. 9), 
which can be accommodated in hardware with a simple modified 
design, as the raw column current itself is converted from a volt-
age output by a TIA. The crossbar output shows an excellent match 
between the experimental and expected outputs (Fig. 2a). The high 
accuracy of the DCT reported here mainly resulted from the high 
bit yield, the relatively low series resistances (0.35 Ω  per block for 
rows, 0.32 Ω  per block for columns) and the high I–V linearity of the 
memristors in the crossbar obtained from the back-end process, as 
summarized in Supplementary Table 1. The unresponsive devices, 
especially those stuck in high conductance, have a significantly 
adverse effect on the output accuracy as well as the power con-
sumption, based on our simulation results shown in Supplementary 
Fig. 10 and Supplementary Note 3. In the simulation result shown 
in Supplementary Fig.  11, it is observed that a larger wire series 
resistance significantly decreases the output accuracy, especially for 
larger arrays, and eventually impacts the ability to correct the results 
with a simple linear correction.

Figure  2b shows a typical histogram of the estimated output 
error for a 64 ×  64 memristor crossbar from all the columns, with 
input vectors representing image pixel intensities multiplied by a 
fixed DCT matrix (4,096 data points). The results show that the 
relative output error nearly follows a normal distribution. Similar 
analyses were performed with different crossbar sizes and the 
equivalent bit precision was then extracted from the standard 
deviations of the estimated output errors. The resulting 5–8 bit 
precision as a function of crossbar size is shown in Fig.  2c, with 
larger arrays being systematically less precise. The degradation 
of bit precision with larger crossbar size could be due to increas-
ing worst-case series wire resistance, leading to significant voltage 
drops within the array and the presence of increasing sneak cur-
rents that cause the conductance states of memristors to influence 
each other. This can be remedied by decreasing the wire resistances 
and/or using lower average device state conductance, at the risk of 
increasing the device nonlinearity. Additionally, using the defect-
tolerant approach of differential pairs of devices, described above, 
also reduces errors.

We start with a one-dimensional (1D) DCT for the crossbar 
array, to be used as a spectrum analyser, where we employ the con-
ductance matrix used in the above accuracy analysis (the experi-
mentally written values shown in Supplementary Fig. 4b). The input 
signals are sine waves with different frequencies, the mean values 

(d.c. components) of which are zero; as a result, they do not require 
the summation post-processing described above. The experimen-
tal crossbar output displays the frequency spectrum, showing good 
agreement with the software DCT in MATLAB (Fig. 3). The real-
time crossbar output with changing input frequencies is also shown 
in Supplementary Video 2. The input to the crossbar can be directly 
connected to the analogue output of a sensor or other edge device 
to directly provide spectral analysis of a signal without the need to 
digitize it first.

We used the same system for image compression, performing 
a two-dimensional (2D) DCT. The input image pixel intensities 
were converted to voltage signals and then applied to the DCT-
programmed crossbar, row by row and then column by column, 
as described in detail in the Methods and Supplementary Fig. 12. 
Images with pixel counts larger than the crossbar were divided into 
sub-images, processed in series, and then tiled together after recon-
struction (Fig. 4a). In this case we used differential pairs of mem-
ristors in neighbouring rows to represent DCT matrix elements, 
and thus the 64 ×  64 DCT matrix was experimentally represented 
by the full 128 ×  64 memristor crossbar (Fig.  4b). The 2D cosine 
transforms of the input images were experimentally acquired from 
the crossbar, and the amplitudes of the spectra at lower frequencies 
were much higher than at high frequencies (a typical spectrum is 
shown in Supplementary Fig. 12f), demonstrating the high energy-
compaction and noise-filtering capability of the DCT. We retained 
the frequencies containing the top 15% of the spectral amplitudes 
(that is, compression ratio of 20:3) and reconstructed the image 
using the 2D inverse DCT function in MATLAB to represent data 
analysis in the Cloud. The results are compared with those using 
the MATLAB 2D DCT to compress the image in Fig. 4c,d. Different 
compression ratios ranging from 20:1 to 2:1 were also analysed and 
compared (Supplementary Fig.  13), showing that even with only 
1/20th of the original information we could still reconstruct a rea-
sonable image, even with imperfections, in a memristor crossbar. 
This demonstration was not optimized for image compression 
and better results are expected after implementing a quantizer and 
entropy encoder47,48.

Convolutional image filtering
We also experimentally demonstrated 2D convolution for image 
filtering. We used 10 different convolutional filters: Gaussian, disk 
and average to smooth out noisy images, Laplacian of Gaussian 
(LoG) with three different parameters, Sobel (both x and y gradi-
ent) to extract the edges and Motion (two directions) to mimic 
the motion blur effect. We added artificial Gaussian white noise 
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to the original 128 ×  128 Lena image to show how the convolu-
tions damp out noise and are able to locate edges. The noisy Lena 
image was used as input, the image intensity of which was con-
verted into voltages applied to the rows of the crossbar, as illus-
trated in Fig. 5a,b. Each pixel in the filtered image was generated 
by the dot product of the 25-dimensional voltage vector mapped 
from a 5 ×  5 input sub-image and the 25-dimensional conductance 
vector mapped from a 5 ×  5 convolution matrix (Supplementary 
Fig. 13a). We scanned the 5 ×  5 sub-image with a stride of one and 
did not use zero-padding, so the dimension of the filtered images 
was 124 ×  124 (=  128 – 5 +  1). The negative values of the convolu-
tion matrices were mapped to memristor cell conductance by the 
differential approach described earlier, but the differential pairs 
were arranged in neighbouring columns rather than rows (Fig. 5b). 
Thus, the 10 different convolution maps were generated in parallel 
from 20 columns of current output. The experimental results are 
presented in Fig. 5c, which shows the performance of the crossbar 
in smoothing images and extracting the edges out of the images, 
and in Supplementary Fig.  14b for the simple post-processed 
edges. More results on the original Lena image without noise are 
shown in Supplementary Fig. 15. The edge extractions described in 
this step are also a frequent layer of convolutional neural networks 
(CNNs or ConvNets)18,49,50, which is the most computationally 
expensive step in the networks. Compared to previously reported 
convolutions operating with binary inputs, binary weights and 
series readout18, our image filtering procedure included both ana-
logue convolution matrices and analogue inputs, as well as parallel 
readout of 10 feature maps.

The key advantages of our hardware VMM approach are recon-
figurability of the memristor crossbar, reasonable accuracy and 
precision of the physical computation and efficiency both in speed 
and energy consumption. Here we analyse the performance and 
energy efficiency of the system. Because physical multiplication of 
a 128-dimensional vector and a 128 ×  64 matrix is accomplished by 
a single current read process on the column wires, a readout time 
within 10 ns gives 1.64 tera-operations per second (TOPS) (for a 
detailed discussion see Supplementary Note 4 and Supplementary 
Fig.  16). We performed a simulation of the power consumption 
for the image compression task with our experimental param-
eters, including conductance measurements after programming, 
dissipation by the wire resistances and writing the input patterns, 
and found the power consumed in the 128 ×  64 crossbar array was 
~13.7 mW, or an efficiency of ~119.7 effective tera-operations per 
watt. As an approximate comparison, a highly optimized digital sys-
tem with an application-specific integrated circuit (ASIC) fabricated 
at the 40 nm technology node for 4-bit 100-dimensional vector and 
4-bit 100 ×  200 matrix multiplication, for which the accuracy is 
comparable with our solution, has a reported energy efficiency of 
7.02 ×  1012 operations per second per watt29. Although not a direct 
comparison, our system is 17 times more energy-efficient than the 
ASIC solution. The energy efficiency could be further improved by 
using memristors that work in a high resistance range but with lin-
ear I–V and stable multilevel states, smaller voltage inputs and/or 
shorter pulses.

A low latency is highly desired for IoT applications such as signal 
and image processing. The latency of the VMM performed in our 
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memristor array is a one-step current readout on the column wires, 
which does not scale up with increased input vector dimension. 
This is advantageous over a digital system whose latency inevitably 
increases with the input dimension, because the multiplication and 
summation have to be calculated step by step. More importantly, 
our memristor crossbar hardware VMM can process analogue 
signals acquired from a sensor directly, without the need for extra 
peripherals such as analogue-to-digital converters (ADCs), which 
would be required for a digital ASIC solution and consume extra 
time and energy, but was not considered in the above energy estima-
tion. Additionally, high-bit precision ADCs after crossbar columns 
are not necessary if only specific features need to be detected within 
signals, which can be provided with threshold-gate circuits at much 
lower cost both in latency and energy. This flexibility, along with 
low latency and high energy efficiency, make analogue crossbar 
computation ideal for a wide range of edge and IoT computations.

Conclusions
We have demonstrated analogue-vector and analogue-matrix-vec-
tor multiplication using crossbars with over 8,000 memristors, with 
an equivalent 6-bit or 64-level precision and 99.8% device yield. 

The device conductance states were precisely tuned and the I–V 
characteristics were linear, ideal for analogue computing. We have 
successfully implemented some important applications for IoT and 
edge computing, including signal processing, image compression 
and convolutional filtering. The energy efficiency of the system was 
over 119.7 trillion equivalent operations per second per watt using 
a readout of 10 ns, and this is expected to increase significantly with 
larger vectors and matrices and with improvements in circuitry. Our 
results are an encouraging advance in the hardware implementation 
of computing using emerging devices, and provide a promising path 
towards energy-efficient analogue computing based on memristors.

Methods
Memristor fabrication and integration. The transistors arrays were fabricated in a 
commercial laboratory with minimized wire resistance. For demonstration purpose 
with reduced cost, the transistors had a feature size of 2 µ m and the fabrication 
did not involve a planarization process. The memristor arrays were fabricated in 
house using photolithography, thin-film deposition and liftoff. Specifically, argon 
plasma treatment was performed on the as-received CMOS chip to remove native 
metal oxide layers for better electrical connection, followed by the sputtering of 
5 nm Ag and 200 nm Pd as metal vias. After lifting off in warm acetone, the sample 
was annealed at 300 °C for half an hour in 20 s.c.c.m. nitrogen flow. A 60-nm-thick 
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Pd/5 nm Ta adhesive layer was then sputtered as the bottom electrode. The 5 nm 
HfO2 switching layer was deposited by atomic layer deposition (ALD) using water 
and tetrakis(dimethylamido)hafnium as precursors at 250 °C. Patterning of the 
switching layer was carried out by photolithography and reactive ion etch (RIE) 
using CHF3/O2 chemistry. Finally, a 50-nm-thick Ta layer was sputtered and lifted 
off to serve as the top electrode, covered with another 10-nm-thick Pd layer as the 
passivation layer.

Electrical characterization. Most electrical characterization was carried out using 
our custom-built multiboard measurement system51. A photograph and description 
of the system are provided in Supplementary Fig. 2.

2D DCT steps for image compression. The 2D spectra of an image could be 
acquired in two steps of matrix multiplication. In the first step of the 2D DCT of 
an image, every row of the image intensities was converted to a voltage amplitude 
vector and applied to the row wires of the crossbar (Supplementary Fig. 12a). It is 
noteworthy that the voltage amplitude may come from the direct analogue output 
of an image sensor. In this case, the conductances of the 128 ×  64 memristor 
array were mapped from a 64 ×  64 DCT matrix with a row differential method 
(Supplementary Fig. 12b). The image intensities of each row, with 64 pixels, 

were converted following the differential requirement into a 128-dimensional 
voltage vector. Specifically, neighbouring voltage vector elements have the same 
amplitude representing one image pixel intensity, but with different polarity. As 
a result, the current outputs on the columns of the crossbar array are naturally 
the VMM result of the input voltages vector and conductance matrix. The output 
current matrix, in which each row is one VMM result with one row of image 
intensity as input, is shown in Supplementary Fig. 12c. Each row of the output 
matrix is the current vector output when applying one row of voltage vectors and 
is thus the spectrum of the input image along the horizontal direction after the 
cosine transform. The second step DCT calculates the spectrum along the vertical 
direction, so the output matrix from the first step is transposed and linearly 
mapped into the voltage input matrix for the second step DCT (Supplementary 
Fig. 12d). The voltages are then applied on the rows of the crossbar, similarly 
to the first step, without changing the conductance matrix in the crossbar 
(Supplementary Fig. 12e). The output current matrix in this step (shown in 
Supplementary Fig. 12f) is the 2D DCT result that represents the 2D spectra of 
the input image.

Data availability. The data that support the plots within this paper and other findings 
of this study are available from the corresponding author upon reasonable request.
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