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ABSTRACT
In this article, we examine the long-run relationship between religiosity and income using
retrospective data on church attendance rates for a panel of countries from 1930 to 1990. We
employ panel cointegration and causality techniques to control for omitted variable and endo-
geneity bias and test for the direction of causality. We show that there exists a negative long-run
relationship between the level of religiosity, measured by church attendance, and the level of
income, measured by the log of GDP per capita. The result is robust to alternative estimation
methods, potential outliers, different samples, different measures of church attendance and
alternative specifications of the income variable. Long-run causality runs in both directions,
higher income leads to declining religiosity and declining religiosity leads to higher income.
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I. Introduction

Secularization, broadly understood, describes the phe-
nomenon that later born generations are less religious.
It is revealed, for example, by lower weekly attendance
rates at church (see e.g. Wilson 2003; Voas 2009).
Secularization appears to be a global phenomenon.
According to the latest Win-Gallup (2012) poll, the
global average of the religiosity index declined by 9%
from 2005 to 2011. Religiosity declined almost every-
where in Europe and the United States (by 13%) and
also in some developing countries. Norris and
Inglehart (2004) conclude ‘During the twentieth cen-
tury in nearly all post-industrial nations – ranging
from Canada and Sweden to France, Britain, and
Australia – official church records report that where
once the public flocked to Sabbath worship services,
the pews are now almost deserted’.

A narrow definition of secularization assigns a cause
to this trend, inspired by the observation that secular-
ization occurred in the Western world in conjunction
with the Industrial Revolution and the takeoff of eco-
nomic growth (Azzi and Ehrenberg, 1975; Dobbelaere
1987; Norris and Inglehart 2004; Bruce 2011).
According to this so-called secularization hypothesis,
improving economic conditions have caused the
decline in religiosity and the demand for religious
services. The literature proposes different mechanisms

for secularization, which are certainly not mutually
exclusive: the elevated sense of self-importance (rising
individualism) brought about by progress in science
and technology (Bruce 2011), the increasing opportu-
nity costs of leading a puritanical lifestyle (Strulik
2016a), the increasing existential security induced by
the takeoff from subsistence towards perpetual income
growth (Norris and Inglehart 2004) and the increasing
supply of secular consumption activities (Hirschle
2011; Strulik 2016b). (See Bruce (2011) for a detailed
analysis.) However, there are also staunch critics of the
secularization hypothesis (e.g. Stark 1999; Iannaccone
1998) and many researchers consider the question
whether economic prosperity induces religious decline
as not yet settled.

Conceptually, the secularization hypothesis describes
a process, an inherently dynamic phenomenon where
improving income leads to gradually declining religios-
ity, which may in turn affect income development. So
far, however, the dynamic nature of secularization has
not been taken fully into account. A rigorous time series
analysis was impossible because long-run data on reli-
giosity were, until recently, not available. In this article,
we try to improve the state of affairs by applying
advanced cointegration and causality analysis on a
new long-run data set of income and religiosity for a
panel of Christian countries.
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As a measure of religiosity, we use national
church attendance rates between 1930 and 1990
from Iannaccone (2003). The novel idea behind
Iannaccone’s study is to estimate historical church
attendance rates using contemporary ISSP question-
naires and replies to inquires on church attendance
when the respondents were 11 or 12 years old.
Naturally, such a retrospective method is prone to
different sorts of bias (e.g. age effects or projection
bias). As such, Iannaccone therefore devotes the
greater part of his study to carefully demonstrate
that there is no reason for concern. The data are
robust to numerous tests of internal and external
consistency. We combine the retrospective atten-
dance data, which are available at 5 year intervals,
with data on GDP per capita from Maddison (2003).

Applying panel cointegration estimation techni-
ques, we find a strong negative association between
income and church attendance. According to our
benchmark specification, about 89% of the decline
in church attendance over time can be attributed to
the increase in per capita income. We show that this
result is robust to a variety of sensitivity tests,
including the use of alternative estimation techni-
ques, the exclusion of potential outliers, the use of
different samples, different measures of church
attendance and alternative specifications of the
income variable. Most importantly, the cointegration
results are known to be robust to a variety of estima-
tion problems that often plague empirical work,
including omitted variables and endogeneity (as dis-
cussed in more detail in Section II).

The second contribution of our article is to address
the question of temporal causality: is income an exo-
genous determinant of church attendance or is the
decrease in church attendance both a cause and a
consequence of increased income over time? To
answer this question, we use Granger causality tests
and impulse response functions techniques that were
built upon the idea that the cause occurred before the
effect. We find that long-run causality runs in both
directions: higher income leads to declining religiosity
and declining religiosity leads to higher income.1

A few quantitative studies have investigated the
income – religiosity nexus. McCleary and Barro

(2006a) found a negative effect of income on religious
participation and beliefs across countries, which is
also quantitatively important. A one standard devia-
tion increase in log GDP per capita decreases church
attendance by 15%. McCleary and Barro (2006b)
arrived at similar results. The latter study also docu-
ments a significant negative impact of church atten-
dance on economic growth. Paldam and Gundlach
(2013) used the World Value Survey to compile a
religiosity index (14 items from ‘God is very impor-
tant in life’ to ‘Churches answer spiritual needs’) and
found across countries a negative impact of income
on religiosity. On average, religiosity falls by 50%
when countries pass through the transition from
underdevelopment to becoming a developed country.
Lipford and Tollison (2003) documented a bi-causal
negative association of income and religious partici-
pation across US states. Rupasingha and Chilton
(2009) used US county-level data on religious adher-
ence and found a causal negative effect of adherence
on economic growth. An increase of religious adher-
ence by one standard deviation would reduce growth
by 0.4% per year. In contrast, Franck and Iannaccone
(2014) did not find a causal effect of income on
church attendance in a panel of 10 industrialized
countries over the period between 1925 and 1990,
and Becker and Woessmann (2013) did not find a
causal effect of (teacher-) income on church atten-
dance in Prussia between 1886 and 1911.

At first sight, it may appear puzzling that our
results disagree with those of Franck and
Iannaccone (2014) who also used the Iannaccone
(2003) data set. One possible explanation is that
their panel estimation method implicitly assumes
that church attendance and income are stationary
in the time-series dimension, although both
income and church attendance are dynamic phe-
nomena that exhibit trends. This could be a pro-
blem because we know from a large and growing
literature on nonstationary panel data that con-
ventional panel data models that ignore the poten-
tial non-stationarity of the variables may produce
misleading results (see e.g. Entorf 1997; Kao 1999;
Eberhardt and Teal 2013). Our results show that
the non-finding by Franck and Iannaccone (2014)

1The impact of religion on income is a priori unclear. On the one hand, declining religiosity could be harmful for economic growth because it discourages
trust (Guiso, Sapienza, and Zingales 2003) or because it reduces incentives to accumulate human capital (Becker and Woessmann 2009). On the other
hand, declining religiosity could be conducive to growth because the turn towards material values and the promised pleasure from consumption induces
increasing labour supply and capital accumulation (Lipford and Tollison 2003; Strulik 2016a).
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disappears when the econometric implications of
non-stationarity are properly taken into account.

The article is organized as follows. In Section II,
we set up the basic empirical model and discuss
some econometric issues (Section ‘Basic empirical
model and econometric methodology’). We then
describe the data and report summary statistics,
including pretests for unit roots and cointegration
(Section ‘Data, unit root and cointegration tests’). In
Section III, we present the empirical analysis. In
Section ‘Panel cointegration estimates’, we provide
estimates of the cointegrating relationship between
religiosity and income, in Section ‘Robustness’, we
test the robustness of the estimates and in Section
‘Long-run causality’, we investigate the direction of
long-run causality between the two variables. We
conclude in Section IV.

II. Model and data

Basic empirical model and econometric
methodology

Following common practice in (panel) cointegra-
tion studies (see e.g. Pedroni 2007; Herzer 2008;
Moscone and Tosetti 2010), we consider a static
levels model that includes only the two variables
of empirical interest: religiosity and income.
Specifically, the basic model takes the form

CHURCHit ¼ ai þ β log yitð Þ þ �it (1)

where i ¼ 1; 2; . . . ;N is the country index, t ¼
1; 2; . . . ;T is the time index and the ai are country-
specific fixed effects. Following previous studies, we
use church attendance as our measure of religiosity
(CHURCHit), while income is measured by real GDP
per capita (yit). As discussed in more detail below,
the measure of church attendance is the percentage
of parents (or children) who attend religious services
at least once per week. The income variable is
logged, as in most previous studies (see e.g.
McCleary and Barro, 2006a, 2006b; Franck and
Iannaccone 2014; Becker and Woessmann 2013),
but in the Robustness section, we also estimate the
model using the non-log-transformed income vari-
able, as in Lipford and Tollison (2003).

Equation (1) assumes that, in the long run,
permanent changes in the level of (log) GDP per
capita are associated with permanent changes in

the level of church attendance. The long-run mar-
ginal effect of log yitð Þ on CHURCHit is the partial
derivative of Equation (1) with respect to log yitð Þ:
@CHURCHit=@ log yitð Þ ¼ β. Thus, the coefficient β
measures the approximate change in church atten-
dance due to one unit change in log per capita
GDP, implying that β=100 is (approximately) the
unit change in CHURCHit when yit increases
by 1%.

Most scholars of Christian religion consider
church attendance to be a good measure of religios-
ity (Brierley 1999; Bruce 2011; Warner 2010).
Attending the Sunday service was obligatory for
Protestants of most denominations as well as for
members of the Anglican Church and deliberate
failure to attend Sunday mass is still considered to
be a grave sin according to Catholic canon law. In
the economists’ language, church attendance is a
revealed preference. Since church is the only place
where sins can be forgiven, not attending shows a
loss of interest in salvation and eternal life, the main
goods offered by the church. Attendance is strongly
but not perfectly correlated with adherence. In par-
ticular, attendance declines somewhat before mem-
bership declines (Bruce 2011). On the other hand,
church attendance may overestimate religiosity
because attending could be driven by secular motives
like social capital accumulation. Moreover, there
may exist a temporary phase of ‘fuzzy fidelity’ in
which individuals claim that religion is not impor-
tant in their life while they continue to appear in
church occasionally (Voas 2009). In any case, atten-
dance is the most widely available and most fre-
quently used religiosity variable.

We now turn to econometric issues. The first
observation is that the underlying variables are
trended; they are non-stationary (as shown in
Figures 1 and 2). Given that most economic time
series are characterized by stochastic rather than
deterministic non-stationarity, it is plausible to
assume that the trends in CHURCHit and log yitð Þ
are also stochastic – through the presence of a unit
root – rather than deterministic – through the pre-
sence of polynomial time trends. If this assumption
is correct, the linear combination of these integrated
(or stochastically trending) variables must be station-
ary, or, in the terminology of Engle and Granger
(1987), CHURCHit and log yitð Þ must be cointe-
grated for a linear long-run relationship between
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these two variables (as given in Equation (1)) to
exist.2 If the two variables are not cointegrated,
then there is no long-run relationship between reli-
giosity and income, and Equation (1) would be a
spurious regression in the sense of Granger and
Newbold (1974). Standard regression output must
therefore be treated with extreme caution when vari-
ables are non-stationary, since the estimated results
are potentially spurious (see also Eberhardt and Teal
2013). As shown by Entorf (1997) and Kao (1999),
the tendency for spuriously indicating a relationship
may even be stronger in panel data regressions than
in pure time-series regressions. Thus, the necessary
condition for the existence of a non-spurious long-
run relationship between CHURCHit and log yitð Þ is
that the two integrated variables cointegrate.3

A regression consisting of cointegrated variables
has the property of super-consistency such that coef-
ficient estimates converge to the true parameter
values at a faster rate than they do in standard

regressions with stationary variables, namely at rate
T rather than

ffiffiffiffi
T

p
(Stock 1987). The important point

in this context is that the estimated cointegration
coefficients are super-consistent even in the presence
of temporal and/or contemporaneous correlation
between the stationary error term, �it, and the
regressor(s) (Stock 1987), implying that cointegra-
tion estimates are not biased by omitted stationary
variables (see e.g. Bonham and Cohen 2001).

The fact that a regression consisting of cointe-
grated variables has a stationary error term also
implies that no relevant non-stationary variables are
omitted. Any omitted non-stationary variable that is
part of the cointegrating relationship would become
part of the error term, thereby producing non-sta-
tionary residuals, and thus leading to a failure to
detect cointegration (Everaert 2011).

If there is cointegration between a set of variables,
then this stationary relationship also exists in
extended variable space. In other words, the

The countries from left to right are: Australia, Austria, Bulgaria, Chile, Denmark, France, Ger-
many, Ireland, Italy, Netherlands, New Zealand, Norway, Spain, Sweden, UK, and the United States

Figure 1. Church attendance of parents over the period 1930–1990.

2As defined by Engle and Granger (1987), two variables are cointegrated [of order (1, 1)] if each variable individually is stationary in first differences
(integrated of order 1), but some linear combination of the variables is stationary in levels (integrated of order 0). The conventional concept of
cointegration between variables with stochastic trends is thus defined as the existence of a linear relationship between these variables over time that
produces stationary residuals. Evidence of cointegration (in the usual linear sense) therefore implies the absence of significant nonlinearities in the
estimated relationships, whereas a failure to find (linear) cointegration does not necessarily mean that there is no (nonlinear) long-run relationship among
the variables (see e.g. Kanas 2005).

3The standard time-series approach is to first difference the variables to remove the non-stationarity in the data and to avoid spurious results. However, this
approach precludes the possibility of a long-run or cointegrating relationship in the data and leads to misspecification if a long-run relationship between
the levels of the variables exists (see e.g. Granger 1988).
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cointegration property is invariant to model exten-
sions (see also Lütkepohl 2007), which is in stark
contrast to regression analysis where one new vari-
able can alter the existing estimates dramatically
(Juselius 2006, 11). Thus, the important implication
of finding cointegration is that no additional vari-
ables are required to account for the classical
omitted variables problem because such a problem
does not exist under cointegration; the result for the
long-run relationship between religiosity and income
would also hold if we included additional indepen-
dent variables in the model (see also Juselius 1996).

Of course, there are several other factors such as
education, fertility and government expenditure that
may be associated with religiosity and/or income.
Therefore, adding further non-stationary variables
to the model may, on the one hand, result in further
cointegrating relationships. These, however, would
have to be identified and estimated (separately). In
particular, the difficulty is that if there is more than
one stationary linear combination of the variables,
identifying restrictions is required to separate the
cointegrating vectors. On the other hand, adding
further non-stationary variables to the regression
model may result in spurious associations. More
specifically, if a non-stationary variable that is not

cointegrated with the other variables is added to the
cointegrating regression, the error term will no
longer be stationary. As a result, the coefficient of
the added variable will not converge to zero, as one
would expect of an irrelevant variable in a standard
regression (Davidson 1998). This justifies a reduced
form model such as Equation (1), given the variables
are cointegrated.

The super-consistency of the cointegration esti-
mation also implies that the potential endogeneity of
the regressors does not affect the estimated long-run
coefficients; the estimated long-run coefficients from
reverse regressions should be approximately the
inverse of each other due to the super-consistency
(Engle and Granger 1987). Nevertheless, there are
two problems.

First, although the standard least-squares dummy
variable estimator is super-consistent under panel
cointegration, it suffers from a second-order asymp-
totic bias arising from serial correlation and endo-
geneity in finite samples and as a consequence, its
t-ratio is not asymptotically standard normal (see
e.g. Kao 1999). To deal with this problem, one has
to employ an asymptotically efficient (cointegration)
estimator. Examples of such estimators include panel
versions of the dynamic OLS (DOLS) and fully

The countries from left to right are: Australia, Austria, Bulgaria, Chile, Denmark, France, Ger-
many, Ireland, Italy, Netherlands, New Zealand, Norway, Spain, Sweden, UK, and the United States

Figure 2. Log of GDP per-capita by country over the period 1930–1990.
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modified OLS (FMOLS) methods. As shown by
Wagner and Hlouskova (2010), the panel DOLS
estimator of Mark and Sul (2003) outperforms
other asymptotically efficient estimators. Therefore,
this estimator is preferred here, but in the
Robustness section, we also present results based
on alternative estimation procedures.

Second, although the existence of cointegration
implies long-run Granger causality in at least one
direction (Granger 1988), cointegration says nothing
about the direction of the causal relationship
between the variables. A statistically significant coin-
tegrating relationship between CHURCHit and
log yitð Þ does therefore not necessarily imply that,
in the long run, changes in income cause changes
in religiosity. The causality may run in the opposite
direction, from CHURCHit to log yitð Þ, or in both
directions. The empirical implication is that it is
important not only to employ an asymptotically
efficient cointegration estimator (to account for the
potential endogeneity of income), but also to expli-
citly test the direction of long-run causality. As is
common practice in testing long-run Granger caus-
ality between cointegrated variables, we use a vector
error correction model to identify cause and effect in
the sense of Granger (1988).

A final econometric issue is the potential cross-
sectional dependence (CD) in the regression errors
due to common shocks or spillovers among countries
at the same time. Standard panel (cointegration) tech-
niques assume cross-sectional independence and may
be biased if this assumption does not hold. Therefore,
we test for CD in the residuals of the estimated
models using the CD test developed by Pesaran
(2004). In cases where we find evidence of CD, we
employ demeaned variables to control for common
effects; that is, in place of CHURCHit and log yitð Þ,
we use

CHURCH0
it ¼ CHURCHit � CHURCHt;

CHURCHt ; N�1
XN
i¼1

CHURCHit
(2a)

log yitð Þ0¼ log yitð Þ � log ytð Þ;

log ytð Þ ; N�1
XN
i¼1

log yitð Þ; (2b)

which is equivalent to including time dummies in
the model. Moreover, we use a battery of panel unit

root and cointegration tests, including so-called sec-
ond-generation panel unit root and cointegration
methods that explicitly allow for CD.

Data, unit root and cointegration tests

Data on real per capita GDP are taken from
Maddison (2003), available at http://dx.doi.org/10.
1787/456125276116. Data on church attendance are
from Iannaccone (2003), who uses retrospective sur-
vey questions on weekly church attendance rates for
respondents and their parents from the International
Social Survey Program to construct average weekly
church attendance rate of parents and children in 32
countries between 1925 and 1990. Attendance of
parents is our preferred measure of religiosity since
religious commitments typically develop during ado-
lescent years rather than during early childhood. The
attendance rate for children is used in the
Robustness section. The data are expressed as a
percentage of (the parents of) the respondents.

Given that the data set of Iannaccone (2003)
spans a long time period, it is inappropriate to use
conventional small T panel data models, which
ignore the potential non-stationarity of the variables
(see e.g. Phillips and Moon 2000). The appropriate
approach is to use panel time-series techniques to
account for the time-series properties of the vari-
ables and to avoid spurious results by testing for
cointegration. Cointegration estimates are not only
robust to omitted variables and endogenous regres-
sors (as discussed above) but also robust to non-
systematic measurement errors (Stock 1987). The
latter is an important advantage for applications
such as the present one, because it is likely that
church attendance rates based on respondents’ self-
reports are measured with error.

The data on church attendance are available only
every 5 years. That we are forced to use 5-year data
for our analysis should not be a serious problem
because panel cointegration methods exploit both
the time-series and cross-sectional dimensions of
the data and can therefore be implemented with a
smaller number of time-series observations than
their time-series counterparts. The panel cointegra-
tion analysis by Madsen, Saxena and Ang (2010), for
example, is based on T ¼ 13; accurate critical values
for panel unit roots and cointegration tests are avail-
able even for T ¼ 10 (see e.g. Pesaran 2007; Banerjee
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and Carrion-i-Silvestre 2011). Moreover, it is well
known that the total length of the sample period,
rather than the frequency of observation, is the
important factor when analysing the integration
and cointegration properties of variables (see e.g.
Shiller and Perron 1985; Hakkio and Rush 1991;
Lahiri and Mamingi 1995). In addition, several stu-
dies show that cointegration estimates are remark-
ably stable across frequencies (see e.g. Chambers
2001; Click and Plummer 2005; Herzer 2013).

However, a potential disadvantage is that the esti-
mators we use are designed for balanced panels,
while the underlying data sets are unbalanced in
the sense that the number of time-series observa-
tions per country varies. To construct a balanced
panel, which entails a trade-off between the time
span and number of countries in the sample, we
select all Christian countries for which complete
time-series data are available over the period
1930–1990 (a reasonably long period to conduct
cointegration analysis).4 This sample selection pro-
cedure yields a sample of 16 countries and 13 time-
series observations per country (208 total observa-
tions). In the Robustness section, we also estimate
the long-run relationship between CHURCHit and
log yitð Þ using different samples over different time
intervals (N ¼ 11, T ¼ 14 and N ¼ 19, T ¼ 12).
Table 1 lists the countries in our main sample
along with the average values for CHURCHit and
log yitð Þ over the period 1930–1990. The United
States had the highest GDP per capita, while
Bulgaria had the lowest GDP per capita. Church
attendance was highest in Ireland and lowest in
Denmark.

In Figures 1 and 2, CHURCHit and log yitð Þ are
plotted for each country over the observation period.
While GDP per capita increased in all countries,
church attendance decreased in all countries between
1930 and 1990. The downward trend in church atten-
dance is especially strong in Austria, Bulgaria, Chile,
Denmark, France, Germany, Ireland, Italy, Norway,
Spain, Sweden and the UK where church attendance

declined relatively steadily, compared to Australia, the
Netherlands, New Zealand and the United States
where church attendance rates exhibit higher volati-
lity. Overall, the time-series evolution is consistent
with the possibility that CHURCHit and log yitð Þ are
driven by stochastic trends.

In order to investigate this issue formally, we con-
duct panel unit root tests. In recent years, a number
of panel unit root tests have been developed. The
most commonly used are the so-called first-genera-
tion panel unit root tests, such as the ADF-Fisher-
type test of Madalla and Wu (1999) (MW), the
Breitung (2000) test, the Levin, Lin and Chu (2002)
test and the Im, Pesaran and Shin (2003) test.
Hlouskova and Wagner (2006) find that the
Breitung panel unit root test generally has the highest
power and smallest size distortions of any of the first-
generation panel unit root tests. Therefore, we use the
Breitung test. Given, however, that the first-genera-
tion tests, which assume cross-sectional indepen-
dence, exhibit severe size distortions in the presence
of CD, we also use second-generation panel unit root
tests to allow for CD. More specifically, we use the
panel unit root tests developed by Breitung and Das
(2005) and Pesaran (2007). The Breitung and Das test
is an extension of the Breitung test and is based on
modified standard errors that are robust to CD. A
potential disadvantage of the cross-sectionally robust

Table 1. Countries and summary statistics.
Average of CHURCHit Average of log yitð Þ

Australia 31.85 9.13
Austria 50.46 8.75
Bulgaria 19.54 7.93
Chile 42.38 8.33
Denmark 12.08 9.12
France 31.31 8.93
Germany 26.65 8.94
Ireland 94.54 8.50
Italy 60.69 8.71
Netherlands 53.23 9.02
New Zealand 31.31 9.11
Norway 15.00 8.94
Spain 53.85 8.36
Sweden 13.08 9.10
UK 26.38 9.11
United States 55.92 9.38

4Overall, time-series data are available for the period 1930–1990 (1925–1990) for 16 (11) Christian countries and one non-Christian country, Japan. Non-
Christian countries, especially Buddhist countries (such as Japan), tend to have systematically lower church attendance rates than Christian nations (see e.g.
Iannaccone 2003), primarily due to the fact that Christians attend worship services as an integral part of their religious practice, whereas other religious
traditions, especially Buddhism and Hinduism, are less, or not at all, organized around regular worship services. The implication is that church attendance is
not a consistent measure of religiosity across countries with different religious traditions. Although this is less of a problem for our time-series panel
analysis than for studies focusing mainly on the cross-sectional variation in the relationship between religiosity and income, we therefore decided to
include only Christian countries and, hence, to exclude Japan. As shown in the working paper version of this study (Herzer and Strulik 2013), the results do
not change qualitatively when Japan is included.
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test is that it requires N < T, which prevents us from
using our main sample (with N ¼ 16 and T ¼ 13).
Therefore, we apply the Breitung–Das procedure to
an alternative sample of 11 countries over 14 time
periods (a sample that also will be used in the
Robustness section), while the Pesaran panel unit
root test is again applied to the main sample. Like
the Breitung test and the Breitung–Das test, the
Pesaran test is an ADF-type test. It is based on an
average of the individual country ADF t-statistics and
filters out the CD by augmenting the individual ADF
regressions with the cross-sectional averages of lagged
levels and first differences of the individual series.

As can be seen from Table 2, the Breitung test and
the Breitung and Das test fail to reject the null
hypothesis of a unit root at the 10% level for both
variables. The Pesaran test does not reject the unit
root null hypothesis for log yitð Þ at the 10% level,
while the unit root null for CHURCHit is rejected at
the 10% level but not the 5% level. Since none of the
tests reject the unit root null at the 5% level (despite
the fact that panel unit root tests have high power),
we conclude that both CHURCHit and log yitð Þ are
driven by stochastic trends.

In order to ensure that the relationship between
CHURCHit and log yitð Þ is not spurious, we test for
cointegration using the standard panel and group
ADF and PP test statistics suggested by Pedroni
(1999, 2004). However, these tests do not take
account of potential CD in the errors, which could
bias the results. To test for cointegration in the
presence of possible CD, we also employ the panel
cointegration test recently proposed by Banerjee and
Carrion-i-Silvestre (2011). This test involves four
steps. The first is to estimate the parameters of the
cointegrating regression using the pooled common
correlated effects (CCE) estimation technique

advanced by Pesaran (2006). The pooled CCE esti-
mator accounts for unobserved common factors by
augmenting the cointegrating regression with the
cross-sectional averages of the dependent and inde-
pendent variables; these averages are interacted with
country dummies to allow for country-specific para-
meters. In the second step, the estimated parameters
are used to construct the residuals from the long-run

relationship, μ̂ ¼ CHURCHit � β̂ log yitð Þ. Then,
these long-run residual series are regressed on coun-
try dummies Di to compute OLS residuals from this

regression as êit ¼ μ̂� D̂i. Finally, the Pesaran
(2007) unit root test is computed for the estimated
OLS residuals. If the presence of a unit root in êit can
be rejected, it can be concluded that there is a coin-
tegrating relationship between the variables.

The results of these tests are presented in Table 3.
The ADF and the PP statistics reject the null hypoth-
esis of no cointegration at the 1% level, and the
Banerjee and Carrion-i-Silvestre test rejects the null
of no cointegration at least at the 5% level (1% critical
values are not available in Banerjee and Carrion-i-
Silvestre (2011)). Overall, these results strongly support
the existence of a linear long-run relationship between
religiosity and income over the period 1930–1990. As
discussed above, the finding of cointegration also
implies that there are no missing (trending) variables
and that therefore no additional variables are required
in the model given by Equation (1).

III. Empirical analysis

Panel cointegration estimates

We use the panel DOLS estimator suggested by
Mark and Sul (2003) to estimate the long-run rela-
tionship between religiosity and income. The DOLS

Table 2. Panel unit root tests.
Variable Breitung (2000) Breitung and Das (2005) Pesaran (2007)

CHURCHit 1.772 0.769 −2.837*
log yitð Þ −1.000 −0.742 −2.606

The panel unit-root tests are ADF-type tests. The models allow for indivi-
dual-specific intercepts and time trends. Given the relatively small num-
ber of time series observations, only one lag was used to adjust for
autocorrelation. Large negative values lead to rejection of a unit root in
favour of (trend) stationarity. The Breitung and the Breitung and Das
(2005) statistics are asymptotically distributed as a standard normal. The
relevant 10% (5%) [1%] critical value for the Pesaran statistic with an
intercept and a linear trend is −2.71 (−2.85) [−3.14] (when N ¼ 16 and
T ¼ 13). The critical values were calculated from the response-surface
estimates in Otero and Smith (2013). *Indicates significance at the 10%
level.

Table 3. Panel cointegration tests.
Pedroni (1999, 2004) panel ADF statistic −5.306***
Pedroni (1999, 2004) group ADF statistic −7.799***
Pedroni (1999, 2004) panel PP statistic −4.478***
Pedroni (1999, 2004) group PP statistic −6.777***
Banerjee and Carrion-i-Silvestre (2011) statistic −3.065**

Given the relatively small number of time series observations, only one lag
was used. Large negative values lead to rejection of the null hypothesis
of no cointegration. The ADF statistics and the PP statistics are asympto-
tically distributed as a standard normal. The 5% critical value for the
Banerjee and Carrion-i-Silvestre (2011) statistic (for T ¼ 15 and N ¼ 15) is
−2.54. Banerjee and Carrion-i-Silvestre (2011) do not report 1% critical
values. ***, **Indicate a rejection of the null hypothesis of no cointegra-
tion at the 1% and 5% level, respectively.
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estimator is super-consistent, asymptotically
unbiased and normally distributed, even in the pre-
sence of endogenous regressors. Moreover, recent
Monte Carlo evidence by Wagner and Hlouskova
(2010) suggests that Mark and Sul’s panel DOLS
estimator outperforms other estimators, particularly
when the number of time-series observations is
small.5 The idea behind this estimator is to account
for possible serial correlation and endogeneity of the
regressors by augmenting the cointegrating regres-
sion with lead, lag and current values of the first
differences of the I(1) regressors. Accordingly, in our
case, the DOLS regression is given by

CHURCHit ¼ ai þ β log yitð Þ

þ
Xk
j¼�k

θijΔ log yit�j
� �þ eit: (3)

To ensure that our results are not affected by CD
(due to common shocks or spillovers among coun-
tries at the same time), we compute the CD test
suggested by Pesaran (2004). The CD test statistic
is defined as

CD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2T
N N � 1ð Þ

s XN�1

i¼1

XN
j¼iþ1

ρ̂ij;

 !
(4)

where

ρ̂ij ¼ ρ̂ji ¼
PT

t¼1 μ̂itμ̂jtPT
t¼1 μ̂

2
it

� �1=2 PT
t¼1 μ̂

2
jt

� �1=2 (5)

is the sample estimate of the pair-wise correlation of
the residuals of the estimated models, μ̂it. The CD test
statistic is normally distributed under the null hypoth-
esis of no CD. As the CD test in the first row of Table 4
shows, the panel DOLS model does not appear to suffer
from cross-sectionally dependent residuals; thus, valid
inferences can be drawn from the regression results.

As reported in the first row of Table 4, the DOLS
regression provides a highly significant negative rela-
tionship between religiosity and income. The point
estimate implies (if viewed causally) that, in the long
run, an increase in per capita GDP by 1% decreases
the weekly church attendance rate by about 0.10 per-
centage points; thus, a doubling of GDP explains a

10% decline in church attendance. This effect can be
considered to be (economically) large. To see this,
consider the standardized regression coefficient for
log yitð Þ, calculated by multiplying the unstandardized
coefficient by the ratio of the standard deviations of
the independent and dependent variables. The stan-
dard deviation of Churchit is 22.33 and the standard
deviation of log yitð Þ is 0.64. This means that in the
long run, a one standard deviation increase in log yitð Þ
is associated with a decline in church attendance of
about 30% of a standard deviation, that is by about 19
percentage points. This result is somewhat larger but
in the same ballpark as the earlier estimate of
McCleary and Barro (2006a, 160) who found in cross
panel regression that a one standard deviation increase
in log GDP per capita (i.e. by 0.87) reduces monthly
church attendance by 15 percentage points.

Multiplying the estimated coefficient (−0.10) with
the average 5-year growth rate of GDP per capita in
our sample (11.1%) provides a value of −1.13. On
average, the church attendance rate declined by 1.26
percentage points every 5 years, implying that the
increase in per capita income accounts for 89% of
the decrease in church attendance in the period from
1930 to 1990. Of course, this quantitative estimate
must be interpreted with caution given the relatively
small number of observations. However, what can be

Table 4. Estimates of the long-run relationship between religi-
osity and income.

Estimation method
Coeff. on
log yitð Þ CD stat. Demeaned Obs.

(1) Pooled panel DOLS
estimator
(Mark and Sul 2003)

−10.124*** 0.97 No 160
(−11.93)

(2) Pooled panel DOLS
estimator
(Mark and Sul 2003)

−11.721*** −1.70* Yes 160
(−4.57)

(3) Group-mean panel DOLS
estimator
(Pedroni 2001)

−8.605*** −1.00 No 160
(−30.42)

(4) Pooled panel FMOLS
estimator
(Kao and Chiang 2000)

−9.762*** 2.46** No 192
(−13.78)

(5) Pooled panel FMOLS
estimator
(Kao and Chiang 2000)

−10.428*** −2.33** Yes 192
(−5.14)

The dependent variable is CHURCHit . The DOLS regressions were estimated
with one lead and one lag (k ¼ 1), given the relatively small number of
time-series observations. t-Statistics are in parenthesis. The CD test sta-
tistic is normally distributed under the null hypothesis of no cross-
sectional dependence. ***, **, *Indicate significance at the 1%, 5% and
10% level, respectively.

DOLS: Dynamic OLS; FMOLS: fully modified OLS.

5An extension of the panel DOLS estimator is the dynamic seemingly unrelated regression (DSUR) estimator proposed by Mark, Ogaki and Sul (2005), which
was not included in the simulation study by Wagner and Hlouskova (2010). Unfortunately, the DSUR estimator is seriously biased or not applicable when,
as in our case, the number of time periods is small relative to the number of cross-sectional units (Mark, Ogaki, and Sul 2005; Di Iorio and Fachin 2012).
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safely concluded is that the estimated effect is not
only statistically but also economically significant.

During the observation period, log GDP per
capita increased in Denmark by 1.6 units from 7.9
(the log of 2666) to 9.7 (the log of 16,866) and the
estimated long-run relationship predicts a decline of
church attendance by 1:6� 10:0 ¼ 16 percentage
points while actually attendance declined by 13 per-
centage points form 19% to 6%. In Spain, a country
of comparable initial GDP, log GDP per capita rose
from 7.9 (the log of 2620) to 9.4 (the log of 12,055)
such that the long-run relationship motivates a
decline of church attendance by 15 percentage
points. Actually, however, attendance declined by
31 percentage points from 68% to 37%. These calcu-
lations indicate that the long-run relationship
obtained from the whole sample underestimates the
initial decline of religiosity for countries of initially
high attendance rates. This seems to be a natural
outcome since it is easier to reduce high attendance
rates than to reduce attendance rates that are already
low initially. Below we try to accommodate this
phenomenon by splitting the sample with respect
to initial attendance rates.6

In the second row of Table 4, we also present
DOLS results based on demeaned data. The coeffi-
cient on the income variable remains negative and
significant and gets somewhat larger (in absolute
value) than its counterpart in row 1. However, the
CD test indicates the presence of cross sectional
error dependence (at the 10% level), which could
have biased the results. The finding of CD for the
demeaned data is consistent with studies showing
that the demeaning procedure may introduce cross-
sectional correlation among the error terms when it
is not already present (see e.g. Caporale and Cerrato
2006). In the following, we therefore use demeaned
variables only when the CD test indicates the pre-
sence of CD.

Robustness

We perform several sensitivity exercises. First, we exam-
ine whether the negative relationship between religiosity
and income is robust to alternative estimation

techniques. A potential problem with the pooled results
(reported in row 1) could be that they are based on the
implicit assumption of homogeneity of the long-run
parameters. It is well known that, while efficiency
gains from the pooling of observations over the cross-
sectional units can be achieved when the individual
slope coefficients are the same, pooled estimators may
yield inconsistent and potentially misleading estimates
of the sample mean of the individual coefficients when
the true slope coefficients are heterogeneous. Although
a comparative study by Baltagi and Griffin (1997) con-
cludes that the efficiency gains from pooling more than
offset the biases due to individual country heterogeneity,
we nonetheless allow the long-run coefficients to vary
across countries by using the group-mean panel DOLS
estimator suggested by Pedroni (2001). This estimator
involves estimating separate DOLS regressions for each
country and averaging the long-run coefficients,

β̂ ¼ N�1PN
i¼1 . The corresponding t-statistic is com-

puted as the sum of the individual t-statistics (calculated
using heteroscedasticity and autocorrelation consistent
SEs) divided by the root of the number of cross-sec-

tional units, tβ ¼
PN

i¼1 tβ̂t

. ffiffiffiffi
N

p
. In addition, we use the

panel FMOLS estimator suggested by Kao and Chiang
(2000). Like the time-series FMOLS estimator, the panel
FMOLS estimator incorporates a semi-parametric cor-
rection to the OLS estimator, which eliminates the sec-
ond-order bias induced by the endogeneity of the
regressors. We report the results of these estimation
methods in rows 3–5 of Table 4.

The results show a negative and significant rela-
tionship between religiosity and income. The group-
mean DOLS estimator produces a somewhat smaller
coefficient than the panel DOLS estimator. However,
given the relatively small number of time-series
observations, and since especially in this case, the
efficiency gains from pooling are likely to more than
offset the potential biases due to individual hetero-
geneity, we prefer the pooled approach. The pooled
DOLS estimator is also preferred over the pooled
FMOLS estimator, since the results of the pooled
FMOLS procedure (reported in row 4 and 5) appear
to be affected by CD, even when demeaned data are
used, as the CD test statistics show.

6An interesting case is Ireland where attendance rates remained very high during the whole observation period (98% in 1930 and 92% in 1990). In the years
following our observation period, however, Ireland experienced a spectacular economic take off. Log GDP increased from 9.4 (log of 11,818) to 10.2 (log of
26,643). As an out of sample prediction, the estimated long-run relationship suggests that this should lead to a decline of church attendance by 7.2
percentage points. Actually, according to Hirschle (2010), attendance declined by about 22 percentage points.
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Given the relatively small number of countries in
our sample, we also need to ensure that the esti-
mated effect is not due to individual outliers. To this
end, we re-estimate the DOLS regression, excluding
one country at a time from the sample. The sequen-
tially estimated coefficients and their t-statistics are
presented in Figure 3. Each number on the horizon-
tal axes represents the country omitted from DOLS
regression; on the vertical axes, we plot the respec-
tive coefficients and t-statistics in the remaining
sample. As can be seen, the estimated coefficients
are relatively stable and always significant at the 1%
level, suggesting that our results are not due to
potential outliers.

Next, we re-estimate the DOLS regression for four
subsamples: countries with incomes above the sam-
ple average, countries with incomes below the sam-
ple average, countries with church attendance rates
above the sample average and countries with church
attendance rates below the sample average.

The resulting coefficients are listed in Table 5.
Regardless of which subsample is used, the null
hypothesis of no CD cannot be rejected (as the CD
statistics show), and the long-run relationship
between religiosity and income is negative and sig-
nificant at the 1% level. From this, it can be con-
cluded that the negative coefficient on log yitð Þ is
driven neither by high-income or low-income coun-
tries nor by highly religious or highly secular coun-
tries. Clearly, it would be desirable to also assess
whether there are systematic differences in the
effects of income on religiosity between low-income
and high-income countries or between countries
with high levels of church attendance and those

with low levels of church attendance. However, the
small and varying subsample sizes make it difficult
or impossible to obtain comparable estimates of
these effects. Our overall judgment is that although
the estimated effects vary across the subsamples, the
differences are not large enough to be considered
conclusive. Thus, we cannot conclude, based on our
results, that the effects differ systematically between
high- and low-income countries or between high-
and low-attendance countries.

We also estimate the long-run relationship
between CHURCHit and log yitð Þ using different
samples and time periods. Specifically, the DOLS
regression is estimated on a sample of 11 countries
over the period 1925–1990 (N ¼ 11, T ¼ 14) and on
a sample of 19 countries over the period 1935–1990

Figure 3. DOLS estimation with single country excluded from the sample coefficients on logðyitÞ t-statistics of the coefficients on
logðyitÞ.

Table 5. DOLS estimates for subsamples.

Estimation method
Coeff. on
log yitð Þ

CD
stat.

No. of
countries Obs.

(1) Countries with incomes
above the sample
average

−9.108*** 0.19 10 100
(−7.90)

(2) Countries with incomes
below the sample
average

−11.226*** 0.77 6 60
(−10.79)

(3) Countries with church
attendance
rates above the sample
average

−10.588*** 1.49 7 70
(−8.66)

(4) Countries with church
attendance
rates below the sample
average

−9.704*** −1.19 9 90
(−8.93)

The dependent variable is CHURCHit . The DOLS regressions were estimated
with one lead and one lag (k ¼ 1), given the relatively small number of
time-series observations. t-Statistics are in parenthesis. The CD test sta-
tistic is normally distributed under the null hypothesis of no cross-
sectional dependence. ***, **, *Indicate significance at the 1%, 5% and
10% level, respectively.

DOLS: Dynamic OLS.
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(N ¼ 19, T ¼ 12).7 As can be seen from Table 6, the
null hypothesis of no CD cannot be rejected, and the
estimated log yitð Þ coefficients remain negative and
highly significant.

Finally, we examine whether the results are robust
to alternative measures of religiosity and alternative
specifications of the income variable. Franck and
Iannaccone (2014) measure religiosity not only by
the parental rate but also by the church attendance
rate of children. In the study by Lipford and Tollison
(2003), income enters in non-logarithmic form.
Table 7 presents the results of the DOLS regressions
using these two different variables, labelled
CHURCHchildrenit and yit, both separately and
jointly. As can be seen, all coefficients are negative
and statistically significant. Summarizing, the nega-
tive effect of income on religiosity is robust to dif-
ferent estimation techniques, potential outliers,
different samples, different measures of church

attendance and alternative specifications of the
income variable.

Long-run causality

The above interpretation of the estimation results is
based on the assumption that long-run causality runs
from income to religiosity. However, while cointegra-
tion implies causality in at least one direction, it says
nothing about the direction of the causal relationship
between the variables, as discussed above. Causality
may run in either direction, from income to religiosity
or from religiosity to income, or in both directions. To
test the direction of long-run causality, we follow
common practice in the applied panel cointegration
literature and employ a two-step procedure. In the
first step, we use the (DOLS) estimate of the long-
run relationship (from the first row of Table 4) to
construct the disequilibrium term

ecit ¼ CHURCHit � âi � 10:124 log yitð Þ½ �: (6)

In the second step, we estimate the error correc-
tion model

ΔCHURCHit ¼ c1i þ a1ecit�1

þ
Xk
j¼1

φ11ij
ΔCHURCHit�j

þ
Xk
j¼1

φ12ij
Δ log yit�j

� �
þ eCHURCHit (7a)

Δ log yitð Þ ¼ c2i þ a2ecit�1

þ
Xk
j¼1

φ11ij
ΔCHURCHit�j

þ
Xk
j¼1

φ12ij
Δ log yit�j

� �þ elogðyÞit (7b)

In this type of dynamic model, the dynamics of
both short-run (changes) and long-run (levels)
adjustment processes are included; the lagged
changes capture the short-run dynamics, while the
error correction term captures the long-run relation-
ship. More specifically, the error correction term
represents the error in, or deviation from, the long-

Table 6. DOLS estimates for different samples.
Coeff. on
log yitð Þ

CD
stat.

No.
countries Obs.

(1) Smaller sample over a
longer
time period (1925–1990)

−9.146*** −0.01 11 121
(−8.83)

(2) Larger sample over a
shorter
time period (1935–1990)

−8.831*** −0.43 19 171
(−8.45)

The dependent variable is CHURCHit . The DOLS regressions were estimated
with one lead and one lag (k ¼ 1), given the relatively small number of
time-series observations. t-Statistics are in parenthesis. The CD test sta-
tistic is normally distributed under the null hypothesis of no cross-
sectional dependence. ***Indicates significance at the 1% level.

DOLS: Dynamic OLS.

Table 7. DOLS estimates using different measures of religiosity
and alternative specifications of the income variable.

Coefficient of the income
variable

CD
stat. Obs.

(1) Regressand:
CHURCH childrenit

−15.621*** 0.34 160

Regressor: logðyitÞ (−11.29)
(2) Regressand: CHURCHit −0.001*** 0.89 160
Regressor: yit (−7.44)

(3) Regressand:
CHURCH childrenit

−0.002*** −1.27 160

Regressor: yit (−11.30)

The dependent variable is CHURCHit . The DOLS regressions were estimated
with one lead and one lag (k ¼ 1), given the relatively small number of
time-series observations. t-Statistics are in parenthesis. The CD test sta-
tistic is normally distributed under the null hypothesis of no cross-
sectional dependence. *** indicates significance at the 1%, levels,
respectively.

DOLS: Dynamic OLS.

7The countries in the 11-country sample are Australia, Austria, Denmark, Germany, Ireland, the Netherlands, New Zealand, Norway, Spain, the UK and the
United States. The countries in the 19-country sample are Australia, Austria, Bulgaria, Canada, Chile, Denmark, France, Germany, Ireland, Italy, the
Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, the UK and the United States.

12 D. HERZER AND H. STRULIK



run relationship, and the adjustment coefficients a1
and a2 capture how CHURCHit and log yitð Þ respond
to deviations from the long-run relationship. From
the Granger representation theorem (Engle and
Granger 1987), it follows that at least one of the
adjustment coefficients must be nonzero if a long-
run relationship between the variables is to hold. A
statistically significant error correction term also
implies long-run Granger causality from the expla-
natory variables to the dependent variables (Granger
1988), and thus that the dependent variables are
endogenous in the long run. An insignificant error
correction term implies long-run Granger non-caus-
ality, and thus that explanatory variables are weakly
exogenous (Hall and Milne 1994). Given that all
variables in the model, including ecit�1, are station-
ary (because the level variables are cointegrated), a
conventional likelihood ratio chi-square test can be
used to test the null hypothesis of weak exogene-
ity, H0 : a1;2 ¼ 0.

Table 8 reports the results. As can be seen from
row 1, the null hypothesis of weak exogeneity is
rejected for CHURCHit at the 1% level, and the CD
test suggests that this inference is not affected by
CD. Since the null hypothesis of no CD is decisively
rejected in row 2 for the residuals from the Δ logðyitÞ
equation, row 3 uses the demeaned data to account
for the CD through common time effects. Row 3
indicates that we can also reject the null hypothesis
of weak exogeneity of log yitð Þ. From this, it can be
concluded that the statistical long-run causality is
bidirectional, implying that declining religiosity is
both a consequence and cause of economic growth.

To check the robustness of this conclusion, we per-
form a standard panel Granger causality test based on a
(dynamic) VAR model in levels with fixed effects.
While it is well known from the time series literature
that in general, the asymptotic distributions of the
Wald (or likelihood ratio) test for Granger causality
in levels VARs with integrated variables are nonstan-
dard (see e.g. Toda and Phillips 1993), Lütkepohl and
Reimers (1992) show that the conventional Wald test
for a bivariate cointegrated VAR model is asymptoti-
cally distributed as chi-square and therefore valid as a
test for Granger causality.

We report the p-values of the Granger causality
chi-square statistics using one and two lags,

respectively, of each variable in Table 9. The number
of lags was determined by the Schwarz criterion
(with a maximum of two lags), as is common prac-
tice in testing for Granger causality in a VAR model.
As can be seen from the first row, the null hypoth-
esis of no Granger causality from log yitð Þ to
CHURCHit is decisively rejected, and the sum of
the coefficients on lagged income is negative in the
church attendance equation. This confirms our
result that increasing income leads to declining
religiosity.

Rows 2 and 3 of Table 9 show that the Granger
causality test rejects the null hypothesis that one lag
of CHURCHit does not help predict log yitð Þ at the
1% level and that the coefficient on lagged church
attendance is also negative. While the CD test rejects
the null hypothesis of no CD in row 2, the results in
row 3, using the demeaned data, do not appear to
suffer from CD. These results support the conclusion
that increasing religiosity leads to declining income.

Finally, Figure 4 presents generalized impulse
response functions based on a one lag panel vector
error correction model using the raw data over a 50-
year horizon (10 5-year periods).8 As can be seen in
the left panel of Figure 4, a one standard deviation
shock in income results in a gradual and permanent
decrease in church attendance and reaches its full
impact after 20 years (four periods). The right panel
shows that income gradually and permanently
decreases in response to a one standard deviation
innovation in church attendance and that the full
impact is reached after 25 years (five periods). The
impulse response functions are thus consistent with
the Granger causality tests reported above.

Table 8. Tests for long-run causality /weak exogeneity.

Weak exogeneity of
χ2ð1Þ

(p-values) CD stat. Demeaned Obs.

(1) CHURCHit 54.97 0.27 No 176
Dependent variable:
ΔCHURCHit

(0.000)

(2) logðyitÞ 13.94 6.09*** No 176
Dependent variable: Δ logðyitÞ (0.000)
(3) logðyitÞ 8.42 −0.54 Yes 176
Dependent variable: Δ logðyitÞ (0.004)

The number of degrees of freedom v in the standard χ2ðνÞ tests correspond
to the number of zero restrictions. Given the relatively small number of
time-series observations, the lag length was set to k ¼ 1. The CD test
statistic is normally distributed under the null hypothesis of no cross-
sectional dependence. ***Indicate a rejection of the null of no cross-
sectional dependence at the 1% level.

8The demeaned data produce qualitatively similar results.
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IV. Conclusion

In this article, we took into account that secularization
is understood as a dynamic process and investigated
the time-series properties of church attendance rates
and income per capita. We showed that there exists a
cointegrating relationship between both variables and
found that according to our preferred specification, a
doubling of income is associated with a 10 percentage
point decline in church attendance. The presence of
cointegration between two or more variables not only
implies the existence of a non-spurious long-run rela-
tionship between these variables but also that the
resulting estimates are robust to a variety of estimation
problems that often plague empirical work, including
endogeneity and omitted variables. The latter implies
that our results are not biased by missing measures of
religious supply or other drivers of the demand for
religion. This is an important feature with respect to
the demand–supply debate in the theory of religion.

We have documented that the negative relation-
ship between income and religiosity is robust to
alternative estimation methods, potential outliers,
different samples, different measures of church
attendance and alternative specifications of the

income variable. We also found that long-run caus-
ality runs in both directions, higher income leads to
declining religiosity and declining religiosity leads to
higher income. Secularization appears to be both
cause and consequence of economic development.

Our results are consistent with those of Lipford and
Tollison (2003), McCleary and Barro (2006a, 2006b)
and Paldam and Gundlach (2013), who found that
economic development tends to reduce religiosity,
but differ from those of Becker and Woessmann
(2013) and Franck and Iannaccone (2014), who
found insignificant effects of per capita income on
religiosity. These studies differ in terms of how they
measure religiosity and income, country coverage,
whether they use cross-sectional or panel data, the
time period covered and/or the empirical methods
used. It is therefore difficult to determine why some
studies found that economic development has a nega-
tive effect on religiosity while others found no effect.
One potential reason why our results differ from those
of Franck and Iannaccone (2014), who used the same
data on church attendance, is that we accounted for
the non-stationarity of the data by using panel coin-
tegration procedures. More specifically, Franck and

Table 9. Panel VAR causality tests.

Null hypothesis Lags p-Value
Sum of coeff. of
causal variable CD stat. Demeaned Obs.

(1) logðyitÞ does not cause CHURCHit 2 0.000 −3.397 0.02 No 176
Dependent variable: CHURCHit
(2) CHURCHit does not cause logðyitÞ 1 0.000 −0.015 7.85*** No 192
Dependent variable: logðyitÞ
(3) CHURCHit does not cause logðyitÞ 1 0.000 −0.009 −1.44 Yes 192
Dependent variable: logðyitÞ
This table reports the p-values of Granger-causality VAR tests. The null hypothesis is that one or two lags of the (demeaned) series of
logðyitÞ (CHURCHitÞ do not help predict the series of CHURCHit log yitð Þð Þ. The number of lags was determined by the Schwarz criterion
with a maximum of two lags. The CD test statistic is normally distributed under the null hypothesis of no cross-sectional dependence.
***Indicate a rejection of the null of no cross-sectional dependence at the 1% level.

Figure 4. Impulse-responses.
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Iannaccone (2014) employed standard regression
techniques (such as OLS), which do not account for
the non-stationarity of the underlying data and may
be seriously biased (even when cointegration is pre-
sent; Kao and Chiang 2000). Another reason for the
different results could be that our per capita GDP data
are in constant 1990 international dollars (Geary–
Khamis dollars), while Franck and Iannaccone
(2014) used GDP per capita in national currency at
current prices.

A limitation of our analysis is the relatively small
sample of countries, comprising only relatively rich
Western countries that are all historically Christian.
Whether the results can be transferred to developing
countries or non-Christian countries is an intriguing
question, which we are looking forward to addres-
sing when time-series data on religiosity becomes
available for these countries as well.

Eventually, with respect to future developments, the
strong linear relationship between church attendance
and the log of income has to be nonlinear if income
continues to grow because church attendance is
bounded by zero from below. Our analysis, comprising
most of the 20th century, however, has shown that a
fading trend of secularization is not yet visible in the
data.
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