
Digital data production has been growing exponen-
tially1, outpacing growth of the installed base (that is, all 
devices in active use) of mainstream storage, including 
magnetic (for example, tape or hard disk drives), opti-
cal (for example, Blu-​ray) and solid state (for example, 
flash). Most data generated are discarded, but a portion 
still needs to be stored. Unfortunately, based on these 
trends, the portion that can be retained is declining. This 
is a strong motivator for research in new storage media. 
Important aspects of storage media are density (bits per 
unit of physical volume), retention (time that the data 
are still recoverable), access speed (latency and band-
width of accessing data) and energy cost of data, both 
at rest and per access. Density, durability and energy 
cost at rest are primary factors for archival storage, which 
aims to store vast amounts of data for long-​term, future 
use. Mainstream digital data storage typically works by 
changing the properties of materials: electrical proper-
ties in flash and phase-​change memories, optical prop-
erties in Blu-​ray disks or magnetic properties in hard 
disk drives and tape. Although these technologies have 
made fast-​paced progress, they are all approaching their 
density limits. By contrast, using as few atoms as possible 
to store one bit of information leads to higher density, 
making molecular data storage attractive.

Although there are many forms of molecular-​level or 
atomic-​level data storage, DNA stands out as an espe-
cially attractive alternative. For example, using DNA for 
data storage offers density of up to 1018 bytes per mm3, 
approximately six orders of magnitude denser than 
the densest media available today2–4. The sheer density 
also facilitates preservation of the data in molecules for 
long periods of time at low energy costs. A particularly 
unique advantage is the ease of replication of DNA, for 
example, using PCR, which offers the ability to copy 
large amounts of data at very low time and resource 

cost. Once data are stored in DNA, we can also leverage 
the DNA hybridization process to perform operations 
over the data, for example, image similarity searches5. 
Finally, DNA is likely to be eternally relevant because 
there will always be DNA sequencers (readers), given 
their expanding use in life sciences and medicine. Data 
storage can also benefit from fast progress in DNA writ-
ing and reading by the biotechnology industry for life 
sciences purposes.

DNA also offers other important advantages over tra-
ditional media. DNA is time tested by nature, with DNA 
sequences having been read from fossils thousands of 
years old. When kept away from light and humidity and 
at reasonable temperatures, DNA can last for centuries 
to millenia6 compared with decades, the typical lifetime 
for archival storage media such as commercial tape and 
optical disks. Dealing with obsolescence is a substantial 
component of maintenance costs for archival storage — 
for example, the Library of Congress spends a consider-
able proportion of its resources moving data over to new 
generations of tape, and tape drives are only backward-​
compatible with a limited number of past generations. In 
addition, copying times for traditional storage media are 
proportional to the amount of data to be copied and the 
number of replicas to be made. This is in contrast with 
DNA storage, through which a large number of copies 
can be made with a fixed time process such as PCR.

The basic process in DNA data storage involves 
encoding digital information into DNA sequences 
(encoding), writing the sequences into actual DNA mol-
ecules (synthesis), physically conditioning and organiz-
ing them into a library for long-​term storage, retrieving 
and selectively accessing them (random access), reading 
the molecules (sequencing) and converting them back to 
digital data (decoding). In the remainder of this article, 
we describe the state of the art in encoding and decoding 
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A method of retaining 
information outside of the 
internal memory of a 
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data in storage.
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for DNA data storage, highlighting the key proposed 
mechanisms. We also discuss systems aspects such as 
random access and preservation. We then highlight the 
remaining challenges to mainstream adoption and con-
trast them with challenges to gene synthesis. We also 
provide an overview of DNA data storage in vivo, discuss 
its target use and contrast it with in vitro data storage. 
For readers interested in an in-​depth review focused on 
such in vivo DNA-​based memory systems that record 
cellular activity, we recommend a recent review by Sheth 
and Wang7.

A brief history of DNA data storage
The basic concept of using DNA for data storage can 
be dated back to the mid-1960s, when Norbert Wiener 
and Mikhail Neiman discussed ‘genetic memory’ ideas8,9. 
However, DNA sequencing and synthesis technologies 
were still in their infancy then, and it was not until more 
than 20 years later (around the same time that Richard 
Dawkins discussed the idea in his 1986 book The Blind 
Watchmaker10) that the concept of DNA data storage 
was first demonstrated experimentally with Joe Davis’ 
bioart piece ‘Microvenus’. Davis encoded a 35 bit image 
of the ancient Germanic rune for ‘female Earth’11. The 
concept was demonstrated again in 1999 as a means of 
hiding secret messages (steganography) in DNA micro-
dots on paper12. The microdot work is unique in that 
it was not only the first but also remained until 2012, 
the only demonstration of DNA data storage that did 
not include an in vivo step in the storage or recovery 
process: beginning with Davis’ project, all other sub-
sequent works (until 2012) stored data within living 
cells11–18. Ostensibly, this was as much a practical as it 

was a strategic decision, as synthetic DNA was typically 
cloned into replicative vectors to facilitate sequencing 
and selection of correctly synthesized sequences.

A major breakthrough occurred in the early 2010s, 
when Church et al.19 and Goldman et al.20 independently 
revisited the idea of DNA data, storing on the order of 
hundreds of kilobytes of data and making the observa-
tion that progress in writing and reading could make 
DNA data storage viable in the foreseeable time frame. 
Figure 1 shows a timeline of experimental results with 
data volumes and the major techniques used. Notably, 
there is a clear exponential rate of progress in capac-
ity, with improvements of approximately 3 orders of 
magnitude in a mere 6 years. Most of the studies use 
phosphoramidite-​based DNA synthesis, a process that 
has been perfected over decades; enzymatic DNA synthe-
sis is still an emerging area of research, yet it has already 
been successfully used for data storage21. For readouts, 
most of the studies use sequencing by synthesis, which 
is a commercially available sequencing method popu-
larized by Illumina. Recently, multiple groups have had 
success decoding data with nanopore sequencing using 
the Oxford Nanopore Technology MinION platform, 
although at more modest data volumes. We expect these 
volumes to increase in the near future. In Fig. 1, note the 
important step in data volumes with array-​based DNA 
synthesis, which we discuss below.

As mentioned above, most early work on DNA data 
storage involved in vivo cloning and storage compo-
nents, for convenience, watermarking or steganog-
raphy11,13–18,22. More recently, an emerging branch of 
in vivo DNA data storage harnesses advances in syn-
thetic biology to record new information within regions 
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of the genomes of living organisms, as described in 
greater detail below. Although it is unlikely that in vivo 
DNA data storage will be a viable alternative for gen-
eral mainstream digital data storage because of its lower 
overall storage density owing to the relatively large size 
of cells, in addition to the extra complexity of modifying  
and/or adding to the natural DNA within living cells, 
in vivo DNA data recording and storage can enable new 
applications such as logging information about cellu-
lar history and environment23–26. Such systems can be 
thought of as molecular ticker tapes that record dynamic 
time-​ordered molecular events within a cell and save the 
data for readouts at a later time27.

Process overview
DNA data storage involves four major steps, as illustrated  
below and in Fig. 2.

Write. Writing data in DNA starts with encoding: a com-
puter algorithm maps strings of bits into DNA sequences. 
The resulting DNA sequences are then synthesized, 
which generates many physical copies of each sequence. 
DNA sequences are of arbitrary but finite length such 
that bit strings are broken into smaller chunks that need 
to be later reassembled into the original data. To enable 
reassembly, it is necessary to either include an index in 
each chunk6,19,28 or store overlapping chunks in differ-
ent DNA sequences20. Heckel et al.29 characterized the 
storage capacity under an index approach from a theo-
retical perspective and proved that a simple index-​based 
coding scheme is optimal. For any interesting amount 
of information, a very large number of different DNA 

sequences needs to be synthesized, making it attractive 
to use array-​based synthesis, which enables the synthesis 
of many unique sequences in parallel30.

Store. Once synthesized, the resulting DNA needs to be 
stored. Organick et al.3 estimate that a single physically 
isolated DNA pool can store on the order of 1012 bytes. 
A library of such pools is needed to scale out to large 
storage systems28.

Retrieve. Once a data item is requested, the correspond-
ing DNA pool needs to be physically retrieved and sam-
pled. In order to avoid having to read all the data in a 
pool, we need what computer designers call random 
access, or the ability to choose a specific data item to be 
read out of a larger set. Whereas this feature is easy to 
support in mainstream digital storage media, it is more 
challenging in molecular storage because of the lack 
of physical organization across data items in the same 
molecular pool. Random access in DNA data storage can 
be supported via selective processes such as magnetic 
bead extraction with probes mapped to data items or 
PCR using primers associated to data items during the 
encoding process28,31.

Read. After a sample of DNA is selected, the next step is 
to sequence it, producing a set of reads that correspond to 
the molecules detected by the sequencer. These reads are 
then decoded back into the original digital data with high 
probability. The success of this operation depends on 
the sequencing coverage and the error rate experienced  
throughout the process.
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Fig. 2 | Overview of the major steps of digital data storage in DnA. First, a computer algorithm maps strings of bits  
into DNA sequences. The DNA sequences are then machine synthesized (write), thereby generating many physical copies 
of each sequence. Solid-​phase synthesis via phosphoramidite-​based chemical synthesis can be done on a column  
(low-​throughput) or array (high-​throughput) solid support. After synthesis, the resulting DNA material can be cloned and 
stored within a biological cell (in vivo) or, more commonly , stored in vitro, such as being frozen in solution or dried down for 
protection from the environment (store). DNA data requested to be read can be selectively retrieved from the DNA pool in 
a process called random access (retrieve). Random access within DNA data pools can be accomplished with PCR-​based 
enrichment with primer pairs that map to specific data items generated during the encoding process. Finally , automated 
sequencing instruments are used to generate a set of reads that correspond to the molecules they can detect (read).  
The most common sequencing methods are Sanger (low-​throughput) and sequencing-​by-synthesis instruments  
(high-​throughput, for example, by Illumina). More recently , nanopore sequencing (for example, from Oxford Nanopore 
Technologies (ONT)) has been used for real-​time data reading.
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Coping with errors during encoding and decoding
DNA synthesis and sequencing are error prone. Several 
papers on DNA data storage report errors of approxi-
mately 1% per base per position28,31,32. More precisely, for 
a given position in a DNA strand, when synthesized and 
sequenced back, approximately 1% of the reads will have 
an error in that position. This is for DNA synthesized in 
arrays using Caruthers’ chemistry33 and sequenced with 
sequencing by synthesis using Illumina instruments. 
It is interesting to note that Yazdi et al.31 and Bornholt 
et al.28 observed that most errors are due to sequenc-
ing. Organick et al.3 also included nanopore-​sequenced 
error information showing errors of approximately 10%. 
Heckel et al. have characterized the coding channel fur-
ther34 by analysing results from three previous stud-
ies6,20,32, showing that errors mostly stem from synthesis 
and sequencing and that DNA manipulation, PCR and 
storage may cause erasures, that is, certain sequences 
becoming disproportionately under-​represented in  
a mix.

It would be catastrophic to expose this level of error 
to end users in storage applications. Therefore, it is para
mount to overlay error correcting codes on top of the raw 
storage media. Interestingly, modern magnetic media 
has a raw error rate of approximately 1% as well35. In a 

nutshell, reliable data storage and retrieval need error 
correction methods for all types of media (and com-
munication channels such as radios). In fact, there is a 
whole field of computer science called information the-
ory, or coding theory, that focuses on developing cod-
ing schemes that deliver digital data reliably over noisy 
media and communication channels. One especially 
interesting aspect about DNA is that, unlike other stor-
age channels, which have only substitution errors, DNA 
channels can also manifest base insertions and deletions, 
which makes coding more challenging.

The basics of error correction codes. Error correc-
tion codes boil down to adding redundant informa-
tion, which increases the probability that the original 
information can be retrieved even in the presence of 
errors or missing data. The more redundancy, the more 
tolerant of errors (or losses) the resulting storage pro-
cess will be. Redundancy can be of two basic types. 
Physical redundancy comes from having many physical 
copies of a given DNA sequence. Logical redundancy 
comes from embedding additional information when 
encoding data in the DNA sequences. DNA synthe-
sis, using either columns or arrays, naturally produces 
a large number of physical copies of the same DNA 
sequence. Although physical redundancy helps with 
tolerating decay and allows some errors in synthesis and 
sequencing to be averaged out, it is not sufficient to guar-
antee error freedom with high probability. For example, 
despite a large degree of physical redundancy, Church 
et al.19 did not have any form of logical redundancy and 
thus did not achieve zero-​bit error. There are several 
methods for logical redundancy, which we cover below.

Multiple research projects have developed coding for 
DNA data storage to cope with read and write errors and 
with degradation of DNA over time3,6,28,29,31,32. Figure 3 
provides an overview of the encoding and decoding pro-
cess. When bits are encoded into DNA sequences, they 
go through a series of transformations and checks. As 
the number of bits is greater than can fit in a single DNA 
sequence that is synthesizable with current technologies, 
the bits are divided into smaller sequences. Most DNA 
data storage studies add indices to each smaller sequence 
to identify its relative location in the original file, as shown 
in the reassembly column of Table 1. These sequences may 
go through a logical ‘exclusive-​or’ operation with a pseudo-​
random number generated from a known seed to ensure 
that DNA strands are dissimilar3, and then redundancy is 
added via codes, such as Reed–Solomon codes, for error 
correction purposes. Different encoders may then use dif-
ferent rules to convert bits to sequences. A common con-
version rule is to avoid repeated bases (homopolymers), 
and primer target sites are added on both ends.

The first modern error correcting codes appeared in 
the 1940s36. All error correcting codes add redundancy 
to the original data to be stored or transmitted over a 
channel. Receivers can use this extra redundant data to 
check whether the received message is consistent and, if 
it is not, to potentially reconstruct the original data. The 
amount of redundant data to be added can vary depend-
ing on the noise profile of a channel, on the code used 
and on the desired probability of successful decoding.
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Fig. 3 | Overview of the encoding–decoding process. The process starts by partitioning 
the binary data into smaller bit sequences (payloads), each of which will fit within a DNA 
strand. Sequence numbers (addressing information (Adr)) are added to each bit 
sequence, and the data may be optionally randomized, for instance, by performing an 
exclusive-​or operation with a pseudo-​random key generated with a seed. Next, 
additional redundancy can be added with a code that summarizes the data to be stored. 
To conclude the encoding process, the bits are converted into bases, and primer target 
sites are added to the ends of each sequence (ID). For decoding, once the DNA is 
sequenced, the resulting reads are used to reconstruct the (putative) original strands, 
which are subsequently decoded back into bits. The originally added redundancy is used 
by the codes to recover any missing information and to correct remaining errors. This 
process is fairly similar for most of the work listed in Table 1, and the use of an address to 
recompose data scattered over multiple sequences was first used by Church et al.19. 
Organick et al.3 also uniquely include a step that clusters reads into groups containing 
reads that are likely to correspond to the same original bit sequences, which enables 
tolerance of deletions, insertions and substitutions with potentially lower coverage.  
Each group is processed to reconstruct the likely original DNA strand, and finally , the 
codes are reverted, as in the other schemes described. Adapted from ref.3, Springer 
Nature Limited.

Erasures
The removal of writing, 
recorded material or data.

Error correcting codes
The results of mathematical 
manipulation of data to correct 
errors inserted in the data as 
bits are stored, transmitted 
and so on. The process 
typically involves computing a 
summary of the data and 
storing and/or transmitting it 
with the data and using the 
redundant information to 
correct those errors. An inner 
code refers to coding within a 
single strand to correct local 
errors. An outer code refers to 
whole new additional strands 
to deal with errors that are not 
covered by inner codes, for 
example, erasures.
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Reed–Solomon codes37 date back to the 1960s. They 
are commonly used for DNA data storage purposes3,6,38 
but have also been used in a variety of other applica-
tions such as optical disks (such as compact, digital 
video and Blu-​ray disks), 2D visual codes (such as quick 
response (QR) codes) and data transmission (such as 
WiMax). The basic idea in Reed–Solomon codes is to 
map the original data into a set of symbols, which is a 
fairly small basic unit of encoded data. Symbols map to 
coefficients in a system of linear equations, whose solu-
tions are mapped back to the original data. These codes 
can correct two issues: a missing original symbol (called 
an erasure) and a corrupted original symbol (called an 
error). Correcting errors and erasures may require dif-
ferent amounts of redundancy and computational effort. 
The key to DNA data storage and other uses is that the 
same code can correct both types of issue.

Other error correction and mitigation mechanisms 
have been proposed for DNA data storage20,28,32. While 
not an error correcting code per se, a shifting pattern, as 
used by Goldman et al.20, can be used such that a piece 
of data is repeated at different offsets in four different 
DNA sequences. For example, a piece of data may appear 
in the first quarter of the first DNA sequence, the sec-
ond quarter of a different sequence, the third quarter of 
yet another sequence and the fourth quarter of a final 

strand. Effectively, the main goal is to position that piece 
of information differently in different sequences to avoid 
systematic errors related to the relative location on the 
strand, which could happen owing to synthesis and 
sequencing. The result is that sequences are reassem-
bled on the basis of their overlap. This mechanism may 
require disproportionate synthesis efforts for the level of 
error protection it offers.

A slightly less intensive solution is proposed by 
Bornholt et al.28. Instead of repeating the same informa-
tion in multiple locations, multiple pieces of information 
are summarized into one or more additional pieces by 
an exclusive-​or operation. This mechanism reduces the 
amount of additional overhead effort required but is still 
not as efficient or robust as the Reed–Solomon-​based 
codes. Grass et al.6 were the first to propose using inner 
and outer codes as well as employing Reed–Solomon-​
based codes. Finally, fountain codes have been used by 
Erlich and Zielinski32 in the context of DNA data storage. 
Fountain codes are codes that, given k original pieces 
of data, can generate a potentially limitless number of 
encoded symbols, kʹ, such that the original data can be 
recovered from any k or slightly more than k pieces of 
data. Although fountain codes can be optimal to handle 
erasures, they require additional measures to detect and 
correct other errors (for example, an additional inner 

Physical redundancy
The number of copies of each 
DNA species stored. Physical 
redundancy is not always 
available in the referenced 
work in Table 1, so we used 
the sequencing coverage as an 
upper bound for this number.

Logical ‘exclusive-​or’ 
operation
A logic operation that outputs 
true only when inputs differ 
(that is, 0 xor 0 = 0; 0 xor 1 = 1; 
1 xor 0 = 1; or 1 xor 1 = 0).

Table 1 | Notable demonstrations of in vitro DNA data storage

study total 
data

synthesis sequencing Physical 
redundancy 
(coverage)

Reassembly strand 
length 
(nucleotides)

Logical 
density 
(bits per 
nucleotide)

Logical 
density 
(payload 
only)

Random 
access?

Church 
et al.19

650 kB Phosphoramidite 
(deposition)

Sequencing 
by synthesis

3,000× Index 115 0.60 0.83 No

Goldman 
et al.20

630 kB Phosphoramidite 
(deposition)

Sequencing 
by synthesis

51× Overlap 117 0.19 0.29 No

Grass et al.6 80 kB Phosphoramidite 
(electrochemistry)

Sequencing 
by synthesis

372× Index 158 0.86 1.16 No

Bornholt 
et al.28

150 kB Phosphoramidite 
(electrochemistry)

Sequencing 
by synthesis

40× Index 117 0.57 0.85 Yes

Erlich and 
Zielinsky32

2 MB Phosphoramidite 
(deposition)

Sequencing 
by synthesis

10.5× Luby seed 152 1.18 1.55 No

Blawat et al.72 22 MB Phosphoramidite 
(deposition)

Sequencing 
by synthesis

160× Index 230 0.89 1.08 No

Organick 
et al.3

200 MB Phosphoramidite 
(deposition)

Sequencing 
by synthesis

5× Index 150–200 0.81 1.10 Yes

Anavy et al.40 8.5 MB Phosphoramidite 
(deposition)

Sequencing 
by synthesis

164× Index 194 1.94 2.64 No

Choi et al.39 854 B Phosphoramidite 
(column)

Sequencing 
by synthesis

250× Index 85 1.78 3.37 No

Yadzi 
et al.31,43

3 kB Phosphoramidite 
(column)

Nanopore 
sequencing

200× Index 880–1,000 1.71 1.74 Yes

Organick 
et al.3

33 kB Phosphoramidite 
(deposition)

Nanopore 
sequencing

36× Index 150 0.81 1.10 Yes

Lee et al.21 18 B Enzymatic 
(column)

Nanopore 
sequencing

175× NA (single) 150–200 1.57a 1.57 No

The table includes the synthesis and sequencing methods used, encoding and decoding schemes and random-​access properties for each approach. Studies differ 
in the availability of computer code underlying the encoding and decoding processes. The code for Church et al.19 can be found in http://science.sciencemag.org/
content/sci/suppl/2012/08/15/science.1226355.DC1/Church.SM.pdf. Data for Goldman et al.20 are available from https://www.ebi.ac.uk/goldman-​srv/DNA-​
storage/. Sequencing data for Organick et al.3 can be found in https://github.com/uwmisl/data-​nbt17. Computer code and sequencing data for Erlich & Zielinsky32 
can be found in http://dnafountain.teamerlich.org/. NA , not available. aBits per transition in this case. Table 1 is adapted from ref.3, Springer Nature Limited.
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code to detect errors). As these codes are geared towards 
erasure correction, their use in DNA data storage is most 
appropriate at low error rates (for example, sequencing 
by synthesis, as done by Illumina machines).

Recently, two studies have proposed the use of degen-
erate bases39,40. The basic principle is to enable the use of 
preset mixes of bases as symbols. For example, in addi-
tion to the basic symbols A, T, C and G, this method may 
also use 50% As and 50% Ts as additional symbols. This 
means that, at a certain position in a sequence, we may 
find either an A or a T with 50% probability. These meth-
ods increase logical redundancy because the composite 
symbols offer more than just four choices per position. 
These methods trade off improvements in logical density 
for additional physical redundancy, which is needed to 
resolve a symbol, because without extra physical cop-
ies, it is not possible to determine the ratio of bases in a 
given position. In the example of a 50:50 A and T mix as 
an additional symbol, the minimum theoretical physi-
cal redundancy to resolve this symbol is 2 to enable this 
mixed site to be represented by A in one copy and T 
in another copy; with mixes of two bases at 50% each, 
the maximum theoretical logical density per position is 
log2(10) or less.

Comparison of practical DNA data storage efforts.  
In Table 1, we provide a comparison of notable practi-
cal coding efforts in DNA data storage to date. For each 
study, we report the total amount of data encoded in 
DNA, the synthesis and sequencing methods, coverage 
used in sequencing (equivalent to the physical redun-
dancy available for decoding), the method used for 
reassembly, the length of DNA strands adopted for the 
work, the overall logical density, the logical density for 
the payload only (that is, ignoring overheads that are not 
intrinsic to the data, such as PCR primer target bases) 
and whether random access was available.

The maximum theoretical logical density achievable 
with the natural bases of DNA is 2, as the four bases that 
are possible at a single position can represent at most 2 
bits. However, most strategies end up with lower density, 
typically around 1. This is due to overheads required for 
primer target sites that enable random access function-
ality (included only in the overall logical density value) 
and to redundancy added by the encoding process to 
facilitate the error correcting process (included in both 
the overall and payload-​only logical density values). 
Error correcting codes require this redundancy to ensure 
that no single DNA sequence is essential to recover the 
data. The level of physical redundancy required for reli-
able data recovery is a function of the sequencing prepa-
ration protocol, raw sequencing error rates (which can 
be mitigated by averaging over multiple reads) and the 
level of logical redundancy provisioned, which enables 
tolerance to raw errors and loss of pieces of information. 
Lower physical redundancy leads to a greater likelihood 
of loss of sequences, thus requiring higher logical redun-
dancy for recovery with high probability. It is worth 
noting that logical density is not a direct measure of 
physical information storage density, measured in bits 
per gram. This is because methods that achieve higher 
logical density may require higher physical redundancy, 

hence potentially leading to lower overall physical den-
sity. Higher logical redundancy, though, implies that 
more unique DNA sequences need to be synthesized and 
hence could lead to higher costs and lower bit-​writing 
throughput.

DNA synthesis for data storage
Most experiments with DNA data storage so far have 
used the established method of phosphoramidite-​based 
oligonucleotide synthesis33 for writing DNA. Table 1 
shows that the most recent demonstrations have stored 
the largest amounts of data, which attests to the matu-
rity of the process. This method builds DNA strands 
one nucleotide at a time by using cyclic additions of 
reversibly ‘blocked’ mononucleotides to prevent the 
formation of unwanted homopolymers. Removing the 
blocking group is done with an acid solution or with a 
light-​induced reaction using photolabile groups. Each 
synthesis cycle incorporates a chosen monomer into an 
existing polymer, strengthens the bond via oxidation, 
washes out excess monomers with a solvent, removes 
the blocking group in the last added monomer and 
invokes the next synthesis cycle or concludes the syn-
thesis process. The most common synthesis errors stem 
from issues in removing the blocking group in the last 
added monomer, making insertions and deletions the 
prevalent error types in synthesis.

DNA synthesis can be made parallel via control mech-
anisms to select which bases to add to which strands. 
This enables the synthesis of different sequences in dif-
ferent spots in a solid substrate and is often called array-​
based synthesis30: sequences are seeded on a surface 
and reagents flow in succession to add bases in a cyclic 
fashion. Several technologies have been proposed, from 
which three are most commonly used: light-​based arrays 
(light-​activated pH change or photolabile chemistry), 
electronic arrays, which selectively deblock sequences 
and add the same base to all deblocked sequences simul-
taneously, and deposition-​based arrays, which selectively 
deposit bases where they are to be added.

Achieving greater throughput for DNA synthesis 
depends on increased parallelism. This can be attained 
by one or a combination of two methods: increasing the 
area of the solid substrate on which the DNA is grown 
to fit an increased number of spots or making these 
spots smaller. To reduce spot dimensions, the processes 
described above have to be miniaturized further, which 
creates physical challenges: light wavelengths have to 
be scaled or light interference has to be used to target 
individual smaller spots; electronic devices have to be 
fabricated to manipulate smaller spots individually; and 
droplets have to be deposited in smaller areas. Any of 
these methods will inevitably result in a more errone-
ous synthesis process that produces fewer copies of each 
DNA sequence. This is problematic for biotechnology 
applications, which need large amounts of DNA with 
low rates of defects but is acceptable for DNA data stor-
age purposes: error correcting codes allow for lower 
physical redundancy and higher error rates.

Enzymatic synthesis is based on an aqueous medium, 
as opposed to the hazardous chemicals used in phosphor-
amidite chemistry. In this process, template-​independent 
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DNA-​polymerizing enzymes, such as terminal deoxy-
nucleotidyl transferases (TdTs), incorporate bases in a 
controllable fashion without a template. This method 
promises to be faster and cleaner than phosphoramidite-​
based synthesis. A major challenge to enzymatic syn-
thesis is controlling single-​base additions, as the TdT 
enzyme tends to catalyse the addition of multiple bases 
per cycle. Additionally, enzymatic synthesis can poten-
tially create longer strands in faster cycle times with 
lower error rates41,42. Although enzymatic synthesis is 
still an emerging strategy, as can be seen by the amount 
of information recently stored (Table 1), it could be a 
promising method for inexpensive synthesis of longer 
strands as it matures. Lee at al.21 recently demonstrated 
successful writing of a short message in DNA using 
enzymatic synthesis and reading it back using a nano-
pore sequencer. This method explored encoding infor-
mation in the transition between different runs of the 
same base, cleverly sidestepping both the TdT single-​
base addition and the higher nanopore sequencing  
error challenges.

In reference to Table 1, a relevant comparison point 
for DNA data storage is strand length: although one 
study43 uses long strand lengths, most use between 
approximately 150 and 230 nucleotide strands. The rea-
son is longer lengths are challenging to achieve: acid-​
based deblocking methods suffer from depurination 
owing to repeated acid washes, and optical methods 
suffer from image drift. As phosphoramidite synthesis 
cannot easily achieve much longer lengths, the longer 
sequences are obtained via an assembly process (very 
similar to gene assembly), which adds to the cost and 
time of the writing process. Using longer strands amor-
tizes indexing and PCR primer overheads. For most 
encoding schemes described earlier, the overhead reduc-
tion is substantial when increasing the length of the syn-
thesized DNA sequences from 100 nucleotides to 400 
nucleotides, but it quickly leads to diminishing returns 
(5% or less) for further increases beyond this length.

DNA sequencing for data retrieval
The most widespread DNA-​sequencing platform today, 
popularized by Illumina, is based on image processing 
and a concept called sequencing by synthesis44. Single-​
stranded DNA sequences are attached to a substrate 
surface and amplified into small physical clusters of 
copies via PCR, and complementary bases with fluores-
cent markers are then attached one by one to individ-
ual sequences (in parallel for all sequences). The spatial 
fluorescence pattern created by the fluorescent markers 
is captured in an image, which is then processed, and 
the colour of the fluorescent spots reports the individ-
ual bases in the sequences. The fluorescent markers are 
then chemically removed, leaving complementary bases 
behind and setting up the next base in the sequence to be 
recognized. Scaling such technology to higher through-
put will depend on more precise optical setups and 
improvements in image processing45.

Another DNA-​sequencing method that has been 
gaining momentum is nanopore technology46. The 
cornerstone of nanopore technology is the capture 
of DNA molecules and ratcheting them through a 

voltage-​clamped nanoscale pore, which causes small 
fluctuations in electrical current through the pore that 
are dependent on the passing DNA strand sequence. 
In regard to DNA data storage, the major advantage of 
nanopore sequencing over competing methods is the 
real-​time readout of the data. That is, sequence data can 
be streamed out of the device in essentially real time, 
potentially enabling data access applications that are 
not practical using other technologies. The main chal-
lenges in using nanopore devices for DNA storage are 
mitigating the higher error rates in addition to synthe-
sizing or assembling relatively long DNA strands that 
can take advantage of the nanopore platform’s extended 
read length to increase sequencing throughput46. A small 
but increasing number of studies have used nanopore 
technology for DNA data readout3,21,43, specifically, 
the portable MinION device from Oxford Nanopore 
Technologies. The MinION currently achieves lower 
read throughput than Illumina machines, although a 
bench-​top-sized nanopore sequencing machine is now 
recently available (PromethION) that may be more prac-
tical for large-​scale data retrieval applications. Despite 
producing higher error rates than Illumina sequencers, 
MinION can accurately recover data by sequencing at 
higher coverage (more reads of the same sequence) and 
inferring a consensus sequence.

Achieving higher data read rates will come from 
higher parallelism and faster sequencing cycles. This 
means faster chemistry, denser sensing regions and 
larger flow cells. This may be an issue for optical read-
outs in sequencing by synthesis because the clusters need 
to have sufficient spatial separation to avoid overlap of 
fluorescence signals. A high-​sequencing throughput for 
data storage would require a very large flow cell, poten-
tially making this sequencing approach impractical. 
Nanopore-​based sequencing, by contrast, is likely to 
offer substantially denser readout sensors because pore 
sizes can fundamentally be on the same order of mag-
nitude as DNA strands. Hence, nanopore sequencing 
seems to offer a better scalability path and, again, error 
rates can be tolerated by appropriate error correction.

Table 1 shows that most of the demonstrations have 
so far used sequencing by synthesis (Illumina) instru-
ments (column 4). Physical redundancy (column 5) — 
the number of copies per unique sequence — is difficult 
to assess accurately; therefore, we use sequencing cov-
erage as a proxy, which is the number of physical mole-
cules of a given sequencing observed by the sequencing 
instrument. This number varies from 5× to 3,000× and 
is a function of the ability of the decoding scheme to deal 
with the sequencing errors.

Random access
Scaling up DNA data storage requires a method for 
selectively reading pieces of data, referred to as random 
access in the computer science field. This is because hav-
ing to sequence all the DNA in a pool to retrieve the 
desired data item is impractical owing to performance 
and cost reasons. Fortunately, selective extraction of 
DNA fragments is common practice in molecular biol-
ogy work. Two popular methods are PCR amplification 
and magnetic bead extraction.
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Using PCR for DNA data storage works as follows: 
during writing, the system assigns unique primer 
pairs to the different pieces of data and includes those 
primer sites when synthesizing the corresponding DNA 
sequences for the data. When a user requests a piece 
of data, the system finds the corresponding primers, 
amplifies the DNA sequences that contain the desired 
data and sequences a sample of the resulting pool. As 
indicated in Table 1, two independent studies proposed 
and demonstrated such a PCR-​based system that maps 
data identifiers to primers when mapping digital data to 
DNA sequences28,31. A key challenge to this approach is 
designing primers that do not conflict with the payloads 
and that may enable multiplex PCR in case multiple data 
items are requested simultaneously.

Baum47 proposed a theoretical system that uses 
magnetic bead extraction to build an associative search 
memory. The idea is to tag data items with an identifier 
that hybridizes to a molecular probe ‘query’. The access 
is accomplished by synthesizing the desired query probe, 
annealing in the solution, extracting the probe, melting 
the molecular data attached and sequencing the results. 
Stewart et al.5 recently experimentally demonstrated a 
method for a similarity search of images directly in DNA. 
The proposed method worked by encoding feature vec-
tors of a collection of images in a DNA pool and subse-
quently searching for images similar to the query image 
(for example, find all pictures similar to an input image 
of binoculars). This is one example of the potential of 
doing more than a simple direct access of data in DNA.

Even with a method for random access within a 
pool, it is impractical to have to collect all data in a sin-
gle pool of DNA. Very large complex mixtures will have 
long diffusion times and lead to less specific extractions. 
Organick et al.3 provide an estimate that a DNA pool pro-
visioned for PCR-​based random access scales to the order 
of terabytes of data, which is sizeable but not enough to 
deliver on the promises of molecular data storage. To go 
beyond that limit, it may be necessary to create a library 
of physically isolated pools that are retrieved on demand. 
This needs to be done in a way that does not sacrifice 
much density and is currently an active area of research.

Challenges to mainstream adoption
It is likely that access latency (time to read) will continue 
to be high (minutes to hours) in the short and medium 
terms, but as long as bandwidth (throughput of data writ-
ing and reading) is high, in vitro DNA data storage can 
coexist with or potentially replace commercial media for 
archival data storage applications. This is because archival 
storage can tolerate higher latencies and would benefit 
considerably from smaller footprints and lower energy 
costs of data at rest.

The current overall writing throughput of DNA data 
storage is likely to be in the order of kilobytes per second. 
We estimate that a system competitive with mainstream 
cloud archival storage systems in 10 years will need to offer 
writing and reading throughput of gigabytes per second. 
This is a 6 orders-​of-magnitude gap for synthesis and 
approximately 2–3 orders of magnitude for sequencing. 
On the cost gap, tape storage cost about US$16 per tera
byte in 2016 (ref.48) and is going down approximately  

10% per year. DNA synthesis costs are generally confiden-
tial, but leading industry analyst Robert Carlson estimates 
the array synthesis cost to be approximately US$0.0001 
per base49, which amounts to US$800 million per tera-
byte or 7–8 orders magnitude higher than tape. Although 
the throughput and cost gaps seem daunting, as has been 
mentioned throughout this Review, the requirements for 
DNA data storage are different from those of life sciences: 
accuracy can be sacrificed for speed, and physical redun-
dancy can also be significantly lowered, both owing to the 
use of error correcting codes. This enables further scaling 
and performance improvements for both synthesis and 
sequencing methods. We expect that this will come with 
commensurate cost reductions because costs will be amor-
tized over larger synthesis substrates and larger batches 
of DNA. Relatedly, as the number of copies per sequence 
required by data storage is orders of magnitude lower 
than it is for the life sciences, throughput improvements 
via more parallel synthesis and hence smaller spot size will 
also lead to proportional savings in reagent usage.

Finally, an important consideration is physical stor-
age and preservation of the DNA molecules. Although 
there have been demonstrations of reading DNA that is 
thousands (or sometimes hundreds of thousands) of years 
old50, DNA may degrade much faster than that, depending 
on the conditions to which it is exposed (for example, high 
temperatures, high humidity and exposure to ultraviolet 
light may contribute to its degradation)4,51. To address this 
issue, different groups have proposed a variety of methods 
to provide the appropriate conditions for DNA preser-
vation6,51–53. Chemical solutions include dehydration 
and/or lyophilization, additives (for example, Biomatrica 
DNAStable or trehalose) or chemical encapsulation with 
protecting materials such as silicon dioxide6. Preparation 
is faster for chemical solutions and additives, whereas 
encapsulation provides longer shelf-​life and better protec-
tion in higher humidity (50%) environments. Containers 
for DNA storage come in various materials and forms, 
such as filter paper (for example, from Whatman), airtight 
stainless steel minicapsules (for example, from Imagene) 
and plastic well plates (from Biomatrica). These items are 
tailored for biological samples and optimized for purity; 
hence, density and cost are compromised. Physical 
libraries for DNA data storage need to offer a path to full 
automation and scalability without significantly compro-
mising density. This is still a largely open research topic. 
There are multiple challenges to automation of these 
systems to enable their use for large-​scale archival storage. 
Such environments typically operate with minimal 
human interference. Most DNA manipulations outside 
of synthesis and sequencing are still being performed by 
humans in laboratory environments. Recently, Takahashi 
et al.54 have made public a first demonstration of a fully 
automated DNA data storage system. Recent advances in 
microfluidics55–58 are encouraging, and we expect them to 
be used for automation of DNA data storage.

In vivo data storage
Although we have discussed DNA data storage as a rel-
atively nascent field, the concept could be regarded as 
ancient as life itself. Living organisms have used DNA 
to store and propagate their biological blueprints for 
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billions of years. The human genome, for instance, con-
tains slightly more than 3 billion bp of DNA. This equates 
to approximately 1.5 GB of information per diploid 
human cell (assuming the maximum of 2 bits per bp).  
Early work in DNA data storage focused on archiv-
ing digital data within genomic or plasmid DNA and 
explored in vivo storage as a means of heritable informa-
tion storage and steganography13,14. More recently, with 
the emergence of the field of synthetic biology, in vivo 
genetic systems have been engineered as ‘molecular 
recorders’ that enable both the collection and permanent 
storage of new data within cellular DNA7.

A number of researchers have demonstrated different 
approaches to in vivo molecular recording and data stor-
age that can be categorized by both the mechanisms used 
for writing the data into the cell (the recording process) 
and the biopolymer used for storing the information (for 
example, DNA, RNA or protein)59. The most relevant to 
this Review are synthetic systems that store biological 
memory or digital data in DNA permanently within a 
cell (Fig. 4). The other major class of memory systems is 
based on transcriptional circuits that store information 
through regulatory feedback loops and toggle switches at 
the RNA or protein level60. These transcriptional circuit 
systems require the input of energy to maintain state, 
meaning that cell death results in information loss.  
By contrast, DNA-​based data stored within a cell — for 
example, within a genome or plasmid — share many 
of the features that make in vitro DNA data storage 
attractive (for example, stability, scalability and eternal 

medium relevance), are naturally copied with high fidel-
ity during cellular replication and are preserved after  
cell death61.

One robust approach to in vivo DNA-​based data stor-
age is through the use of a class of enzymes known as 
recombinases61,62. Site-​specific recombinases recognize 
specific flanking sequence motifs and enzymatically 
invert the intervening region of DNA. Information is 
stored digitally in the directionality of the DNA segment, 
which has two possible states and hence encodes a sin-
gle bit of data. Readout is typically done by sequencing, 
PCR or reporter protein, whereas writing can be chem-
ically controlled with input molecules (inducers) that 
activate the expression of the recombinase. These types 
of recombinase-​based recording systems can be either 
irreversible (single write) or reversible with the addi-
tion of a second enzyme (excisionase) that participates 
in catalysing segment reversion61,62. Systems harnessing 
several unique site-​specific recombinases have been used 
to build more complex memory systems such as genetic 
counters and finite-​state machines with the potential to 
remember events (molecular inputs) and their order63,64. 
However, an important limitation with these types of 
memories is the need to have an orthogonal recombinase 
for every unique bit. To address this issue, bioinformatic 
mining has been used to uncover new recombinases 
with the potential to expand the number that could be 
used together in a single system, thereby increasing infor-
mation capacity and scalability65. This recent work led 
to the discovery of a set of 13 orthogonal recombinases 
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Fig. 4 | Overview of in vivo strategies for molecular recording and storage of data in DNA. Recording modules can be 
coupled to sensor components in the cell, enabling transduction of specific molecular signals (such as those from inducer 
molecules) into modifications of genomic or plasmid DNA at defined loci. In recombinase-​addressable data systems, 
expression of a recombinase flips a defined segment of DNA , which corresponds to setting a bit from 0 to 1. Expression of 
an excisionase can reset the bit back to 0 by flipping the DNA segment into its original orientation. CRISPR–Cas9-based 
recording strategies use Cas9 and CRISPR guide RNAs to target specific sites within the genome for editing. Cleavage of 
these sites by Cas9 results in small insertions or deletions (indels) that can be used to log the magnitude and duration of 
molecular signals over time. In CRISPR–Cas1–Cas2 methods, the Cas1–Cas2 integration complex inserts short pieces of 
DNA (approximately 30 bp) called spacers into a specific locus known as the CRISPR array. New spacers are integrated 
upstream of any previously acquired spacers, forming a temporal memory bank of spacer sequences. Digital data can be 
encoded within synthetic oligonucleotides and integrated within the CRISPR array.
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that could theoretically be used together to store up to 
1.375 bytes of information within a single cell. It remains 
to be seen how much further the encoding capacity of 
these types of recombinase-​based memory systems can 
be expanded, through either additional part-​mining or 
protein-​engineering efforts. A potentially more scala-
ble recording strategy has been shown that uses a non-​
site-specific recombinase and single-​stranded DNA as 
the input66. The main advantage of this system is the 
ability to introduce defined mutations at arbitrary loci, 
although the writing efficiency is probably too low for 
digital data storage applications.

Another class of emerging strategies for in vivo 
recording and data storage systems harnesses com-
ponents of the recently discovered CRISPR–Cas sys-
tem67. CRISPR–Cas is a microbial adaptive immune 
system that protects prokaryotic cells from invading 
viruses. This defence system ‘remembers’ DNA and 
RNA sequences derived from viral genomes and has 
evolved a repertoire of Cas proteins that have unique 
capabilities to process nucleic acids. The most popu-
lar is Cas9, a programmable DNA-​cutting enzyme that 
has revolutionized the genome-​editing field68. In one 
recording strategy, Cas9 expression is put under the 
control of a specific input and programmed to bind 
to and cut its own targeting sequence (encoding the 
guide RNA)23. Each round of cutting and subsequent 
repair of the target site results in unique changes, such 
as point mutations and insertions or deletions (indels), 
that serve as ‘evolving barcodes’, which report on the 
magnitude and duration of the input. Similar systems 
have been used in other applications to track aspects 
of cellular histories such as lineage69. An advantage of 
these Cas9-based recording systems is their ability to 
record a nonbinary range of mutations (barcodes) into 
DNA over time. This feature enables analogue writing 
of data with greater recording capacity than the more 
digital recombinase-​based systems covered above.  
By contrast, recording and reading out predefined dig-
ital information, as discussed in the previous sections, 
would be difficult to implement with a Cas9-based 
encoding–decoding scheme compared with the binary 
recombinase writers because the exact sequence of the 
resulting edits is semi-​random. Recently, a solution to 
this problem was demonstrated with a catalytically inac-
tive Cas9 (dCas9)–cytidine deaminase fusion protein, 
which enabled the introduction of additional defined 
mutations at specific locations26.

Finally, in addition to Cas9, Cas1 and Cas2 are 
another pair of Cas proteins that have been used for 
molecular information storage in vivo. The Cas1–Cas2 
complex is an integrase that is essential to the adaptation 
phase of CRISPR–Cas immunity and is responsible for 
integrating short pieces of viral DNA (called spacers) 
into a precise location within the cellular genome (the 
CRISPR array). A critical feature of the integration pro-
cess is that new spacers are (almost) always put ahead 
of any older spacers previously acquired, making the 
CRISPR array a temporal memory bank of nucleic acid 
sequences. For use as a molecular recorder, digital data 
can be encoded into pools of short segments of syn-
thetic DNA and introduced into a population of cells 

expressing Cas1–Cas2, in which the synthetic DNA will 
be integrated into the CRISPR array within the cellu-
lar genome24,70. This recording process can be repeated 
over time by introducing unique data during each round 
while the temporal ordering of the spacer sequences is 
preserved within the array. This approach was the first 
in vivo recording method to enable the encoding and 
decoding of meaningful amounts of digital data. This 
highlights the unique advantages of the Cas1–Cas2 
recording system in that arbitrary information can be 
stored within defined sequences and uploaded into the 
genome on demand, as demonstrated with the encod-
ing of a short movie (totalling 2.6 kilobytes of data) 
within a population of bacteria70. In addition to the 
near-​unconstrained sequences of the spacers themselves 
(mode 1) and their ordering within the array (mode 2), 
expression of wild-​type and mutant forms of Cas1–Cas2 
can be modulated to control the direction of spacer 
integration (mode 3), enabling an additional layer of 
information to be stored (similar to the recombinase-​
based systems)24. The Cas1–Cas2 recording system 
has also been used to report on biological inputs using 
exogenous DNA and integration of orientation mod-
ulation24 and with the use of endogenously generated 
DNA spacers under the control of an inducible copy 
number promoter25.

Conclusions
In comparing in vitro and in vivo DNA data storage, it 
is clear that in vitro storage is currently the most prac-
tical form of storage with regard to cost, scalability and 
stability. However, the in vivo storage systems can be used 
as biological recording devices that are better suited to 
collecting new data than preserving digital data already in  
hand. That being said, additional advantages of in vivo 
data storage may not yet have been realized. For 
instance, it has recently been demonstrated that in vivo 
storage of data within Escherichia coli may be a practical 
means of micro-​scale random data access71. As the field 
of synthetic biology continues to mature, in vivo data 
storage may yet provide answers to lingering drawbacks 
of in vitro storage methods.

The Digital Revolution has transformed human-
ity’s relationship with data, ushering society into the 
Information Age. The ever-​expanding types and sheer 
quantity of data that we are generating are overwhelming 
our current technological storage capacities. New forms 
of digital data storage are required to keep pace. DNA 
data storage is a promising alternative to contemporary 
mainstream formats such as tape and disk, which are 
now approaching their density limits. The time-​tested 
durability and eternal relevance of DNA make it a natu-
ral choice for long-​term data archival. At the same time, 
DNA synthesis, sequencing and retrieval technologies, 
originally developed for life sciences applications, can 
be repurposed in data storage systems. As research into 
DNA data storage continues to progress, we anticipate 
technological innovations that are tailored for DNA data 
storage, which promise to gradually decrease barriers to 
its mainstream adoption.
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