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Sample sizes for genome-wide association studies (GWAS) for 
many complex traits now range between tens of thousands to 
hundreds of thousands due to the successes of the large consor-

tia. These studies have led to discoveries of dozens and sometimes 
hundreds of common susceptibility SNPs for individual traits1–3. 
Although the effects of individual markers are modest, collectively 
they provide meaningful insights into underlying pathways and con-
tribute to models for risk-stratification for some common diseases, 
such as breast cancer4,5. Further, existing GWAS for almost all traits 
indicate that common variants have the potential to explain much 
more heritability than that explained by SNPs, achieving the strin-
gent genome-wide significance level6–12. It can be anticipated that 
sample sizes for many easily ascertainable traits and common dis-
eases will continue to rise rapidly, allowing GWAS to reach their full 
potential. However, for rare diseases and difficult- or expensive-to-
ascertain traits, it is not clear what is realistically achievable, given 
the practical limits of sample size and uncertainty about the best 
way to distribute resources as a community based on the likely yield 
for the traits. We and others have earlier shown that yields of future 
GWAS critically depend on underlying effect-size distributions13–15.

Recently, the linkage disequilibrium (LD)-score regression 
method has become a popular approach for estimation of herita-
bility and co-heritability using summary-level association statis-
tics across GWAS11,16,17. This method relies on the observation that 
for highly polygenic traits, the association test statistics for GWAS 
markers are expected to be linearly related to their LD scores, a 
measure of the total amount of LD individual SNPs have with oth-
ers in the genome; the slope of this linear relationship is determined 
by the degree of narrow-sense heritability of the trait that could be 
explained by the underlying reference panel of SNPs tagged by the 
GWAS markers.

We developed a likelihood-based framework that allows estima-
tion of potentially complex effect-size distribution of a trait based 
on a single set of summary statistics that are widely available from 

GWAS consortia. We applied this method to analyze publicly avail-
able summary-level association statistics for 19 quantitative traits 
and 13 binary traits, to provide a large and comprehensive analysis 
of effect-size distributions underlying GWAS (see Supplementary 
Table 1 for the list of data sources). These applications provide 
detailed insights into the diversity of genetic architecture of com-
plex traits, including numbers of underlying susceptibility SNPs 
and different clusters of effects that contribute to heritability of the 
traits. Using these estimated effect-size distributions, we then pro-
vide projections regarding potential of future GWAS, both in terms 
of their ability to identify susceptibility SNPs and to improve models 
for genetic risk prediction.

Results
Simulation studies. Simulation studies showed that when the 
number of components of underlying mixture models is correctly 
specified, our proposed method produced parameter estimates that 
trended toward underlying true values as sample size increased 
(Supplementary Table 2). There was generally, however, some 
downward bias in estimates of proportions of susceptibility SNPs 
(πc and p) belonging to various non-null components and upward 
bias in corresponding variance-component parameters. For esti-
mation of the overall effect-size distribution, the resulting biases 
manifested in underestimating the number of SNPs with extremely 
small effect sizes, with the magnitude of bias rapidly decreasing with 
increasing sample size (Supplementary Fig. 1). The bias was much 
more pronounced and did not disappear with increasing sample 
sizes when data were simulated under the three-component model 
(M3) but analyzed with the two-component model (M2). Standard 
errors for parameter estimates were distinctively larger when data 
were analyzed with M3 than M2, indicating additional uncertainty 
associated with fitting more complex models. Under both mod-
els, the proposed sandwich estimator produced slightly conserva-
tive estimates of the true standard errors across different sample 
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sizes. Further, the modified Bayesian information criterion (BIC; 
Supplementary Note) appears to have allowed valid model selec-
tion, with its accuracy increasing with sample size (Supplementary 
Table 2). Very similar patterns were seen when we first simulated 
studies with individual level data and then generated summary-
level statistics using standard GWAS analysis (Supplementary  
Table 3 and Supplementary Fig. 2).

For additional sensitivity analysis, we conducted simulation 
studies allowing true effect sizes to follow alternative distributions 
that did not conform to our model assumptions. We considered 
distributions that had either additional mixture components or 
that could not be represented in the normal-mixture form at all 
(Supplementary Fig. 3). We also allowed effect sizes to depend on 
local LD structures, as empirically evidenced by some recent stud-
ies18 (Supplementary Fig. 4). In all these settings, M3 produced esti-
mates of overall effect-size distribution that followed patterns fairly 
similar to those observed when the data were generated under this 
model itself. In particular, the model tended to underestimate the 
number of SNPs with extremely small effects, but the magnitude 
of bias diminished steadily with increasing sample sizes. Thus, it 
appears that, in these simulation settings, while the assumed three-
component model was not correct it still provided reasonable 
approximations of the underlying effect-size distributions, and the 
observed pattern of bias in estimates was mainly driven by sample 
size rather than model mis-specification.

Effect-size distribution for 32 complex traits. We analyzed sum-
mary-level results from GWAS for each trait using both M2 and M3, 
and here report the main results based on the best models selected 
by the modified BIC criterion (Supplementary Note). In general, 
M3 provided distinctly better fits for the observed distribution of  
P values (Fig. 1 and Supplementary Figs. 5–9). For most of the 
traits, it provided excellent to adequate fit to observed P values over 
a wide range, except at extreme tails of the distribution (P <​ 10–10), 

indicating the presence of a small number of susceptibility SNPs 
whose underlying effects were ‘outliers’ with respect to the fitted 
effect-size distributions. Notably, for a subset of traits (consisting of 
psychiatric diseases and traits related to intelligence, cognitive abil-
ity, and educational attainment), M2 and M3 fit data equally well, 
indicating that the effect sizes for underlying susceptibility SNPs 
can be adequately modeled using a single normal distribution. For 
these traits, as expected, the BIC criterion selected M2 as the best 
fitting model.

Parameter estimates associated with the best-fitted (M2 or M3) 
model showed wide diversity in genetic architecture across the traits 
(Table 1, Fig. 2, and Supplementary Tables 4 and 5). Estimates of 
narrow-sense heritability from the fitted models were generally 
close to those reported by LD-score regression17 (Supplementary 
Table 6). Estimates of the number of underlying susceptibility SNPs 
varied widely, sometimes even among traits with similar estimates 
of heritability. In general, anthropometric traits, psychiatric dis-
eases, and traits related to intelligence, cognitive ability, and educa-
tional attainment were found to be most polygenic, each involving 
>​10,000 underlying susceptibility SNPs. In contrast, some of the 
early growth traits, autoimmune disorders, and adult-onset chronic 
common diseases (for example, coronary artery disease, asthma, 
Alzheimer’s disease, type-2 diabetes) were less polygenic, although 
each still involved at least a few thousand underlying susceptibility 
SNPs. Consistent with results from simulation studies, we observed 
that the fitting of the two-component model generally provided 
substantially lower estimates for the number of susceptibility SNPs 
across most traits (Supplementary Tables 4 and 5).

For a majority of the traits, the three-component model detected 
distinct clusters of effects. For these traits, the average heritabil-
ity explained per variant in one cluster σ( )1

2  was often ten-fold or 
higher than that σ( )2

2  in the other cluster (Supplementary Table 4). 
Although a small fraction (typically 0.6–11%) of the susceptibil-
ity SNPs belonged to clusters with larger effect sizes, the fraction 
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Fig. 1 | Q-Q plots comparing observed distributions of association statistics against those expected under the fitted models for three representative 
traits. Plots in top and bottom panels are generated under the two- and three-component models, respectively. Shaded regions mark 80% point-wise 
confidence intervals derived from 100 simulations (see Methods, Supplementary Note). λ​obs is the genomic control factor in the observed summary-level 
GWAS data; λ​fit is the mean genomic control factor in simulated data over 100 replications. While the more flexible three-component model provides a 
noticeably better fit for Type 2 diabetes and high-density lipoprotein (HDL) cholesterol, the simpler two-component model is adequate for schizophrenia. 
See Supplementary Figs. 5–9 for analogous plots for 29 additional complex traits.
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of heritability they explained was substantial, ranging between 7 
and 57% (Table 1 and Supplementary Table 4). In contrast, for all 
psychiatric diseases and for traits related to intelligence, cognitive 
ability, and educational attainment, the estimates of two variance 
components collapsed to a single value or were close to each other, 
a phenomenon consistent with adequate fit for M2 for these traits 
(Fig. 1 and Supplementary Figs. 5–9). Comparison of the number of 
SNPs in the tail regions of effect-size distributions showed that some 
traits, such as early growth traits and inflammatory bowel diseases, 

had distinctly larger numbers of SNPs with moderate-to-large  
effects than other traits (Supplementary Table 7).

Sample size requirement. The diversity of genetic architecture 
across the traits implies major differences in the future yield of 
GWAS (Fig. 3). In general, the number of discoveries is expected 
to rise rapidly across all traits in the foreseeable future. The degree 
of genetic variance they will explain will rise at a slower rate as the 
effect size explained per SNP will continue to diminish. For most 

Table 1 | Estimated parameter values and standard errors from the best fitted (two- or three-component) model (M2 or M3) for 
effect size distributions across 32 traits

Trait Sample size 
(in 1,000)

Total number of 
sSNPsa (SEb), in 
1,000

Number of sSNPs 
in cluster 1c (SE), in 
1,000

Heritability 
explained by cluster 
1 (SE)

Heritability 
explained by cluster 
2d (SE)

Total heritabilitye 
(SE)

Continuous Traits:

Age at menarche 182 13.2 (1.4) 0.38 (0.06) 0.047 (0.006) 0.088 (0.007) 0.135 (0.008)

BMI 124 15.0 (1.5) 0.10 (0.03) 0.017 (0.005) 0.179 (0.011) 0.197 (0.010)

Height 134 9.5 (1.2) 0.90 (0.16) 0.132 (0.017) 0.192 (0.017) 0.324 (0.015)

Hip circumference 213 11.9 (1.4) 0.27 (0.11) 0.022 (0.006) 0.114 (0.009) 0.136 (0.008)

Waist circumference 232 12.8 (1.4) 0.20 (0.08) 0.016 (0.004) 0.102 (0.008) 0.118 (0.007)

Waist-to-hip ratio 212 9.2 (1.7) 0.20 (0.10) 0.013 (0.004) 0.071 (0.008) 0.084 (0.007)

HDL cholesterol 95 10.5 (1.5) 0.19 (0.05) 0.029 (0.005) 0.078 (0.011) 0.107 (0.010)

LDL cholesterol 95 9.3 (1.9) 0.13 (0.04) 0.029 (0.005) 0.082 (0.011) 0.111 (0.011)

Total cholesterol 95 6.4 (1.9) 0.16 (0.05) 0.036 (0.006) 0.086 (0.011) 0.122 (0.012)

Triglycerides 95 9.5 (1.4) 0.06 (0.02) 0.014 (0.003) 0.094 (0.010) 0.107 (0.010)

Child birth length 28 2.7 (1.1) N/Af N/A N/A 0.149 (0.032)

Child birth weight 144 5.5 (1.9) 0.30 (0.31) 0.027 (0.017) 0.078 (0.017) 0.106 (0.009)

Childhood obesity 14 6.1 (2.2) 0.05 (0.02) 0.049 (0.020) 0.308 (0.055) 0.357 (0.054)

Infant head circumference 11 5.3 (6.8) N/A N/A N/A 0.300 (0.073)

Childhood IQg 12 51.0 (8.6) N/A N/A N/A 0.238 (0.070)

Cognitive performance 107 11.2 (2.3) N/A N/A N/A 0.117 (0.010)

Intelligence 78 14.9 (2.0) N/A N/A N/A 0.224 (0.015)

Years of schooling 294 19.4 (2.2) N/A N/A N/A 0.131 (0.006)

Neuroticism 161 5.4 (15.9) 0.60 (2.48) 0.005 (0.015) 0.008 (0.013) 0.013 (0.005)

Disease Traits:

Alzheimer 17/37h 2.6 (1.9) 0.04 (0.04) 0.075 (0.038) 0.276 (0.075) 0.351 (0.075)

Asthma 10/16 1.6 (1.0) 0.03 (0.01) 0.136 (0.053) 0.336 (0.115) 0.471 (0.125)

Coronary artery disease 22/65 2.5 (0.9) 0.02 (0.01) 0.026 (0.014) 0.363 (0.065) 0.389 (0.066)

Type 2 diabetes 12/57 4.8 (2.4) 0.04 (0.04) 0.079 (0.039) 0.614 (0.104) 0.694 (0.105)

Crohn’s disease 6/15 6.2 (2.1) 0.36 (0.09) 1.380 (0.211) 1.170 (0.267) 2.550 (0.286)

Inflammatory bowel 
disease

13/22 5.6 (2.2) 0.39 (0.07) 0.842 (0.117) 0.649 (0.140) 1.490 (0.153)

Ulcerative colitis 7/20 2.7 (1.6) 0.19 (0.09) 0.565 (0.181) 0.895 (0.217) 1.460 (0.219)

College completion 22/73 12.8 (3.1) N/A N/A N/A 0.672 (0.060)

Rheumatoid arthritis 14/44 3.9 (1.5) 0.17 (0.06) 0.292 (0.062) 0.619 (0.087) 0.911 (0.093)

Autism spectrum disorder 18/28 10.4 (2.3) N/A N/A N/A 0.896 (0.109)

Bipolar disorder 7/9 10.9 (3.6) N/A N/A N/A 2.030 (0.232)

Major depressive disorder 60/113 30.4 (4.4) N/A N/A N/A 0.367 (0.028)

Schizophrenia 34/43 19.3 (1.9) N/A N/A N/A 2.100 (0.095)

All results are reported with respect to a reference panel of 1.07 million common SNPs included in the Hapmap3 panel after removal of MHC region. An r2 threshold of 0.1 and LD-window size of 1 MB 
is used to define the set of reference SNPs the GWAS markers may tag. Results from M2 for all 32 traits and alternative r2 threshold and LD-window size are shown in Supplementary Tables 5 and 13. 
aSusceptibility SNPs. bStandard errors. c,dCluster 1 and cluster 2 refer to the two non-null components of M3, in which cluster 1 corresponds to the component with larger variance-component parameter. 
eTotal heritability under M3 is defined as π σ σ= + − = +h M p p h h{ (1 ) }c

2
1 1

2
1 2

2
1
2

2
2, where M is the total number of SNPs in the Hapmap3 panel, π​c is the proportion of susceptibility SNPs, p1 is the proportion 

of SNPs in the first cluster among all the susceptibility SNPs, and σ 1
2 and σ2

2 are the variance estimates corresponding to each cluster. This definition corresponds to heritability in the observed scale for 
continuous traits and in the log-odds-ratio scale for disease traits; similarly, total heritability under M2 is defined as h2 =​ Mπ​cσ​2, where σ​2 is the variance estimate. fN/A implies that M2 was selected as the 
best-fitted model, and the respective parameters are not defined. gIntelligence quotient. hNumber of cases/number of controls.
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quantitative traits, the rate of increase in genetic variance explained 
is expected to diminish after sample size reaches 200,000–400,000. 
In contrast, for body mass index (BMI), hip circumference, waist 
circumference, waist-to-hip ratio, intelligence, cognitive ability, and 
educational attainment, the genetic variance explained is expected 
to increase at a steady rate until sample size reaches at least one 
million. The sample size needed to identify SNPs that can explain 
80% of GWAS heritability is approximately 500,000 for some of the 
early growth traits, 1 million for adult height, between 2 and 4 mil-
lion for various cholesterol and obesity related traits, and as high as  
6 million for childhood intelligence quotient. For most disease 
traits, genetic variance explained is expected to rise either steadily 
or at an accelerated rate (in the case of highly polygenic psychiatric 
diseases) between sample sizes 50,000 and 300,000. The sample size 
needed to identify SNPs that can explain 80% of GWAS heritability 
is between 200,000 and 400,000 for inflammatory bowel diseases, 
around 600,000 for rheumatoid arthritis, between 500,000 and  
1 million for most common adult-onset chronic diseases, between 
0.7 and 1.5 million for most psychiatric diseases, and up to 10 mil-
lion for major depressive disorder.

We evaluated the impact of sample size on estimates of heritabil-
ity and effect-size distribution empirically for seven traits, access-
ing summary-level statistics from older and more recent GWAS 
with substantially different sample sizes (Supplementary Table 8). 
Estimates of heritability remain fairly stable for height, birth weight, 
and years of schooling. For all three traits, estimates of number 

of susceptibility SNPs increase in the more recent study, with the 
increase being most prominent for birth weight, for which the older 
study has relatively modest sample size (n = 27,000). These results 
are consistent with simulation studies in which we observed that the 
estimates of total number of susceptibility SNPs tended to increase 
toward true value as sample size increased (Supplementary Table 2). 
For BMI and all three psychiatric disease traits (autism spectrum 
disorder, major depressive disorder, and schizophrenia), estimates 
of heritability dropped substantially in the more recent study. The 
same trends were also seen when we applied LD-score regression 
to estimate heritability (also see LD-Hub17 for the reported results 
of BMI from different studies). For these traits, the estimates of 
number of susceptibility SNPs remained fairly constant, and as a 
result, estimates of per-SNP heritability decreased. It is possible that 
such trend is due to the increasingly heterogeneous nature of phe-
notypes in larger studies, but more studies are needed to explore 
the phenomenon more broadly. Despite such discrepancies, across 
all seven traits, the models built based on the older studies were 
able to predict the number of loci reaching genome-wide signifi-
cance in the newer study within or near the limits of uncertainty 
(Supplementary Table 9).

Predictive performance of polygenic risk scores. Using the 
inferred effect-size distributions and theoretical framework we 
developed earlier15, we assessed the expected predictive perfor-
mance of polygenic models when SNPs were included at optimal 
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thresholds19 and at the stringent genome-wide significance level 
(P <​ 5 ×​ 10–8). The results showed two very distinct patterns. For 
psychiatric diseases, which include a continuum of highly polygenic 
effects, use of the optimal threshold for SNP selection was expected 
to lead to large improvements in performance of polygenic models 
in a wide range of sample sizes (Fig. 4 and Supplementary Fig. 10). 
For these traits, the optimal P-value threshold was expected to be 
highly liberal for relatively small studies (i.e., n <​ 20,000) and then 
become more stringent as sample size increases. In contrast, for 
all other diseases, which are less polygenic but include more SNPs 
with relatively large effects, the use of the optimal threshold was 
expected to lead to more modest benefits. For these diseases, the 
optimal threshold was expected to be highly stringent for studies 
with small sample sizes (n < 10,000), gradually become more lib-
eral with intermediate sample sizes (10,000 <​ n <​ 50,000), and then 
slowly decrease for larger sample sizes.

False discovery rate and shrinkage estimation. We also assessed 
the potential implications for inferred effect-size distributions on  

subsequent analyses of GWAS to optimize SNP discovery and 
improve estimation of SNP effect sizes. We calculated local false 
discovery rates (FDR)20,21 for each SNP based on observed z-sta-
tistics and the model for marginal effect sizes (see equation (2) in 
Methods). It was evident that a high degree of polygenicity for these 
traits implied the possibility of identifying large number of loci at 
fairly low FDR values (Supplementary Figs. 11 and 12). The poste-
rior mean estimates for effect sizes for individual SNPs shrank heav-
ily toward zero compared to their estimates available from GWAS, 
with the degree of shrinkage being highest for SNPs with intermedi-
ate effects and studies with the smallest sample sizes (Supplementary 
Figs. 13 and 14). Further, SNPs with largest effect sizes shrank more 
under the two-component model than under the three-component 
model because of the ability of the latter to accommodate SNPs with 
distinctly larger effects.

Discussion
Estimation of heritability based on SNP arrays has been a major 
focus of research for GWAS ever since the first application of the 
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approach to analysis of human height6,22–25. While such estimates 
of heritability provide an understanding of the limits of GWAS, 
further assessment of effect-size distribution is critical for under-
standing how fast one can approach the limit as a function of sample 
size14,15. Although applied in limited settings, various approaches 
have been developed in the past for estimating effect-size distribu-
tion from GWAS. We have described a simple method for estimat-
ing distributions within the range of effects observed in an existing 
study based on the reported number of findings with different effect 
sizes and the power of the study for making discoveries at that effect 
size13. Several methods have been developed for inferring effect-size 
distribution by evaluating the predictive performance of a series of 
polygenic models on independent validation data sets26,27. A variety 
of Bayesian methods described for analysis of GWAS can also pro-
duce estimates of effect-size distribution based on the underlying 
‘prior’ models28–32. Most recently, a few methods have been proposed 
for analyzing GWAS summary-level data under the two-component 
mixture model for estimating effect-size distribution33–35.

The current analysis of effect-size distribution is unique in sev-
eral ways. We provided comprehensive insights into effect-size dis-
tributions by analysis of GWAS summary-level statistics for a large 
variety of traits. We showed that a commonly used two-component 
model, which assumes that the effect sizes for underlying suscep-
tibility SNPs can be described by a single normal distribution, can 
be inadequate for describing effect-size distribution across a large 
majority of the traits. Instead, a three-component model for effect-
size distribution, which allowed a proportion of susceptibility SNPs 
to have distinctively larger effects than others, provided better fit 
to current GWAS for most traits and is thus likely to provide more 
accurate projections for future discoveries. In terms of methodology,  

the proposed approach, although closely related to some recent 
methods34,35, has some unique aspects. We showed that under the 
commonly invoked assumption of independence of effect sizes and 
local LD patterns, the likelihood of summary statistics for individ-
ual GWAS markers depends on LD coefficients through the total 
LD score. The simplification allowed us to develop a robust, com-
putationally tractable method for estimating parameters, as well as 
their standard errors, under the complex-mixture model for effect-
size distribution based on an underlying composite likelihood infer-
ential framework.

Our simulation studies showed some challenges in estimating the 
total number of susceptibility SNPs and other component specific 
parameters of mixture models due to identifiability issues. Because 
SNPs with vanishingly small effects are indistinguishable from null 
SNPs in GWAS of finite sample sizes, estimation of the total num-
ber of susceptibility SNPs required some degree of extrapolation 
through underlying parametric modeling assumptions. When the 
number of components of the mixture model was underspecified, 
the methods tended to classify the SNPs with the smallest effects as 
null and thus could substantially underestimate the total number of 
non-null SNPs. Allowing incorporation of additional mixture com-
ponents can reduce bias to a large extent, but more complex mod-
els may not be well-identified in GWAS of modest sample size (for 
example, n < 25,000), and some bias can persist even in much larger 
sample sizes (for example, n = 100,000). Thus, overall it is quite 
likely that the complex traits we studied are even more polygenic 
than the current analysis suggested. Given the likelihood of such 
bias, it may be preferable to compare genetic architecture across 
traits in terms of the number of susceptibility SNPs that may have 
meaningfully large effects, such as an odds-ratio of 1.01 or larger, 
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estimates of which are expected to be less sensitive to sample sizes 
of the underlying studies (Supplementary Table 7).

Our simulation studies also indicated that, despite likely biases 
in component-specific parameters, use of flexible mixture models 
could produce estimates of overall effect-size distributions with 
stable features. We observed that biases in mixing proportions and 
underlying variance component parameters tended to act in oppo-
site directions. As a result, overall estimates of heritability were not 
generally very sensitive to underlying models used and sample sizes 
of GWAS. Moreover, estimates of numbers of SNPs with different 
effect sizes tended to be stable toward the tails of the distributions, 
and large bias was only seen at extremely small effect sizes, where 
current GWAS have virtually no power. Such estimates of effect-
size distributions, in spite of potential bias for smallest effect sizes, 
can be useful for making projections for future GWAS results, up 
to substantial increases in sample size (Supplementary Fig. 15). In 
particular, when current sample sizes are relatively small (for exam-
ple, 10,00–25,000), SNPs with the smallest inferred effect sizes are 
unlikely to contribute meaningfully to projected discovery in future 
GWAS with reasonable increases in sample size (for example, two- 
to five-fold), and thus the large bias in estimates of the numbers of 
underlying SNPs did not appear to make as big of an impact in these 
medium-term projections (Supplementary Fig. 15).

Our projections showed that a high degree of polygenicity of 
the traits implied that very large sample sizes, from hundreds of 
thousands to multiple millions, were required to identify SNPs 
explaining nearly all of the GWAS heritability. We provided empiri-
cal validation of the projections through analysis of data from older 
and more recent studies for several traits (Supplementary Table 9). 
Our projections were further validated by a very recent study36, 
which reported that discoveries from GWAS analysis of ~700,000 
individuals can explain about 24.6% and 5% of the phenotypic 
variance for height and BMI, respectively. Based on models we 
developed using GWAS involving about 125,000–135,000 individu-
als37,38, we expected the latest study to lead to discoveries explain-
ing about 24.0% and 7.7% of the phenotypic variances, respectively. 
Nevertheless, it is possible that in general our projections are some-
what optimistic, given that larger studies in the future, which may 
include increasingly heterogeneous samples, may show higher 
degrees of polygenicity of these traits. However, the current practice 
of using stringent genome-wide significance levels for identifying 
susceptibility SNPs is an extremely conservative approach. Instead, 
a more optimal strategy for discovery would be to select thresholds 
in a more adaptive fashion, taking into account underlying effect-
size distributions while controlling for FDR39,40.

A major utility of future GWAS could be improving performance 
of polygenic prediction models, as opposed to simply identifying 
susceptibility SNPs at high levels of significance41–45. Our projec-
tions showed that the use of optimal thresholds would lead to large 
benefit for psychiatric diseases, but more moderate benefits for oth-
ers. In general, across all traits, we observed that the overall dis-
criminatory performance of models, as measured by the area under 
the curve criterion, would be expected to rise very modestly after 
the sample size reaches around 100,000. However, larger sample 
sizes could still meaningfully improve the performance of models in 
terms of identifying individuals who are at the extremes of risk dis-
tribution. For type-2 diabetes, for example, a model built on GWAS 
with a sample size of 1 million instead of 100,000 individuals would 
be expected to identify an additional 0.2% (1.3% versus 1.1%) of the 
population who are at five-fold or higher risk than the average risk 
of the general population. Such an improved model could lead to 
intervention for an additional 2.0% of prospective cases (9.4 versus 
7.4%; Supplementary Tables 10 and 11).

A limitation of the proposed method is that underlying defini-
tions of tagging SNPs N( )k  and LD score ℓ( )k  depend on the combi-
nation of r2 threshold r( )T

2  and LD window size (WS). We conducted 

additional simulations involving individual-level data to explore the 
optimality of different combinations of rT

2 and WS to produce the 
best model fit to the summary-level data, evaluated according to 
the proposed BIC statistics. We found that rT

2 =​ 0.1 and WS =​ 1 MB, 
the combination used for our primary analysis, although not nec-
essarily optimal (Supplementary Table 12), produced estimates of 
effect-size distributions comparable to those obtained from alterna-
tive combinations that produced a best fit across different settings 
(Supplementary Fig. 16). In a similar comparison for analysis of 
the real data sets, we found notable differences in estimates of the 
total numbers of susceptibility SNPs for some traits (Table 1 and 
Supplementary Table 13), but the estimates of effect-size distribu-
tions in the more stable tail regions were not generally affected 
(Supplementary Figs. 17 and 18).

We focused on estimating effect-size distributions based on 
widely available summary-level association statistics. Using indi-
vidual level data, however, when available, may have certain 
advantages, including not requiring researchers to specify the r2 
threshold and LD-window size. We conducted limited simula-
tion studies to compare the proposed method against BayesR30, a 
method for estimating effect-size distribution using individual-
level data within the normal-mixture model framework. As the 
running time of the BayesR method can be long for large data sets, 
we simulated data for only one chromosome for a study of sample 
size of about n =​ 5,000, but inflated the average effect size of the 
susceptibility SNPs to ensure adequate power. We observed that 
the proposed method and BayesR performed similarly for estimat-
ing the effect-size distribution in the tail region, but they could be 
biased in opposite directions for estimating the number of SNPs 
with extremely small effects (Supplementary Fig. 19). As discussed 
above, estimating numbers of SNPs with vanishingly small effects 
is an intrinsically challenging task, and all methods are expected to 
be somewhat sensitive to underlying modeling assumptions. One 
advantage of the proposed method is that it is expected to produce 
a lower bound for the number of susceptibility SNPs, and thus the 
resulting effect-size distribution can be used for conservative eval-
uation of local FDR and other empirical Bayes-type evaluations for 
the plausibility of associations20.

Other limitations of the proposed method include the assump-
tion that effect sizes are independent of allele frequencies and local 
LD patterns of SNPs. It has recently been shown that these simpli-
fied assumptions, which have been used implicitly or explicitly in 
many earlier methods, can lead to substantial underestimations of 
heritability46. Our simulation studies showed that modest viola-
tions of these assumptions, which we accounted for when consider-
ing evidence from recent empirical studies18, were unlikely to lead 
to major bias in estimation of the overall effect-size distribution. 
Nevertheless, further studies are merited to extend the proposed 
method to model the dependence of effect sizes on various popula-
tion genetic and functional genomic characteristics of the SNPs. Our 
ability to infer effect-size distribution for low-frequency and rare 
variants remains limited due to the insufficient power of current 
GWAS for identifying underlying susceptibility loci. Nevertheless, 
the limited number of findings from whole-exome and whole-
genome sequencing studies to date suggests that these variants can 
contribute to heritability to a substantial extent only under highly 
polygenic models for underlying effect-size distribution47.

To summarize, we proposed methods for statistical inference 
for effect-size distributions under flexible normal-mixture models 
using summary-level GWAS statistics. Applying these methods to 
a large number of GWAS identified wide diversity in genetic archi-
tecture of the underlying traits, with consequences for the yields of 
future GWAS in terms of both discovery and risk prediction.

URLs. Genetic effect-size distribution inference from summary-
level data (GENESIS) software, https://github.com/yandorazhang/
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GENESIS; 1000 GENOME Project phase 3 data, https://data.
broadinstitute.org/alkesgroup/LDSCORE/; PLINK software, 
https://www.cog-genomics.org/plink2; LD-Hub, http://ldsc.
broadinstitute.org/ldhub/; ReproGen Consortium (age at men-
arche), http://www.reprogen.org/data_download.html; GIANT 
Consortium (anthropometric traits) summary statistics, http://
portals.broadinstitute.org/collaboration/giant/index.php/GIANT_
consortium_data_files; Global Lipids Genetics Consortium (choles-
terol traits), http://csg.sph.umich.edu/abecasis/public/lipids2013/; 
EGG Consortium (early growth traits), http://egg-consortium.
org/index.html; SSGAC (childhood intelligence quotient, cogni-
tive performance, college completion, years of schooling), https://
www.thessgac.org/data; CNCR (intelligence), http://ctg.cncr.nl/
software/summary_statistics; Genetics of Personality Consortium 
(neuroticism), http://www.tweelingenregister.org/GPC/; IGAP 
(Alzheimer’s disease), http://web.pasteur-lille.fr/en/recherche/
u744/igap/igap_download.php; Gabriel Consortium (asthma), 
https://www.cng.fr/gabriel/results.html; CARDIoGRAMplusC4D 
Consortium (coronary artery disease), http://www.cardiogram-
plusc4d.org/data-downloads/; DIAGRAM (type 2 diabetes), http://
www.diagram-consortium.org/downloads.html; IBDGC (inflam-
matory bowel disease), https://www.ibdgenetics.org/downloads.
html; Rheumatoid arthritis summary statistics, http://plaza.umin.
ac.jp/~yokada/datasource/software.htm; Psychiatric Genomics 
Consortium (psychiatric disease), https://www.med.unc.edu/pgc/
results-and-downloads/downloads; GCTA software, http://cnsge-
nomics.com/software/gcta/#Download; BayesR software, https://
github.com/syntheke/bayesR.

Methods
Methods, including statements of data availability and any asso-
ciated accession codes and references, are available at https://doi.
org/10.1038/s41588-018-0193-x.
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Methods
Data and model. We assumed data were available on estimated regression 
coefficients �βk and corresponding standard errors sk for k =​ 1, …​, K GWAS markers. 
We assumed that analysis was performed on a standardized scale such that both 
genotypes and phenotypes had unit variances. Typically, these ‘summary-level’ 
results were obtained from one-SNP-at-a-time ‘marginal’ analyses that did not 
account for correlations across SNPs. We assumed that the GWAS markers tagged  
a set of M SNPs in an underlying reference panel, with respect to which a joint 
linear model for association can be defined in the form β= ∑ + ϵ= GY m

M
m

J
m1

( ) ,  
where Y is a standardized n ×​ 1 phenotype vector of n individuals, Gm is an n ×​ 1 
standardized genotype, and βm

J( )  is an associated effect size for m =​ 1,…​, M SNPs. 
The simple relationship β β ρ= ∑ =k m

M
m

J
km1

( ) , between regression coefficients of SNPs 
from marginal and joint models, where ρkm denotes correlations across SNP pairs, 
allows fitting of ‘joint’ models from estimates of marginal regression coefficients48. 
Essentially, all methods that aim to analyze summary-level statistics for making 
inference underlying a joint model implicitly assume that the relationship is 
approximately valid for logistic regression model for disease outcomes. We provide 
further theoretical justification underlying this approximation for rare diseases 
(Supplementary Note).

We assumed that the regression coefficients in the joint model were 
independently and identically distributed (i.i.d.) according to a mixture 
distribution in the form

∑β π σ π δ~ + −
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h h c
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2
0

where δ0 is the Dirac delta function indicating that a fraction, 1 – πc, of the SNPs have 
no association with the trait and that the effect-size distribution for non-null SNPs 
is symmetric and modal around zero. The model allows distinct clusters of non-null 
effects through incorporating different variance component parameters (σh

2, h = 1, …​, 
H). In our application, we considered fitting two-component (M2) or three-component 
(M3) models, which allow the distribution of effects for non-null SNPs to follow either 
a single normal distribution (H =​ 1) or a mixture of two normal distributions (H =​ 2). 
The latter model allows two distinct variance component parameters, thereby allowing 
a fraction (p1) of SNPs to have distinctly larger effects (σ σ>1

2
2
2).

Composite likelihood estimation. In principle, a joint likelihood for summary-
level association statistics across GWAS markers can be derived using the 
relationship β β ρ= ∑ =k m

M
m

J
km1

( )  and the fact that �β β∣ J( ) is expected to follow 
a multivariate normal distribution34. In general, however, the computation of 
this likelihood for genome-wide analysis of millions of SNPs can be complex. 
We showed that under an assumption of independence of LD patterns and the 
probability of SNPs belonging to different mixture components in eq. (1), the 
distribution of marginal effects for individual SNPs can be approximated by 
another mixture form (see Supplementary Note):
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where θ π σ σ= … …−p p* ( , , , , , , )c H H1 1 1
2 2  denotes the unknown parameters in eq. (1); N *k  

is the total number of SNPs in the reference panel in a ‘neighborhood’ (Nk) that  
may be ‘tagged’ by marker k; Nk

h( ) for h = 1, …​, H are latent variables indicating  
the number of SNPs in Nk that have underlying effects from the hth component 
of the mixture distribution (see eq. (1)); N ρℓ = ∑ ∈k m km

2
k

 is the LD-score for the kth 
GWAS marker associated with N *k  SNPs in the reference panel; ξ π= … −p p( , , , )c H1 1 ,  
and σ = 00

2 . In the above formula, the mixing probability …ξ N NPr ( , , )k k
H(0) ( )  can 

be calculated based on the standard multinomial distribution, with total counts 
defined by = + + ⋯ +N N N N*k k k k

H(0) (1) ( ) and cell probabilities given by (1 – π​c, π​c × p1, 
…​, π​c ×​ pH). Intuitively, eq. (2) implies that the distribution of marginal effects of 
the GWAS markers is given by mixtures of mean-zero normal distributions with 
variance component parameters determined by the product of the LD-score and the 
weighted sum of the variance component parameters of the original mixture model 
for joint effects (see eq. (1)); these weights, defined by the number of different types 
of underlying effects a GWAS marker tags, are expected to follow a multinomial 
distribution in general and a binomial distribution in special cases when H = 1.

By exploiting the fact that �β β β∣ ~ +N a s( , )k k k k
2 , which, similar to LD-score 

regression, incorporates an additional variance inflation factor a that accounts for 
systematic bias in variance estimates due to effects such as population-stratification or 
cryptic relatedness11, we can express the likelihood for an individual GWAS marker as
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with θ = (θ*,a) denoting the unknown parameters in eq. (1), appended with the 
extra variance parameter a. In computing eq. (3), we exploited the fact that the 
number of underlying susceptibility SNPs + … +N N( )k k

H(1) ( )  that may be tagged 
by an individual GWAS marker were likely to be small, for example, ≤​10, and so 
the number of terms in the mixture can be dramatically truncated to increase the 
speed of computation. To combine information across all markers, we formed a 
composite likelihood in the form �θ β= ∏ =CL L ( ; )k

K
k1 , which ignores correlations 

in �βk across k = 1, …​, K. Following the theory of composite likelihood methods49,50, 
it is evident that such a composite likelihood approach will produce consistent, i.e., 
asymptotically unbiased, estimates of θ as long as eq. (3) is a valid likelihood for 
the summary-statistics of the individual markers. We maximized the likelihood 
using an expectation-maximization algorithm, where in each M-step, the mixing 
proportions (π​c, p1, …​, pH – 1) were estimated in closed form and the variance 
component parameters were estimated by the numerical optimization of weighted 
univariate normal-likelihoods (see Supplementary Note).

Variance calculations. We obtained estimates of standard errors for parameter 
estimates based on a sandwich variance estimator associated with the composite 
likelihood (see eq. (3)). Let �θ θ β=l L( ) log ( ; )k k  and θ θ θ= ∂ ∕∂U l( ) ( )k k  denote the 
log-likelihood and score function, respectively, associated with the kth GWAS 
marker, and let Nθ θŪ = ∑ ′′∈ U( ) ( )k k kk

 be the total likelihood score across all 
GWAS markers that are in the neighborhood Nk of the kth marker, including itself. 
Note that, unlike the calculation of the total LD-score, which involves SNPs in 
the underlying reference panel, the total likelihood score is computed only with 
respect to the set of markers that are included in the GWAS study itself. Further, 

we defined 
θ θ θ θ= − ∑ ∂ ∂ ∂

=
I E l( ) { ( ) / }

k

K

k
T

1

2

 as the total information matrix associated 
with the composite likelihood. Using techniques parallel to those develop for 
generalized estimating equations (GEE) for the analysis of time-series data51,52, 
we proposed a sandwich variance estimator accounting for ‘banded’ correlation 
structure across SNPs in the form
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which itself can be estimated by plugging in the estimated parameter values �θ  
in lieu of θ. The estimator accounts for correlation across the GWAS markers by 
calculating empirical variance–covariance matrices across the likelihood scores 
within sets of correlated markers defined by physical distance and the same 
LD-threshold used to define the LD-scores. The estimator was expected to produce 
valid estimates of standard errors for the parameter estimates even when the 
underlying model is mis-specified.

Calculation of LD-score (ℓk) and number of tagged SNPs (N *k ). To implement 
the proposed method, we estimated the number of underlying SNPs in the 
reference panel tagged by the GWAS markers and the corresponding LD-scores. 
As we analyzed GWAS of primarily Caucasian studies, we used the genotype data 
from the 1,000 GENOME project Phase 3 study53 involving 489 individuals of 
European origin. We extracted ~1.07 million common SNPs that were included 
in the Hapmap3 SNPs from the 1000 GENOME data as our reference panel. We 
evaluated all LD-scores and the number of tagged SNPs based on this reference 
panel. We defined the tagging SNPs for the kth GWAS marker as the SNPs in 
the reference panel that were within 1 Mb distance and had an estimated LD 
coefficient r2 with this GWAS marker above a fixed threshold (for example, 
r2 ≥​ 0.1). We estimated N *k  by the total number of such tagging SNPs for the kth 
GWAS marker. Then we calculated the corresponding LD-score by summing up 
the squared LD coefficients for the N *k  tagging SNPs. We evaluated the sensitivity 
of our results with respect to variation in the r2 threshold. In calculating the  
LD-score, we employed the same bias-correction adjustment used in the  
LD-score regression11.

Across all traits, we first extracted association statistics available from the 
underlying studies for the intersection of the available GWAS markers and the 
set of the Hapmap 3 SNPs. As most studies provide results after imputation, 
association statistics were available for large majority of the Hapmap 3 SNPs across 
these studies. We then followed filtering steps similar to those used in LD-Hub17 
to select GWAS markers to standardize the summary-level data sets. In particular, 
we removed SNPs that had sample sizes less than 0.67 times the 90th percentile of 
sample sizes, that were within the major histocompatibility complex (MHC) region 
(i.e., SNPs between 26 Mb and 34 Mb on chromosome six), or that had extremely 
large effects (χ​2 >​ 80). Finally, we filtered SNPs to the ~1.07 million Hapmap3 SNPs 
with 1000 GENOME MAF ≥​ 0.05.

Future projection. Given the parameter estimates �θ( )  of the underlying effect-size 
model, we projected the number of expected discoveries and associated heritability 
explained in future studies based on analytic formula. Let NDα denote the random 
variable indicating the number of susceptibility SNPs to be discovered at the 
genome-wide significance level α​ =​ 5 ×​ 10–8 for a GWAS study with sample size n. 
We approximated the expected number of discoveries as
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where β Φ β Φ β= − − + − −α α( ) ( )pow c n c n( ) 1
2 2 , in which Φ ⋅( )  is the standard 

normal cumulative density function and Φ α= −α
−c (1 )1  is the α​th quantile for the 

standard normal distribution.
Following similar arguments, the expected value of the proportion of genetic 

variance explained by susceptibility SNPs reaching genome-wide significance can 
be written as
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We note that the above two formulas involve the sample size of the GWAS study 
through the power function powα(β).

Simulation studies. We used a simulation scheme to generate summary-level 
association statistics for GWAS without generating individual-level data. We 
simulated summary-statistics based on the model

�β β ν= + + ek k k k

where vk is assumed to be i.i.d. following a normal distribution, with mean zero and 
variance a and ẽ = (e1, …​, eK) is assumed to follow a multivariate normal distribution 
with mean zero and variance–covariance matrix R/n, with n denoting the sample 
size for GWAS and R denoting the symmetric matrix of LD coefficients across the 
GWAS. Above, the error term vk accounts for possible overdispersion in summary 
statistics by an underlying constant factor a, and eK accounts for standard estimation 
error due to the finite sample size of the study. In each simulation, we first generated 
valued for βm

J( ) and m = 1, …​, M based on eq. (1) and then generated values for βk 

and k =​ 1, …​, K based on the transformation Nβ β ρ= ∑ ∈k m m
J

km
( )

k . For simulating ẽ, 
we observed that summary-level association statistics in a GWAS are expected to 
follow the same multivariate distribution as ẽ when the underlying phenotype has 
no association with any of the markers. Thus, we simulated null phenotypes for 
the samples in our reference 1000 GENOME data set and calculated association 
statistics ∼u =​ (u1, …​, uK) for the GWAS markers. We then defined 

∼ ∼= ∕ ×e un nref  
to account for the difference in sample sizes between the reference panel and the 
GWAS. We also assessed the validity of the proposed scheme by simulating studies 
with individual-level data first and then generating summary statistics using 
traditional GWAS analysis in selected settings (see Supplementary Note).

Reporting Summary. Further information on experimental design is available in 
the Nature Research Reporting Summary linked to this article.

Data availability. GENESIS software and a tutorial example on how to use it are 
available online (https://github.com/yandorazhang/GENESIS). Links to the 1000 
GENOME Project Phase 3 data and all publicly available summary statistics are 
provided (see “URLs”).
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IIBDGC (Inflammatory bowel disease), https://www.ibdgenetics.org/downloads.html; rheumatoid arthritis summary statistics, http://plaza.umin.ac.jp/~yokada/
datasource/software.htm;  
Psychiatric Genomics Consortium (Psychiatric disease), https://www.med.unc.edu/pgc/results-and-downloads/downloads;  
GCTA software, http://cnsgenomics.com/software/gcta/#Download; 
BayesR software, https://github.com/syntheke/bayesR.  
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