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Preface

Recently, as a result of the controversies surrounding group and
racial differences in intelligence as well as the social and political
implications of these differences, the study of intelligence has be-
come a topic of concern to educators and psychologists.

The purpose of this book is to provide an overview of the field of
intelligence to present a balanced account of the major issues.

Chapter 1 serves as the introduction in which the historical
development of tests of intelligence and the pioneering work of
Spearman and Thurstone are discussed. In Chapter 2 the results of
some 70 years of statistically oriented research on the structure of
intelligence are considered. The research as presented tends to justify
the use of a single numerical index for intelligence test scores.
Specific attention is given in Chapter 3 to the quantitative properties
of the numerical index and its stability and change over time.
Chapters 4 through 6 further develop the meaning of the numerical
index by examining its antecedents and consequents. Specifically,
Chapter 4 deals with variables, such as education and occupational
status, that are assumed to be influenced by intelligence. Chapter 5
addresses the controversial issues surrounding the biological and
social determinants of intelligence. The relationships between intelli-
gence test scores and race, family size, and birth order are discussed
in Chapter 6. Finally, in Chapter 7 we discuss the uses of intelligence
tests and conclude with a skeptical analysis of the utility of such
tests.

1x



X Preface

This book is written primarily for educators, psychologists, stu-
dents of both disciplines, and the professionals who administer or
interpret the results of intelligence tests. ‘

We hope that the material contained in these chapters will serve
as background information for future discussions on the topic of
intelligence.

The senior author wishes to acknowledge the award of a year’s
leave granted by the Faculty Academic Study Program and Research
Council of Rutgers University which permitted her to work on this
manuscript.



Antecedents

By 1905 the three researchers who were to have the most
profound impact on subsequent work on intelligence had developed
their most important concepts. Galton had developed the statistical
foundations for the study of individual differences in the last three
decades of the nineteenth century and he had initiated a large-scale
testing program in 1882. Binet, with Simon, had developed the first
useful test of intelligence in 1905, and Spearman had presented, in
outline, the theory of general intelligence in 1904.

Not only had these seminal contributions occurred by 1905 but
many of the fundamental contemporary questions about intelligence
had been raised. These include the question of racial and social class
differences in intelligence, the relative contribution of heredity and
environment, the potential for change in intelligence either through
eugenic or educational procedures, the relationship between intelli-
gence and academic success, the relationship between intelligence as
measured by mental tests and physical or external manifestations of
intelligence, and perhaps most fundamental of all, the question of
whether intelligence is one or many different things. All of these
topics are currently the subject of research and controversy.

Sir Frances Galton

Galton was responsible for one of the largest and first attempts
to measure individual differences in ability. Galton’s work was influ-

1



2 Antecedents

enced by Darwin’s theory of evolution. The doctrine of the “survival
of the fittest” suggested that there are inherited individual differ-
ences among members of a ‘species with profound importance for
survival. Galton believed (1869), in addition, that there were inher-
ited differences in ability among races and families. He attempted to
develop measures of individual differences in ability. Based on obser-
vations that individuals of extremely low ability did not excel in
distinguishing between different physical stimuli, he assumed (1883)
that sensory discriminative capacity would provide an index of
general intellectual ability. The first large-scale attempt to measure
such differences was begun in 1882. He established an anthropo-
metric laboratory in the South Kensington Museum in London. In
addition to the measurement of such characteristics as height and
weight, Galton included tests of strength, sensory acuity—e.g., the
upper limit of audible sound, and discrimination ability measured by
the use of a set of blocks of identical appearance but varying in
weight. In all, Galton obtained data with respect to 17 variables for
9337 individuals in conjunction with an international health exhibit.
Galton’s contributions to the measurement of individual differ-
ences in ability were not exclusively, or for that matter principally,
confined to the initiation of the first large-scale testing program. He
also made a number of contributions to statistical theory and re-
search methodology that provided the basis for much subsequent
research on intelligence as well as other individual difference dimen-
sions. Galton was enormously impressed with the work of the Bel-
gian statistician Quetelet that dealt with the normal curve. Galton
pointed out that many individual difference characteristics seemed to
be the result of the combination of many small effects which when
combined give rise to a normal curve. He pointed out that an
individual’s score could be defined in terms of his deviation from the
central tendency of such a distribution. Galton developed the basic
logic of correlation as a measure of relationship between two vari-
ables. Finally, he developed both the logic of the twin method (i.e.,
the comparison of fraternal and identical twins) as a basis for
studying genetic versus environmental influences, and the method of
comparing foster children with biological children for the same
purpose. Galton’s work represents the beginning of the English
statistical tradition which has dominated theoretical research on
intelligence by providing the methodological sophistication required
to deal with many theoretical issues. This tradition continues, as we
shall see through the work of Spearman, Cyril Burt, and Vernon.
Galton’s work also had a profound influence on an American
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student of Wilhelm Wundt, James McK. Cattell. Cattell was the first
to use the term “mental test” (1890). He used it to describe a
battery of tests in use at his laboratory at the University of Pennsyl-
vania. The tests required from 40 to 60 minutes to administer and
included measures of sensory acuity for vision and auditiéﬁ, reaction
time, sensitivity to pain, color preferences, memory, and imagery.
The tests dealt with sensory functions and relatively simple reactions.

Alfred Binet

In 1896 Binet and Henri, prompted by their disagreement with
the measurement of ability as represented by Galton and Cattell,
wrote a paper to express their views.

Binet and Henry (1896) had two principal criticisms of the type
of mental testing developed by Cattell. First, they believed that the
tests were weighted too heavily in the direction of sensory function-
ing and simple psychological processes. Second, they argued that the
tests failed to contain a sufficiently varied sample of measures
pertaining to diverse mental faculties. In this paper they presented an
outline of a mental test that they believed would be more adequate.
It would sample a variety of psychological functions in a single
relatively brief session and it would emphasize the superior or higher
mental abilities. They included tests of such abilities as memory for a
variety of materials (e.g., musical notes, digits, and words), tests of
imagery, tests of imagination, attention, comprehension, suggesti-
bility, aesthetic appreciation, moral sentiments, muscular force,
motor skills, and judgment of visual space. In all, 10 faculties were to
be measured.

The 1905 test was finally developed in response to the work of a
commission appointed by the French Minister of Public Instruction
(Binet & Simon, 1905a—c). The commission was concerned with the
education of mentally defective children who were not able to profit
from instruction in regular public school classes. The commission
called for the development of objective procedures for the discovery
and selection of such children. Binet and Simon sought to develop an
objective test (i.e., a test whose administration and scoring would be
standardized) that would be able to meet the needs as outlined by
- the commission. The test was the first one to attempt to develop a
metrical (quantitative) concept of intelligence. The Binet—Simon test
contained over 30 subtests, which were easily administered and
scored.
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The final tests were compatible with the programmatic concepts
of the 1896 Binet and Henri paper. They included a great diversity of
content and there was an emphasis on the ‘“higher’” mental processes.
In one respect, however, the test was different from that called for in
1896. The higher mental processes that were to be included in 1896
were suggested principally by the theoretical conceptions of faculty
psychology. The 1905 test reflected the outcome of a decade of
empirical research and included, for the most part, items for which
the probability of successful performance increased with chronologi-
cal age. The tests included the naming of objects, digit span memory,
word definitions, and comprehension items. With minor modifica-
tions, some of the items on the 1905 examination are included in the
latest edition of the widely used Stanford—Binet test of intelligence.
These include such items as identifying parts of the body, digit span,
memory for sentences, and finding the similarity between two things.
The 1905 tests were arranged in order of difficulty and a crude
scoring system was used based on the highest item attained. Various
types of mental defectives could not answer questions beyond a
certain level. The concept of mental age was not specifically pre-
sented.

Binet and Simon recognized that ability to perform correctly
increased with age and that the performance of the mentally defec-
tive resembled that of the “normal” child of a younger age. The test,
though crude, is virtually identical to contemporary tests in such
essential features as the emphasis on complex mental functioning
assessed by brief measures which are administered and scored by
standardized procedures, and the use of items whose difficulty level
1s age-related.

The 1905 scale was followed by a revision (Binet & Simon,
1908). The 1908 tests were designed to be used to distinguish among
the intellectual abilities of normal children as well as to distinguish
between the intellectual abilities of normal and mentally defective
children. Also, the concept of mental age was made more explicit.
Tests were grouped according to age level, and the mental age of a
child was defined as the highest age level at which the child was able
to pass all items but one plus a credit of 1 year for every five items
passed at a more advanced age. Table 1.1 presents an outline of the
test.

In 1911 Binet published a revision of the 1908 scale. The revision
followed the essential outline of the 1908 scale introducing modifica-
tions based on the experience of various examiners with the earlier
scale. The 1911 version had five items at each age (except for age 4,
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which, probably by oversight, was left with the same four tests). The
difficulty level of a number of items was changed and the rules for
determining mental age were-also changed. Although Binet’s tests of
1908 and 1911 provided explicit procedures for the determination of
mental age, they did not include a procedure for the determination
of an intelligence quotient (IQ), which permits comparisons of intel-
lectual ability of individuals at different age levels.

Binet made contributions to two other research topics in the area
of intelligence. He dealt with the attempt to raise intellectual per-
formance by environmental intervention. He developed a series of
procedures referred to as ‘“mental orthopedics’: These procedures
were designed to increase facility on certain component skills with
the expectation that such training would improve overall intellectual
functions. Binet’s beliefs about the efficacy of training can be con-
trasted with Galton’s views. Galton believed that the most efficacious
method of improving mental ability was by eugenic procedures. The
contrast between eugenic intervention and environmental interven-
tions continues, as we shall see, through the present time.

Binet’s mental orthopedics was the forerunner of many con-
temporary efforts to increase intelligence test scores by specific
environmental interventions.

Binet was also concerned with the attempt to relate mental
ability to physical characteristics. He did extensive studies relating
head measurements and physiognomy to mental ability. These stud-
ies may be conceived as the forerunners of contemporary efforts to
relate scores on intelligence tests to physiological indices.

Binet never developed a final theoretical conception of intelli-
gence. His original notions about the nature of intelligence were
dominated by the concepts of faculty psychology, suggesting that
intelligence was defined by a diverse set of independent abilities. Yet
he eventually developed a test of intelligence that provided for the
computation of a single index, implying that intelligence was one
thing. This was an issue Binet never faced squarely. It was Spearman
(1904b) who proposed that intelligence be considered one general
thing and that tests could be constructed to provide for a single
pooled index across items. Yet Binet (1905) was somewhat skeptical
of Spearman’s early work. Tuddenham (1962) aptly summarizes
Binet’s views and distinguishes them from the theory that intelli-
gence is one single thing: ‘“‘Regarding intelligence as a product of
many abilities, Binet sought in his tests to measure not an entity or
single dimension—*‘general intelligence’—but rather an average level—
‘intelligence in general’ [p. 489].”
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TABLE 1.1
Items from the 1908 Binet Scale
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Age 3 years
Points to nose, eyes, mouth.
Repeats sentences of six syllables.
Repeats two digits.
Enumerates objects in a picture.
Gives family name.

Age 4 years
Knows sex.
Names certain familiar objects shown to him: key, pocketknife, and a penny.
Repeats three digits.
Indicates which is the longer of two lines 5 and 6 cm in length.

Age 5 years

. Indicates the heavier of two cubes (of 3 and 12 gm and also of 6 and 15 gm).
. Copies a square, using pen and ink.

Constructs a rectangle from two pieces of cardboard, having a model to look
at.
Counts four pennies.

Age 6 years
Knows right and left as shown by indicating right hand and left ear.
Repeats sentence of 16 syllables.
Chooses the prettier in each of three pairs of faces.
Defines familiar objects in terms of use.
Executes a triple order.
Knows age.
Knows morning and afternoon.

Age 7 years

. Tells what is missing in unfinished pictures.

Knows number of fingers on each hand and on both hands without counting
them.

Copies “The little Paul”’ with pen and ink.

Copies a diamond, using pen and ink.

Repeats five digits.

Describes pictures as scenes.

Counts 13 pennies.

Knows names of four common coins.

Age 8 years

. Reads a passage and remembers two items.

Counts up the value of three simple and two double sous (or 1¢ and 2¢
stamps in American scales).

Names four colors—red, yellow, blue, green.

Counts backward from 20 to O.

Writes short sentence from dictation, using pen and ink.

. Gives differences between two objects from memory.

Continued
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TABLE 1.1—Continued
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Age 9 years
Knows date—day of week and of month, also month and year.
Recites days of week. ' ”~
Makes change on 4¢ out of 20¢ in simple play-store transactions.
Gives definitions superior to use (familiar objects).
Reads a passage and remembers six items.
Arranges five blocks in order of weight.

Age 10 years

. Names in order the months of the year.
. Recognizes all the (nine) pieces of money.

Constructs a sentence to include three given words—Paris, fortune, gutter.
Two unified sentences are acceptable (passed by only about 50%).
Answers easy comprehension questions.

. Answers hard comprehension questions. Only about half of the 10-year-olds

get the majority of these correct.

Age 11 years

. Points out absurdities in contradictory statements.

Sentence construction as in 3 for age 10 years. Hardly one-fourth pass the
test at 10 years, whereas all do at 11 years of age.

Names 60 words in 3 minutes.

Defines abstract terms—charity, justice, kindness.

Puts words, arranged in a random order, into a sentence.

Age 12 years
Repeats seven digits.
Finds in 1 minute three rhymes for a given word—obedience.
Repeats a sentence of 26 syllables.
Answers problem questions—a common-sense test.
Gives interpretation of pictures.

Age 13 years
Draws the design that would be made by cutting a triangular piece from the
once-folded edge of a quarto-folded paper.
Rearranges in imagination the relationship of two triangles and draws the
results as they would appear.
Gives differences between pairs of abstract terms, as pride and pretension.

Charles Spearman

The Background of Spearman’s Papers of 1904
We have already seen that Binet and Henri’s paper of 1896 was

prompted by their disagreement with the widespread testing pro-
grams similar to that undertaken by Galton. Spearman’s papers of
1904 were prompted by his disagreement with American disagree-
ments with the mental test procedures of the 1890s. Two well-
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known investigations by Sharp (1898,1899) and Wissler (1901) had
done much to turn American academic psychology away from the
method of mental tests. The mental test movement developed in
large measure outside the auspices of American academic depart-
ments—perhaps to the detriment of both. Sharp’s study, done in
Tichener’s laboratory at Cormell University, was an attempt to evalu-
ate the efficacy of the type of tests advocated by Binet and Henri.
Her conclusions about the tests, though carefully balanced, were
negative. She believed that the tests required refinement and did not
meet the meticulous standards of rigor in vogue in experimental
laboratories. Also, she thought that little could be learned from the
tests that would be of value to investigators using Titchener’s intro-
spective methods. And, most critical of all, her perusal of the data
suggested that there was a lack of correspondence in the individual
difference scores obtained on the various tests. If the tests were
substantially unrelated, then there was no basis for combining their
results into a single common index.

Sharp’s results were buttressed by Wissler’s analysis of data
collected in Cattell’s laboratory. Wissler made use of Pearson’s
product-moment correlation as a means of evaluating the relation-
ship among tests. He found that correlations among mental tests
ranged from —.28 to +.39 with an average correlation of .09, and
their average correlation with intelligence as measured by class grades
was .06. Wissler, as a result, concluded that the various measures
were substantially unrelated and did not provide the basis for a
common pooled index.

With hindsight, we realize that the Sharp and Wissler studies,
though enormously influential, were extremely inadequate. Sharp
used only seven subjects—each of whom was a graduate student.
Since all of the subjects were extremely high in ability, we would not
expect to find much variation in test scores among them. The
“restriction in range of talent” would, of necessity, reduce the
correlations among the tests. The same criticism can be applied to
Wissler’s study, which dealt only with the scores of college students.
Also, Wissler’s study dealt with measurements of simple sensory
tasks rather than the tasks advocated by Binet and Henri.

Spearman (1904a) had two additional criticisms of Wissler’s
study. First, he believed that the tests were not administered in a
proper or rigorous fashion. He noted that subjects were tested three
at a time rather than individually and that 22 different tests were
completed in 45 minutes. Second, Spearman pointed out that Wissler
and earlier investigators failed to consider the phenomenon of “‘at-
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tenuation.” Spearman pointed out that the correlation between two
measures was less than the hypothetical true correlation between
them due to the presence-of errors which served to depress or
attenuate the observed correlation. The formula presented by Spear-
man to represent the influence of attenuation would be accepted by
contemporary theorists—although the basis for computing the quan-
tities contained in the correlation would not be the same. Spearman’s
formula was:

ny = rxy/(rxx'ryy')l/z,

where r,, (in contemporary terms) would be understood as the
estimated true relationship between two measures—x and y—r,, is
the obtained correlation between x and y, and r,,’ and r,,' are the
respective reliabilities of the tests.

The formula implies that observed correlations are always lower
than ‘‘true correlations’ and that the difference between observed
and true correlations is a function of the unreliability (or extent of
errors of measurement) of each of the tests. The brief, casually
administered tests in Cattell’s battery were quite probably of very
low reliability. Hence, the true correlations among them and between
them and grades (which are themselves not perfectly reliable) were
probably substantially greater than those obtained by Wissler.

Spearman (1904b) reported the results of a study relating school
achievement to sensory discrimination ability in which he came to
the somewhat astounding conclusion that when corrected for attenu-
ation, the appropriate relationship between these measures was a
correlation of 1.00. Although this relationship was wisely, and prob-
ably correctly, ignored in Spearman’s subsequent work it was in
point of fact the historical foundation of his general theory of
intelligence.

The Two-Factor Theory of Intelligence

Spearman suggested that each measure or test in the intelligence
domain was based on two factors—g and s. The factor g represented
that which the test had in common with all other tests of ability. The
factor s represented a separate factor that was initially assumed to be
specific to each test (or, perhaps, to be present also in virtually
~ identical tests). If the s factors were truly specific and present in one
and only one test, then the basis for the relationship between two
tests would be the amount of g they shared in common. Tests,
however, may differ in the extent to which they are measures of g.
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Spearman’s theory has the great advantages of being explicit and
of suggesting a number of empirical consequences that can be tested.
If the theory is correct, all correlations between measures of intelli-
gence (excluding considerations of sampling error among correla-
tions) should be positive. Also, it should always be possible to
arrange the tests in a hierarchy such as that presented in Table 1.2.

Note that in Table 1.2 the correlations decrease going down a
column or across a row. This comes about because the test in the
upper left corner of the matrix, No. 1, is that test with the highest
amount of g. The next test, No. 2, represents the test with the next
highest amount of g. The next test, No. 3, has the next highest amount
of g. The correlation between 1 and 2 will be higher than any other
correlation in the table, since these two tests have the highest
amount of g in common. Also, the correlation between 1 and 3 will
be higher than the correlation between 2 and 3 on the general
assumption that the correlation is a function of the degree of g
shared in common by the tests.

The correlation between any two tests is glven by the formula
ri, =TIy ° reg Wherer;, and r,, represent the correlations between
tests 1 and 2 and g, respectively. Therefore if the “g loading” of two
tests 1s known, the expected correlation between them can be pre-
dicted.

Subsequently, Spearman was to point out that if the two-factor
theory of intelligence was correct, the “law of tetrad differences”
would hold for correlations among any four measures of intellectual
ability (see Spearman, 1927, for a comprehensive discussion of his
early research). The law of tetrad differences may be stated as
follows:

12734 — 14723 =0

TABLE 1.2

A Hierarchical Arrangement of
Correlations Derived from
Spearman’s Theory

Tests 1 2 3 4 &)
1 72 .63 .54 45
2 .56 48 .40
3 42 .35
4 .30
5
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Spearman’s theory not only could be used to generate precise,
testable consequences about the expected relationship that would
obtain among correlations of ability measures, it also provided a basis
for the selection of optimal measures of ability. Rather than the
suggestion that test constructors should rely on intuition or a priori
judgment in the selection of tests, Spearman’s theory implies that
those measures for which the ratio of g/s is a maximum should be
selected. Because on this theory the test constructor wishes to obtain
a measure of g, he will be able to obtain his most accurate estimate if
he restricts his tests to those that measure g rather than specific
ability.

Emendations on Spearman’s Theory and
the Problem of “Group Factors”

Spearman refused to identify g with ““intelligence’ inasmuch as
he considered the latter term vague. He did however assert that
various tests of intelligence that were in use in the first two decades
of the twentieth century were in fact measures of g The least
inferential conception of g to which Spearman adhered was that g
was simply that factor common to all measures of intellectual abili-
ties. However, he went on to postulate both a more inferential
psychological characterization of g and a still more hypothetical
conception of g as mental energy. By an examination of the tests
that seemed to most clearly measure g, Spearman came to the view
that g was principally related to the ability to perform intellectual
operations he called ‘“‘eduction of relations and correlates’ which he
defined as follows:

The eduction of relations ... when a person has in mind any two
or more ideas (using this word to embrace any items of mental con-
tent . . .) he has more or less power to bring to mind any relations that
essentially hold between them.

It is instanced whenever a person becomes aware, say, that beer
tastes something like weak quinine . . . or that the proposition “All A is
B’ proves the proposition ‘““Some A is B”. . ..

The eduction of correlates ... when a person has in mind any idea
together with a relation, he has more or less power to bring up into
mind the correlative idea.

For example, let anyone hear a musical note and try to imagine the
note a fifth higher. . .. Or let him notice the relation of horizontal to
vertical length in Fig. 1 below, and then try to draw in Fig. 2...a
horizontal length in the same relation to the vertical one as before. . .
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L

Figure 1 ‘ Figure 2
[Spearman, 1927, pp. 165—1661].

The two types of eduction just defined combined with the
“law’’ that asserts that a person has more or less power to observe
what goes on in his own mind provides three qualitative laws of
cognition: These three laws, in turn, give rise to a number of other
subdivisions and questions such as ‘“(a) the different classes of
relation that are cognizable (b) the different kinds of fundaments
that can enter into these relations and (c¢) the varying kinds and
degrees of complexity in which such relations and fundaments can be
conjoined [Spearman, 1927, p. 411].”

It is apparent that Spearman’s theoretical conception of intelli-
gence 1s quite complicated and extends beyond the two-factor theory
developed in 1904. There is little relation between the specialized
algebra suggested by the two-factor theory and the more complex
theoretical model of intelligence that Spearman presented in the
1920s (Spearman, 1927).!

The most difficult empirical issue faced by Spearman’s theory,
and the point at which it is generally assumed to have been at
variance with empirical results, stemmed from the existence of
“group factors.” Spearman recognized that the law of tetrad differ-
ences implied by his theory was not completely in accord with
empirical results. Of course it would be natural to expect some
degree of discrepancy between theory and results due to sampling
error. That is, since obtained correlations based on a sample of
subjects only approximate the hypothetical correlations between
tests in the population from which the sample was derived, it is to be
expected that there would be sampling errors which would tend to
produce deviations from the theoretically expected value of O in all
tetrad differences. However, sampling error may be estimated and
the law of tetrad differences can be modified to accommodate their
influences. A second more serious problem occurs when two mea-
sures or tests are so similar that their similarity (or correlation)

1 Spearman’s theory is further complicated by the postulation of a number
of other cognitive abilities that are wholly or partially independent of g. These
include such characteristics as retentivity (memory) and perseveration.
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includes a common s (shared variance) as well as their similarity in g.
Such tests would tend to correlate higher than would be expected
on the basis of their relationship to g. An example given by Spear-
man 1is two tests of cancellation—one involving the cancellation
of all a’s on a page, the other the cancellation of all e’s. In this
case the tests are trivially similar. However, if we allow that dif-
ferent tests that are similar and almost identical may share s we
now have rendered the two-factor theory untestable. That is,
unless there 1s an independent way of defining similarity, we can
always account for excessively positive correlations leading to the
disconfirmation of the law of tetrad differences by appealing to the
notion of similarity between tests. This difficulty is far more pro-
found than the trivial example cited above might indicate. As early as
1906 Krueger and Spearman had noted that certain relatively dissimi-
lar tests could have correlations higher than the values expected on
the basis of their g loadings. They raised the possibility that a group
of diverse measures might relate together to form a unitary ability—
in their case they speculated about the existence of a more or less
unitary memorization ability. Such overlapping patterns of correla-
tions give rise to ‘“‘group factors’ (as distinguished from the general
factor or g) and are defined as factors that relate to more than one of
a set of ability measures but, unlike g, are not present in all measures
of ability. The existence of group factors, of course, is incompatible
with Spearman’s two-factor theory. Spearman, and psychologists
working in England who have been influenced by him, have, for the
most part, tended to recognize the existence of such factors but have
also tended to deemphasize their importance. On a purely theoretical
level, there is no reason why one cannot incorporate group factors
into an expanded version of Spearman’s two-factor theory. Such a
theory would assert that scores on a test are determined by its
loading on g, its loading on one (or possibly more than one special
ability represented by a group factor) and s. The correlation between
a pair of tests would then be due to their common g and their shared
variance on any group factor. However, this apparently innocuous
theoretical emendation does not fit simply or elegantly into Spear-
man’s algebra. The virtue of Spearman’s original theory is that 1t
provides for an elegant integration of theory and methodology per-
mitting one to test the theory rigorously be examining obtained
patterns of correlations. No such test, and indeed no general proce-
dure for the precise description and measurement of group factors,
can be obtained with the use of Spearman’s statistical procedures.
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Thurstone and the Doctrine of Simple Structure

Thurstone (1931), working in America, is generally credited with
developing statistical procedures capable of rigorously dealing with
group factors.? Spearman’s methods of analysis were predicated on
the assumption that only one factor was present in a matrix of
correlations between all possible pairs of tests. In contrast, Thur-
stone’s statistical procedures permitted one to discover empirically
the number of factors present in the matrix. In addition, Thurstone
also provided procedures that would enable him to define the fac-
tors. The definition of a factor is given in terms of the subset of tests
that load on it. Thurstone’s statistical methodology, like Spearman’s
before him, was an outgrowth of a set of theoretical assumptions
about the nature of abilities. Thurstone began with the assumption
that performance on a test of ability was dependent upon a certain
number of fundamental or primary abilities (his term for the psycho-
logical characteristic represented by a group factor). Second, he
assumed that the number of primary abilities (or group factors that
must be postulated) will be less than the number of tests adminis-
tered (assuming, of course, that a relatively heterogeneous set of tests
is included). This principle is an expression of a rule of parsimony
according to which there would be little gain in explanatory power
or economy in postulating that the number of abilities is equal to the
number of tests in a set. Psychologically, this assumption is equiva-
lent to the notion that there exist abilities that are not specific to a
particular test but that enter into performance on a variety of tests.
Third, Thurstone assumes that performance on a particular test does
not involve all of the primary abilities that must be postulated to
explain performance on all of the tests. These assumptions provide a
criterion, called simple structure, that guides the solution of a mathe-
matical problem. Given a matrix of correlations composed of correla-
tions among all possible pairs of tests, the factor analyst seeks to
discover the minimal number of factors that must be postulated to
explain performance on the tests. Once the factors are chosen we can
define a new matrix, as in Table 1.3, consisting of the loadings
(hypothetical correlations between the tests and the factors) of the
tests on the factors.

2There were, however, a number of precursors of Thurstone’s statistical
discoveries. Vernon (1961) suggests that Burt (1917) had already discovered the
basic methodology used by Thurstone. Similarly, Cattell (1971, p. 25) indicates
that J. C. M. Garnett had presented the idea in the Proceedings of the Royal
Society in 1919.
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TABLE 1.3
A Hypothetical Factor Structure
Indicating Loadings of Tests on Factors

Factors
Tests A B C
1 73 21 .10
2 .65 .18 .10
3 .61 Ll .25
4 .10 .53 A1
5 13 .61 .02
6 .00 .79 .01
7 A2 .02 44
8 .05 .05 .39
9 .03 .10 .55

The principle of simple structure seeks to maximize the number
of zero loadings in such a table. There should be one or more zero
entries in each row. Where the loading of a test on a factor is zero,
this implies that the ability represented by that factor is not involved
in performance on the test. Also, the factors should be defined such
that the loadings of the tests on some of the factors are maximized.
The ideal toward which the factor analyst strives is a matrix in which
each test has high loadings on a small number of factors (one, in the
limiting case where test performance is determined by a single
ability ) and zero loadings on all other factors.

Although there is no mathematically unique solution to the
factor analysis of a matrix of correlations, the notion of simple
structure provides a guideline or criterion toward which the analysis
1s directed.

Thurstone developed this type of factor analysis in 1931. His
first large-scale study of abilities using this method was published in
1938. The study consisted of the administration of a battery of 56
tests to 218 college students. Nine factors were tentatively identified.
These were S-Spatial, P-Perceptual, N-Numerical, V-Verbal Relations,
W-Words, M-Memory, I-Induction, R-Arithmetic Reasoning, and D-
Deduction. Thurstone thought that the two last factors were less
clearly defined than the others. The definition of a factor mathemati-
cally is given by the loadings of the tests on the factor. Psycho-
logically, the factor is defined in terms of an attempt to comprehend
the basis for the underlying unity in the tests that load most
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substantially on the factor. The process of discovering the underlying
unity shared by diverse tests may vary in difficulty. Thurstone found
the two last factors, R and D, derived in his study less well defined
principally because he was unsure about the underlying unity present
in the diverse tests whose loadings jointly defined the factor. The
interpretation of a factor may be conceived of as the suggestion of a
hypothesis that is subject to empirical confirmation. The interpreta-
tion ought to suggest the kinds of tests that would load on the factor
in future investigations. Suppose that it is assumed that three tests
load positively on a factor tentatively interpreted as D-Deduction.
Then In a new investigation in which these three tests are included
plus a new test that is assumed to measure deductive ability, a factor
should be derived defined by positive loadings of the three previous
tests plus the new test of deductive ability.

Spearman and Thurstone

What is remarkable about Thurstone’s investigation is that it
carries us back to the issue presumably disposed of by Spearman in
1904, namely, is intelligence one or many things and can scores on
intelligence tests properly be defined in terms of a single number? In
dealing with this issue, which is still the subject of debate, one is
struck by the extent to which both Spearman and Thurstone devel-
oped methodologies that were suited to their theoretical assump-
tions. The method of tetrad differences is valid only where there is a
single factor in the matrix. The principle of simple structure is useful
only if the correlations in the matrix are to be accounted for by a set
of group factors. If g exists, then simple structure cannot exist since
there will be at least one factor (representing g) where every test has
nonzero loadings.

At first, Thurstone was inclined to argue that his results were in
complete contradiction to Spearman’s. Furthermore, he believed that
his results contradicted the use of a single IQ index to describe an
individual’s ability. Rather, an individual’s ability ought to be de-
scribed, according to Thurstone, in terms of a profile representing his
scores on the primary mental abilities.

Actually, the disagreement between Thurstone and Spearman is
not as great as it would appear on the basis of this discussion. In
order to explain this, it is necessary to distinguish between ortho-
gonal and oblique rotations and first- and second-order factors. It is
possible to perform a factor analysis resulting in a set of factors that
are themselves unrelated or uncorrelated. Such factors are called
orthogonal. Oblique factors are those that are themselves correlated.
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Some factor analysts believe that only orthogonal factors are legiti-
mate, because only they represent truly independent and unrelated
explanatory constructs. Other factor analysts permit oblique factor
solutions, because, they argue, there can be logically distinct explana-
tory constructs that are nevertheless quantitatively relatéd to each
other. An example cited by Thurstone would be height and weight—
obviously related and yet obviously conceptually distinct. Thurstone
found it necessary to use oblique factors in order to obtain solutions
that fit the criterion of simple structure. If there is a set of factors
that are themselves correlated, then a correlation matrix representing
the correlations among all possible pairs of factors can be formed.
And this correlation matrix can itself be factor analyzed. This is
called a second-order factor analysis.

As early as 1940, Raymond Cattell (Cattell, 1971), a former
research assistant of Spearman’s who emigrated to America, had
indicated that a second-order factor analysis would result in a rap-
prochement between the views of Spearman and Thurstone. On this
view, g would emerge as a second-order factor. Thurstone was in
substantial agreement with this view. He did, however, point out that
while second-order factor analysis did produce a factor similar to
Spearman’s g, it was not the only second factor that emerged.

On the other hand, Spearman could point out that the results of
Thurstone’s factor-analytic investigation of ability did not really
contradict the existence of g For one thing, the correlations among
the tests in Thurstone’s battery were overwhelmingly positive. The
median correlation, uncorrected for attenuation, was +.35. Note
further that the sample was one that had a restricted range of talent,
thereby depressing the value of the correlations. Furthermore, the
general reliance on oblique solutions, it could be argued, was due to
the existence of g. That is, if orthogonal solutions were demanded it
would be difficult to obtain simple structure because tests would
tend to have nonzero loadings on more than one factor. In short, it
could be argued that Thurstone’s studies had not shown that g did
not exist but rather that g could be distributed and divided into
components that were themselves positively related. Since Thurstone
recognized the existence of g and Spearman recognized the existence
of group factors representing special abilities, it is apparent that the
difference between Spearman and the British school and Thurstone
and his followers was largely a matter of emphasis. Spearman con-
tinued to assign primary importance to g and to consider group
factors or primary abilities as of minor importance. For Thurstone,
the reverse was true.






The Stucture of Infellect

In this chapter we shall consider the contemporary theoretical
efforts to build a theory that explains the structure of intellect. We
shall see that in large measure contemporary theories are outgrowths
of the earlier work of Thurstone and Spearman and that their
differences in emphasis exist, if anything, in more extreme form
today.

Raymond B. Cattell

Cattell’s theory of intelligence is a contemporary synthesis of the
Spearman and Thurstone traditions. Like Spearman, he is an advo-
cate of the importance of g And, like Thurstone, he believes in the
use of oblique rotations and derives g as a second-order factor.

Cattell’s theory is quite complex and exists at several levels of
generality. Parts of the theory are reasonably well grounded in
empirical work. Other parts represent reasonably modest extensions
and interpretations of current research. Still other parts are, at this
stage of research, frankly speculative. Cattell’s book (1971), Abili-
ties: Their structure, growth, and action, represents both a synthesis
of existing research on intelligence and a number of suggestions for
future research.

Cattell’s analysis of intelligence takes as its starting point an
analysis of primary abilities quite analogous to the procedures fol-

19
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lowed by Thurstone. That is, there is an attempt to sample a wide
range of tests and to use oblique rotations'in order to satisfy the
criterion of simple structure. Table 2.1 presents an outline of a list of
primary abilities recognized by Cattell. Note that the list includes
many of the abilities that Thurstone reported in his 1938 mono-
graph. The difference between Cattell and Thurstone at this point is
one of emphasis and interest. Thurstone was primarily concerned
with discovering primary abilities and describing individual differ-
ences in ability in terms of an individual’s scores on the set of
primary ability factors. Cattell has done relatively little research
directed toward the discovery and description of primary abilities per
se. Tests that load heavily on various primary abilities are used by
him as a basis for second-order factor analysis, permitting him to
describe individual differences in ability at a more abstract and
general level.

Cattell (Horn & Cattell, 1966) has reported the results of a
second-order factor analysis of abilities in which five second-order
factors were derived. Two of the five factors represent a division of
Spearman’s g into two components—g; which stands for fluid ability
and represents the basic biological capacity of the individual and g,
which stands for crystallized ability and represents the type of ability

TABLE 2.1
A Tentative List of Empirically Based Primary Ability Concept®

Verbal ability

Numerical ability (basic manipulation facility; not mathematics)
Spatial ability

Perceptual speed (figural identification)

Speed of closure (visual cognition, Gestalt perception)
Inductive reasoning (general reasoning)

Deductive reasoning (logical evaluation)

Rote memory (associative memory)

Mechanical knowledge and skill

Word fluency

. Ideational fluency

. Restructuring closure (flexibility of closure)

. Flexibility versus firmness (originality)

. General motor coordination (psychomotor coordination)
. Manual dexterity

. Musical pitch and tonal sensitivity

. Representational drawing skill

—
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@Based on Cattell (1971).
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measured by most standardized tests of intelligence. It is assumed to
represent the effect of acculturation upon intellectual ability. The
distinction between g; and g, is the most fully developed aspect
of Cattell’s theory and we shall, subsequently, discuss it at length.
The other second-order factors extracted in the Horn and Cattell
study were g,—power of visualization—a factor assumed to reflect
the role of visualization ability in solving diverse problems; g,—
retrieval capacity or general fluency, which refers to the ability to
retrieve or recall many different items rapidly from mental storage;
and g;—cognitive speed, the ability to perform well in speeded situa-
tions which are somewhat less complex than those that are good
measures of Spearman’s g or g; for Cattell. The reason for this
distinction between g, and speed in complex performances actually
goes back to an observation of Spearman’s made in 1904 (Spearman,
1904b). Spearman noted that scores on test performances in com-
plex task under conditions demanding speeded performance cor-
related quite well with scores from tests where speeded performance
was not required.

The delineation of the set of second-order abilities (with the
exception of the g;—g. distinction) rests only on one published
study. The precise pattern of abilities that emerges from a second-
order factor analysis requires replication and extension using differ-
ent batteries of tests. However, what we can consider as being
established from the point of view of Cattell’s theory is the generali-
zation that second-order factor analysis of first-order ability factors
obliquely rotated to simple structure leads to several factors includ-
ing g;, g. and other factors representing general features of cognitive
ability.

The g;—g. Theory

The g;—g. theory was first presented in 1941. It was based in part
on observations in Spearman’s laboratory made in the 1930s which
indicated that tests involving perceptual classifications and analogies
were highly intercorrelated and seemed to be particularly clear mea-
sures of g. On the other hand, tests that seemed to be more related to
scholastic achievement and to reflect knowledge acquired in a school
situation tended to load somewhat lower in g and to be somewhat
separate from the tests of perceptual classification and analogies. The
tests that were relatively pure measures of g were similar to those
that came to be used in ‘“‘culture-fair” or ‘‘culture-reduced” tests.

One procedure that can be followed in constructing such a test is
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to present items involving the ability to combine relatively simple
and common elements in complex ways. Example of such items are
presented in Table 2.2. Such items are assumed to be culture reduced
because the cognitive elements that must be combined are assumed
to be available to all members of the culture and, in addition, the
task posed to the subject is assumed to be relatively novel for all
members of the culture. Such items evidently call for the ability to
educe’relations and correlates in Spearman’s sense. Such items are
assumed to measure g;. This type of item may be contrasted with a
vocabulary test, which is not culture reduced or culture fair in that
performance on a vocabulary test obviously depends on the cultural
experience and schooling of an individual. Performance on a vocabu-
lary test would be more reflective of g, than g;.

In order to delineate more precisely the distinction between g;
and g, we will begin with a description of the factor analyses
performed by Cattell and his associates which serve as the founda-
tions for the description of each of the constructs. Horn (1968) has
summarized the results of a variety of second-order factor analyses in
which the distinction between g and g. has appeared. Table 2.3
presents Horn’s summary of these studies. The factor coefficients
appearing in Table 2.3 represent average loadings taken from several
investigations. An examination of Table 2.3 permits us to obtain a
somewhat clearer understanding of the characteristics of g; and g..
Note that g; is defined relatively uniquely by three tests (symbolized
as CFR, 17s, and 17). These are tests that have moderately high
loadings on g; and loadings that approximate zero on g.. Presumably
these tests reflect a basic biological capacity to learn, which is
relatively uninfluenced by acculturation. Two of the three types of
factors that load heavily on g; in Horn’s summary are closely related
to Spearman’s view of g as the capacity to educe correlates and
relations—indicating that g; is conceptually analogous to Spearman’s
g. The g. factor is best and most clearly defined by V or verbal
comprehension—a factor that is presumed to depend heavily on
acculturation. Note further that a number of first-order factors are
about equally loaded on both g and g.. The fact that a number of
tests are related to both the g; and g, second-order factors is
indicative of the fact that these two factors are themselves cor-
related—the correlation is assumed to be between .4 and .5. One
suspects that this degree of separation is maximal. That is, that the
correlation occurs even when final factor solutions are chosen that
are designed to maximize the distinction or to separate optimally the
two factors. The substantial relationship between g; and g. may also



TABLE 2.2
Examples of Five Culture-Fair Perceptual, Relation-Education
Subtests of Proven Validity for Fluid Iptelligencea

Choose one to fill dotted square.

Series

dlo|e] |[D|d|e|e|d]®

Choose odd one.

£ < >
oNEASARI®

Classification

Choose one wherein dot could be placed as in item on left.

@ (&P Q) @ [

Choose one to complete analogy.

VAN Il /\ =

Choose one to fill empty square at left.

Analogies

Matrices
OlD
77,
« /// N % @
= 7. \
NN

From Form B, Scales 1I and III, IPAT Culture-Fair Test. By kind permission of the Institute of
Personality and Ability Testing, 1602 Coronado Drive, Champaign, Illinois

Analogies section from Cattell Scale II, Harrap & Co.

“From Cattell (1971).
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be considered as evidence for Spearman’s original position in postu-
lating a single g. And we shall see that there is a sense in which
Cattell’s theory is even closer to Spearman’s than we have yet
indicated. We can anticipate this point by indicating that in a rough
sense g, is dependent upon g;. That is, the acquisition of intellectual
skills as a result of acculturation is dependent not only on the quality
of one’s cultural and educational experiences but also on the level of
fluid ability an individual has which permits him to benefit from the
educational experiences made available to him.

An examination of the average factor loadings reported in Table
2.3 indicates that there is no measure or primary factor that is
unique and substantially defined by either g; or g.. We can make this
point clearer by noting that the percentage of variance accounted for
by a correlation of a particular value is given by r?. Therefore, we
can assert that the primary factor that most clearly defines g;, CFR,
has an average loading of .57 on g;. This implies that approximately
32% of the variance on the ability represented by CFR is determined
by g;. A similar analysis of V indicates that 46% of the variance of
the ability represented by that factor is related to g.. These relatively
low loadings of the primaries with the highest average loadings on the
g; and g. factors indicate that neither g; nor g, can be clearly or
completely identified with the primaries that are the clearest mea-
sures of the factor. Put another way, these loadings are illustrative of
the tension between a relatively noninferential and a more inferential
interpretation of the factors. In a noninferential sense one may
define a factor in terms of the tests or measures that define it and the
loadings of the various measures. Thus a factor may be given a
neutral name—e.g., a numerical index, and may be defined as that
factor on which the following measures have the following loadings.
Despite occasional flirtations with such theoretically neutral designa-
tions as indicated by Cattell’s use of a universal numerical index for
factors, most factor analysts have not been content to abjure from
more inferential designations of their factors.

Certainly g; and g, are given meanings and interpretations that
transcend the measures on which they are based. Furthermore, since
they are not uniquely defined by existing measures or factors, g¢
and g, are themselves hypothetical constructs with extensive surplus
meaning—neither equivalent nor reducible to existing measures nor
even well defined by existing measures. In addition to their slightly
amorphous empirical anchoring, the interpretation of gy and g. as
roughly reflecting biological capacity and acculturation is itself high-
ly inferential.
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Since the g; and g. factors are themselves related, and since the
second-order factor solutions used by Cattell are oblique, it is possi-
able to perform a third-order factor analysis of the second-order
factor analysis. In some cases it is possible to perform a fourth-order
factor analysis of factors derived from a third-order factor analysis.
Since the number of factors derived from a factor analysis is, of
necessity, less than the number of variables whose correlations pro-
vide the foundation for the factor analysis, it follows that each
successive factor analysis will produce a smaller number of more
general factors. Thus successive factor analyses will generate a
hierarchy as represented in Figure 2.1. Cattell notes that such a
hierarchical structure is not to be accepted as an accurate description
of the structure of intellect because its presence is mandated by the
methodological requirements of successive factor analyses of oblique-
ly rotated factor structures.

Table 2.4 presents a summary of several higher-order (i.e., be-
yond-second-order factor analyses) factor analyses of ability factors
conducted by Cattell and his associates. Since the tests that enter
into the factor analysis at the first level are not comparable, the
higher-order factors that are derived cannot readily be compared nor
can the separate factor analyses be considered replications of each
other. Only one factor analysis summarized in Table 2.4, the Horn
and Cattell study, includes all of the second-order ability factors that
Cattell assumes are present at the second order. And, the results of
the higher-order factor analysis in that study are, in some respects,
anomalous. What Cattell wishes to emphasize as the most important
result of the higher-order factor analyses summarized in Table 2.4 is
that, at the third or fourth order, a factor emerges on which g; loads
more highly than g., which Cattell designates as g¢x,. A second less
well-defined factor that emerges as a higher-order factor is called the

Major group factors é

Minor group factors

e iy \ ‘ E' LI b b |
Specific factors \‘\\ 3 ii i\\ ‘Ii o 3\ i ;[%1 E ll{% {!I,
ARERTRARE ='\1\=1.\'.a,m\=!:|..'- ]
Figure 2.1. Heirarchical structure of intelligence abilities as generated by
successive factor analyses. [Based on Vernon (1961).]
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educational effectiveness factor. Note that in all four cases reported
in Table 2.4 that g; does not load on that factor. However, in three
of the four cases reported, the g, factor loads on the g, factor.
Cattell’s interpretation of these findings is in terms of a causal model
in which &) is assumed to represent historical fluid ability—that is,
fluid ability that was present at an earlier age. Previous fluid ability 1s
assumed to be a determinant of both present fluid ability, g;, and
present g.. In the three studies of school-age populations, g, loads
more highly on g, than on the educational effectiveness factor.
Thus g. no longer defines a separate mental ability but tends to be
subsumed under a factor more clearly related to g;. The results of the
factor analysis of the sample of adult criminals are anomalous in that
they indicate that the factor defined as g, does not load on giy). It
1s not clear whether this is due to the characteristics of the sample of
subjects used in the study as Cattell believes (see the explanatory
text in Table 2.4) or perhaps to the fact that the higher-order factor
analysis was based on a second-order factor analysis that included
several ability factors rather than just the g; and g. factor. An
alternative interpretation of the results reported in Table 2.4 with
somewhat different emphases would be to suggest that at the higher
order one is able to define clearly only a single ability factor, which
Is suspiciously reminiscent of Spearman’s g. The three analyses of the
school-age populations clearly support this interpretation. Note that
the loadings of the second-order ability factors g; and g. are, in each
case, substantially higher for the g, factor than for the educational
effectiveness factor. As for the study of adult criminals the g, factor
does load separately on the educational effectiveness factor, but with
the exception of py which has moderate loadings, all of the other
ability factors (g,, &, and py ) load on g;n,. Therefore even for this
group, gin) seems to be more related to general cognitive ability
than does the educational effectiveness factor. Thus, although the
results of higher-order factor analysis are tentative, they do point to
the existence of a general ability factor which Cattell assumes is the
historical precursor of present fluid ability and g. and which may
alternatively be identified with Spearman’s g.

The causal relationships that exist among the different ability
factors have given rise to what Cattell refers to as the investment
theory and the triadic theory. The triadic theory involves a distinc-
tion between three different types of influences on cognitive perfor-
mance—capacities, provincials, and agencies. The theoretical variables
that are assumed to represent the most general influences are the
capacities. The general capacities are assumed to be related to struc-
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tural and functional properties of the brain and to influence jointly
virtually all cognitive performances. Cattell speculatively suggests
that the most general of the capacity factors, g;, may represent the
size of the critical neural substrate for learning. Therefore g; is given
a structural referent. Other capacities, such as g, and g, (speed and
retrieval capacity, respectively), are specuiatively identified with
functional characteristics of the brain—e.g., its chemical functioning.
Provincials refer to a second class of abilities which reflect powers or
abilities of an individual that are not identified with general (either
structural or functional) properties of the brain, but rather with
powers or abilities that refer to localized brain areas. These provin-
cials have a less restricted influence in test performances. That is,
each of the provincials is likely to influence performance in a smaller
variety of cognitive tasks than the capacities. The provincials refer to
sensory and motor skills that influence performance. The clearest
example of such a provincial would be pvy —or visualization ability.
Cattell suggests that although species differences in provincials may
be marked, the differences within the human species are of some-
what lesser significance, at least within relatively homogeneous cul-
tural groups. Therefore provincial abilities may fill a somewhat lesser
role in test performance in the kinds of measures of intelligence used
in our culture. The capacities and provincials are determined by
genetically influenced characteristics of the nervous system. How-
ever, they are both undoubtedly influenced by environmental fac-
tors. General capacities might, for example, be influenced by the
characteristics of the biological environment and the effects of diet.
A provincial such as py might be dependent on the kind of visual
stimulation experienced by the individual. Also, various insults such
as brain damage and strokes ought to affect capacities. An agency,
unlike a capacity, is more crucially involved with the cultural experi-
ences of an individual. It comes about through the “‘investment” of
fluid ability and other capacities into a particular intellectual skill
which is socially rewarded. The most general agency is g, which,
from the perspective of triadic theory, is given the designation of g to
indicate that it represents an agency but it is the only general agency.
Other agencies are reflected in somewhat less general intellectual
skills but are germane to a narrower class of performances. An
example of agencies would be ay or a,—symbols of the verbal and
spatial agency, respectively. These agencies are identified with the
primary abilities delineated in Thurstone’s factor analysis. Their
designation as agencies reflects their status as theoretical variables
within the triadic theory. The agencies presumably are created by the
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interaction of both general and provincial capacities with the cultural
learning experiences of an individual. Thus ay requires auditory and
visual perception of words ‘and may be influenced as well by the
more general cognitive capacities. The agencies recognized by Cattell
are themselves split into two classes called aids or acquired cognitive
skills which may be thought of as intellectual algorithms that are
culturally taught and generally useful, and proficiencies, which refer
to specialized intellectual skills an individual acquires in order to
satisfy some fundamental goal. An example of the latter might be
learning a foreign language in order to pursue a scientific career.
Proficiencies may occur as idiosyncratic combinations of skills that
may be present in relatively small subsets of the population, e.g., the
proficiencies involved in being a surgeon.

Organismic Contributors Learning - Motivation Contributors
(“Capacities: g's Motivation Systems: d's )
Fluid N Verbal Interest
(gt] (d]
Speed Numerical Interest
{gsl ? (dn)
Memory Mechanical Interest
[gm] \ [dm]
Fluency \ School Sentiment Reinforcement
r (g/] (d] Scheduies in
owers o . > Particular
Provincial Rewarded Experience Experience
Powers: p's I Areas Areas.
Visual 2 Verbal Experience
[p,] / [t]
Audit. Mechanical Experience
(pal [tm]
Tactile T School Attendance
(P Time
Cerebellar [t;] >
\_ (pcl J

Interacting in the following
agency developments:

Agencies Verbal Numerical Spatial Mechanical Crystallized Intelligence
(a/] (an] EN lam] = >~ lag]
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Figure 2.2. Developmental implications of the triadic theory, worked out
consistently with the reticular factor model. The arrows indicate direction of
influence and contribution to growth. Thus, verbal ability, ay,, receives contribu-
tions from the capacities, g’s, the powers, p’s, a motivational factor, dy, and a
reinforcement in an experience area, ty. To avoid complication of the diagram
not all individual but only class connections are made. The semicircular arrows
below the agencies indicate their self-development capacities as ‘“‘aids.” [From
Abilities: Their Structure, Growth, and Action by Raymond B. Cattell. Copyright
© 1971 by Houghton Mifflin Company. Used by permission of the publisher. ]
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An outline of the triadic theory is presented in Figure 2.2. Note
that the figure postulates a number of interacting and causal relations
among the various theoretical variables in the theory. This type of
structural relationship is called a reticular factor model and is distin-
guished from the hierarchical or “‘stratum” model. Note in Figure 2.2
that the various agencies are influenced by both the general and
provincial powers of an individual. Note further that a, as a general
agency is assumed to be the resultant of specific agencies and to itself
act as an influence on other agencies. The general capacities are
assumed to influence the provincial capacities and, perhaps more
- speculatively, the provincial powers may influence the general capaci-
ties. Also, the development of agencies may in turn influence general
capacities. Finally, a variety of interests and social rewards are
assumed to influence the development of agencies.

It is apparent that Cattell’s triadic theory is not closely tied to
the results of specific factor-analytic investigations. It may be
thought of as a speculative attempt to guide research.

In addition to its grounding in the triadic theory, there are a
number of other theoretical implications of the distinction between
g: and g.. Most of these implications arsie from that notion that g; is
more subject to biological influences that affect capacity and g. (a,)
1s more subject to cultural influences. A list of implications follows:

1. Heredity influences g; more than g.; but g; is not equivalent
to genetic intellectual capacity. It represents biological capacity,
which is dependent upon the influence of the biological environment
with respect to such variables as nutrition and prenatal influences as
well as genetic endowment. Nevertheless genetic variables affect g
directly and g, only in a secondary way through the influence of g;
on g.. Therefore, we would expect that g; measures are more influ-
enced by genetic endowment than g..

2. Environmental changes that are presumed to affect biological
development would have greater influence on g; than on g.. Thus we
would expect that improvements in nutrition or improvements in
obstetrical care would influence g; directly and g, indirectly.

3. Environmental changes that affect educational and cultural
opportunities would influence g, but have no influence on g; at all.
Thus, improvements in education should act to change g.. Similarly,
recent attempts to change IQ scores among the disadvantaged by
providing special educational opportunities would be expected to
show larger influences on g, than on g;.

4. Equivalent changes are not shown by g; and g. as a function
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of age. In particular, measures of g; are said to show decline at an
earlier age than measures of g., and g, measures may show little or
no decline at all well into old age. On the other hand, g; is assumed
to start its decline in the third decade of life as the individual’s
biological efficiency begins its deterioration.

5. Brain damage will have different effects on g, and g;. Early in
life, brain damage might influence g; and then influence g, deriva-
tively. Later in life, brain damage may have relatively little influence
on g. because g. represents the results of past learning. However,
brain damage late in life should have some effect on g;.

Studies of the effects of brain damage on intellectual ability were
the foundation of a biologically based theory of intelligence put
forward by Hebb (1942) which is analogous to the g;—g. theory.
Hebb distinguished between intelligence A (potential) and Intelli-
gence B (realized intelligence) and tried to show that the physiologi-
cal evidence, particularly that evidence related to the consequences
of brain damage, required such a distinction (Hebb, 1939).

A Preliminary Evaluation of Cattell’s Theory

The overall evaluation of Cattell’s theory will take place implic-
itly and explicitly at several points in the book. We shall come to
some general statements about factor-analytic models of intelligence
at the end of this chapter. Data relevant to the g;—g. distinction will
be discussed at several other points in the book. For example, we
shall discuss data on age changes in intelligence and data on heredity
and intelligence in subsequent chapters and we shall at those points
deal with their relevance to the g;—g. theory. And, we shall return to
the theory in our concluding chapter. At this point, in a preliminary
evaluation, we wish to deal principally with the data supporting the
theory we have presented. In particular we shall deal with three
issues and touch briefly on a fourth. These are:

1. The extent to which the factor-analytic studies on which the
8:—8. theory rests may be considered as replications of each
other.

2. Whether the factor structure that supports the distinction is
the best or most compelling resolution of the data.

3. The extent to which the causal attributions given in the
theory are supported.

4. The extent to which the various implications of the theory
are compatible with empirical results.



TABLE 2.5
A More Extensive Research View of Loading Patterns of
Fluid and Crystallized Intelligence®

(A) 5- to 6-year-olds (B) 9- to 12-year-olds
8¢ 8c gt 8c
Culture-fair Culture-fair (all) 78 09
(fluidity markers) 58 —11 Reasoning 30 40
Reasoning 10 72 Verbal 22 63
Verbal —17 74 Numerical 47 35
Numerical 43 49 Spatial 73 03
Personality 2 04 —05 Exvia 01 29
Personality 3 07 —08 Anxiety 05 00
Personality C 07 —09 Pathemia 04 04
Personality H 15 17 Neuroticism —09 06
Personality Q, 01 02
(C) 13- to 14-year-olds (D) Adults
gt 8c 8¢ 8c
Culture-fair Culture-fair (all) 48 —08
(classification) 63 —02 Reasoning 26 30
Reasoning 08 50 Verbal 08 69
Verbal 15 46 Numerical 20 29
Numerical 05 59 Spatial 04 04
Spatial 32 14 Mechanical
Personality F —05 09 knowledge —-15 48
Personality C 21 07 Speed of perceptual
Personality H 21 —04 closure 18 —05
Personality Q, —06 05 Ideational fluency —03 25
Personality Q3 05 —02 Inductive
reasoning 55 A

Personality, U.I. 16 —04 18
Personality, U.L. 19 05 07
Personality, U.I. 21 —03 —08
Personality, U.I. 36 01 43
Personality,

anxiety, U.I. 24 —05 —26

@ Adapted from Abilities: Their Structure, Growth and Action by Ray-
mond B. Cattell. Copyright © 1971 by Houghton Mifflin Company. Used by
permission of the publisher.

1. THE REPLICABILITY OF THE FACTOR STRUCTURE

We have already noted that there are some differences in the
third- and fourth-order factor loadings leading to the derivation of
gty in Cattell’s studies. Table 2.5 presents a summary of the several
second-order analyses published by Cattell in support of his theory.
An examination of Table 2.5 indicates that there are both consis-
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tencies and inconsistencies among the several studies. First, the
consistencies. The culture-fair tests load positively on g; and negli-
gibly on g.. Verbal tests that serve as markers for the verbal ability
factor always load positively on g, and neglibibly on g;. Inconsisten-
cles are present in the loadings of the spatial, reasoning, and numeri-
cal tests. Spatial tests substantially load g; (they load g; about as
highly as the culture-fair tests) in Study B with 9- to 12-year-olds and
have no loading on g, in this study. In Study C, spatial tests have a
somewhat lower relationship to g; and a marginally higher relation-
ship to g.. In Study D, with adults, spatial tests have essentially zero
loadings on both g; and g.. Reasoning tests load g, but not g; in
Studies A and C; but in Studies B and D, reasoning tests have lower
loadings on g, which are almost equal to their loadings on g;.
Numerical tests load both g; and g, moderately high in Studies A and
B. They load g, high and g; low in Study C and they load both g
and g. with low values in Study D. We are, of course, dealing with
different age groups and different tests to index the various abilities.
Nevertheless, the assertion that the distinction between g; and g, is
well established and replicable demands that in the several studies
supporting the distinction the same results have been established.
Given the inconsistencies in factor loadings we cannot assert that the
separate g; and g. factors that emerged are identical. Of course some
of the variations in g; and g, at different age levels might be related
to the theoretical notion that g; influences future g.. In this connec-
tion Cattell suggests that numerical ability may reflect fluid ability in
5- and 6-year-olds but at a later age it may be more related to
computational skills taught in the school. However, this sort of
reasonable, although probably ad hoc, explanation will not do for all
of the inconsistencies we have noted in Table 2.4. For example, it is
not at all clear why spatial ability should show such large changes in
loadings. We may conclude therefore that the distinction between g;
and g, requires further empirical elaboration and replication in a
variety of subject populations and using a variety of tests. What does
appear as well established in the four studies summarized in Table
2.5 1s that tests of verbal ability emphasizing vocabulary apparently
load a different factor than the Cattell culture-fair tests of ability in
second-order factor analyses.

2. ISTHE FACTOR SOLUTION FAVORED BY
CATTELL OPTIONAL OR COMPELLING?

Humphreys (1967) has published a critique of one of the Cattell
studies on which the g;—g. distinction rests (Cattell, 1963). Hum-
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phreys criticizes the factor-analytic procedures used in the study.
Some of the technical aspects of the criticism are beyond the scope
of our discussion. One point is fairly clear. Cattell included a number
of personality measures in the factor analyses in order to provide
“hyperplane stuff” or variables that contrast with the ability mea-
sures. Humphreys argues that these variables add noise to the analysis
and obscure the results. When these are omitted, nine ability mea-
sures remain. A factor analysis of these measures yields the factor
solutions presented in Table 2.6.

Humphreys favors the factor solution based on two factors since
these seem to account for most of the variance in the matrix. In this
connection note that h?, which represents the communalities or the
amount of variance accounted for in the various tests by the respec-
tive factors, does not substantially increase in most cases if one adds
Factors III and IV. With the two-factor solutions favored by Hum-
phrey, the factors are correlated .57 (as opposed to .44 in Cattell’s
original analysis for the g; and g, factors). In Humphreys’s analysis
the first factor includes both the culture-fair tests (variables 6 to 9)
and the primary mental abilities (PMA) defined by Thurstone. Thus
the factor is more pervasive than g; and is interpreted by Humphreys
as an intellectual-educational factor. Thus the first and most substan-
tial factor appears to cut across the g; and g, factors. The second
factor is perhaps closer to Cattell’s g; in that the culture-fair tests and
spatial ability load positively on it whereas the other primary mental
abilities are negatively related to it. Again note that the substantial
correlation between the first and second factors derived by Hum-
phreys (r = .57) justifies a higher-order analysis in which one gen-
eral factor emerges. The analysis performed by Humphreys while
partially supporting Cattell in indicating that a factor can be de-
rived for which alleged measures of fluid ability are not related
to other primary abilities, also supports the type of analysis favor-
ed by British factor analysts such as Vernon (1961). British fac-
tor analysts perform their factor analyses by first extracting a g
factor, which, in samples with a representative range of talent,
i.e., in samples that have not been selected for intellectual abil-
ity, might account for as much as 50% of the variance in the
matrix. After accounting for g, the British factor analysts typically
extract two additional factors, v:ed which represents verbal-
-numerical and educational abilities and k:m which represents practi-
cal-mechanical and spatial abilities. A typical British factor solution
based on the performance of 1000 army recruits is presented in
Table 2.7.
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38 The Structure of Intellect

Note in Table 2.7 that g accounts for 52.5% of the variance and
that all of the tests show some loading on g. The best definition of
k:m is by tests of manual dexterity and mechanical ability, and v:ed
1s defined by a variety of tests reflecting educational, verbal, and
numerical skills. There is some support for Cattell’s position in these
data. Note that the Progressive Matrices test, a nonverbal measure of
intelligence that involves spatial analogies and is related to the Cattell
culture-fair items, has no loading on the v:ed factor which is analo-
gous to g..

Humphreys (1967) notes that the Horn and Cattell study is in
disagreement with Vernon’s analysis. Even though, Humphreys
argues that an optimal factor-analytic solution of the study by Horn
and Cattell (1967) using adult criminals would produce three ability
factors—a g; factor which combines g, or visualization ability, g.,
and a factor related to speed and fluency. However, the test repre-
senting mechanical ability is somewhat more closely related to verbal
ability than to spatial ability in the Horn and Cattell study.

If we consider jointly the results of Cattell’s factor analyses,
Humphreys’ reanalysis and critique of these results, and the factor
solution favored by the British school, we find some broad areas of
agreement and some disagreements. Perhaps most fundamental of all
1s that there is a pervasive influence of a single general ability, g, in
tests of intellectual ability. Whether g is present in all or only a
substantial subset of such tests is perhaps an indeterminate question.
That g accounts for a substantial portion of the variance is clear.

These analyses also are in agreement that g is not the only
variable that must be postulated to account for all of the variance.
Thus, the tetrad difference law implied by Spearman’s original the-
ory 1s not correct. There is somewhat less agreement with respect to
the additional narrower factors that must be postulated. To a rough
extent there is agreement that certain skills closely related to aca-
demic subject matter are separable from the kinds of things measured
by culture-fair intelligence tests. However, the precise location of
some of the primary abilities in this scheme is not always clear. Thus
the relationship between spatial and mechanical abilities is not invari-
ant over all of the analyses. Some of the disagreements are due to
difference in the methods of analysis used, differences in the tests
used to define the factors, and differences in the samples of subjects
used 1n the various studies.

3. THE CAUSAL ASPECTS OF CATTELL’S THEORY

Cattell’s theory assumes a rather complex set of causal rela-
tionships among the various ability factors. It is apparent that many
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of the causal interpretations made by Cattell are, at best, only
weakly required by the factor-analytic results themselves. One can
however treat such causal attributions as hypotheses that can be
tested. Such hypotheses will probably require longitudinal designs
for critical evaluation. Consider, for example, the hypothesis that g;
at a particular time is an antecedent for subsequent g; and g,
whereas g. at a particular time does not influence subsequent g;.
Such hypotheses can be tested by means of cross-lag panel correla-
tions. Let us illustrate this. Suppose we have for the same group of
individuals measures of g; and g. at Time 1 (¢, ) and measures of g
and g. at a later time (t,). Assume further for simplicity that the
correlation between g; and g. at t; is equal to their correlation at ¢, .
Assume further that the correlation between g; at t; and g; at ¢, is
equal to the correlation between g. at t; and g. at t,. Then, if g;
influences subsequent g, but g. does not influence g;, we would
expect that the correlation between g; at t; and g, at t, is greater than
the correlation between g, at t; and g; at ¢, . Cattell has not performed
such studies and therefore the critical data required for an evaluation
of the causal relationships between g; and g, have not been obtained.
Thus, the causal relationships in the theory have the same status as a
number of the other implications that are suggested by the g;—g.
distinction—they remain to be critically tested in subsequent re-
search.

J. P. Guilford

Guilford’s theory of intelligence represents a radical departure
from the Spearman-Thurstone tradition. (For general presentation of
his views, see Guilford, 1967, and Guilford and Hoepfner, 1971.)
Perhaps his most significant point of contact with that tradition is in
the use of factor analysis as a means of discovering the structure of
intellect. However, Guilford tends to use factor analysis as a means
of testing a hypothetico-deductive model. Thus factor analysis is
used as a means of confirming a structural model rather than as a
means of discovering a structural model. Also, Guilford carries
Thurstone’s criticism of g much further. He assumes, as we shall see,
that there are 120 separate types of intellectual abilities. And, he
does not accept the notion that g can be derived as a higher-order
factor.

Guilford’s model is based on the notion that there are dimensions
whose combinations determine different types of intellectual abili-
ties. One dimension of an ability is the kind of mental operation
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involved in the ability. Guilford distinguishes five types of mental
operations. These are cognition (knowing), memory, divergent pro-
duction (generation of logical alternatives), convergent production
(generation of logic-tight conclusions), and evaluation. The second
dimension of classification is in terms of content or areas of informa-
tion in which the operations are performed. He distinguishes four
types of content—figural, symbolic, semantic, and behavioral. The
third dimension of abilities is the product that results from a particu-
lar kind of mental operation applied to a particular type of content.
Guilford distinguishes six types of products. There are units, classes,
relations, sytems, transformations, and implications. If we consider
all possible combinations of operations, contents, and products we
find that there are 120 different abilities that may be defined by this
structure of intellect model. Figure 2.3 is a graphic representation of
the model and Table 2.8 presents the code used by Guilford to
describe the various abilities that are assumed to exist according to
the model.

Note that according to the model, each ability is defined by its
unique position on each of three dimensions. It is not assumed that
abilities that share position with respect to two dimensions but differ
In a third are necessarily more related than abilities that share only a
single dimension. Put another way, Guilford does not assume that
the dimensions of the model are higher-order factors. If Guilford’s

OPERATION:

Evaluation
Convergent production
Divergent production——\\ .
Memory \\

Units ———————_

Cognition —

Classes —

Relations ————_

PRODUCT

Systems
Transformations —_

Implications —————_
CONTENT:

Symbolic ——————
Semantic
Behavioral |

Figure 2.3. Guilford’s model of intelligence. [From Guilford, J.P. The Nature
of Human Intelligence. New York: McGraw-Hill, 1967.]
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TABLE 2.8
Symbols Used in Guilford’s Model
Operation Content Product
C—cognition F—figural U—unit
M—memory S—symbolic C—class
D—divergent M—semantic R—relation
production
N—convergent B—behavioral S—system
production
E—evaluation T—transformation

I—implication

analysis 1s correct it should be theoretically possible to construct
tests that are defined by a single ability. In terms of factor-analytic
methodology it should be possible to construct tests that load
substantially on only one of the many different factors that can be
extracted in a single study.

In order to give the reader a clearer idea of the nature of the
abilities postulated in Guilford’s structure of intellect model, we will
provide examples of several abilities and the measures that define
them.

CFV—Cognition of Figural Units

An example of the type of test that would measure this ability is
““Hidden Print.”” The subject is presented pictures of digits and let-
ters formed by patterns of dots. Ther are in addition a variety of dots
scattered at random about the dots forming the digits and letters
which serve to obscure the stimuli and make correct recognition
difficult. The subject is required to recognize the stimuli presented to
him. The task involves cognition because the subject is required to
become aware or discover something. The stimuli or content that
requires this operation is presented in the visual mode and is there-
fore figural. (The term figural also includes content presented in
other modalities.) Finally the product of the operation is a unit, in
this case a particular digit or letter.

MSC—Memory for Symbolic Classes

An example of a test assumed to measure this ability is the
memory for name and word classes. The subject is presented a set of
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names such as IRIS, IRENE, IRVING. The subject is then required
to determine in a recognition test whether certain words do or do
not belong to the class presented to him. The subject might be
presented the word IRA and IDA and would be required to recognize
that IRA Dbelongs to the class but IDA does not. The test clearly
involves the operation of memory. The stimulus the subject deals
with is symbolic in form and the product clearly is a class concept.

DMR—Divergent Production of Semantic Relations

This ability is defined by tests of associational fluency. An
example would be the presentation of the pair of words FATHER—
DAUGHTER and the subject would be required to list all of the
ways in which the pair are related, e.g., parent—child, old—young, and
male—female. Divergent production tests are scored in terms of the
number of acceptable answers. Such a test is clearly divergent (there
is no single correct answer). The content of the item is clearly
semantic, and the product deals with a relation between the con-
tents.

CBI—Cognition of Behavioral Implications

A test called ‘““Reflections” is assumed to measure this ability. In
this test, a subject is given a statement of the kind that a patient
might make during psychotherapy. The subject is required to pick
the best psychological implication of the statement. For example,
the statement might be, I'm just wondering how I’ll act; I mean how
things will turn out. The three alternative implications might be:

1. She’s looking forward to it.
2. She’s worried about it.
3. She’s interested in how things will turn out.

The second answer is supposed to be correct. The test deals with
behavioral (psychological) content and the product is clearly an
implication.

EMT—FEvaluation of Semantic Transformations

A test that is said to involve this ability is “‘Story Titles.”” In this
test the subject is presented a brief story and several possible titles.
The subject must suggest the title that is best in terms of the story.
The test involves an evaluative judgment with respect to semantic
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content. And the product of the evaluation results in a transforma-
tion.

There are in all 98 different factors (and tests defining them) out
os a possible 120 that have been identified by Guilford in the various
studies he has undertaken. (Descriptions of tests measuring the
various factors that have been defined can be found in Guilford,
1967, and Guilford and Hoepfner, 1971.)

An Evaluation of Guilford’s Model

Unlike Spearman, Thurstone, Vernon, Burt, and Cattell, Guilford
does not deal with higher-order or more general factors. He insists
that the factors discovered in the structure-of-intellect model are
found with orthogonal rotations and hence are independent of one
another. Therefore, in evaluating Guilford’s model one must come to
grips with its radical rejection of theories that emphasize general
ability factors. One also must reconcile Guilford’s data with the data
we have reviewed in our evaluation of Cattell’s theory which led to
the conclusion that there was a general intellectual factor. Guilford
(1964) has pointed out that 17% of all the correlations among tests
of intellectual abilities in his earlier studies fell within the interval
from —10 to +.10. In his 1971 summary of the status of his theory,
he indicated that the percentage of correlations in the interval
between —10 and +.10 was 18 (8677 of 48,140 coefficients). And,
for 24% of the correlations found in his numerous studies one could
not reject the null hypothesis that r = 0. These data, Guilford argues,
simply do not support the view that there exists a single pervasive g
factor in intellectual ability.

Even if we expect Guilford’s findings at face value, we find that
the most comprehensive research on the most diverse intellectual
abilities and measures specially constructed and selected to be inde-
pendent of each other still leaves us with the finding that 76% of
the time we can reject the null hypothesis that r,;; = 0 (where a and b
represent any pair of ability measures) and infer that r,, > O.
Strictly speaking, this finding is not compatible with Guilford’s
theory. If measures of intellectual ability are unrelated except if they
are measures of the same ability we would expect measures selected
at random from Guilford’s investigations to correlate positively with
relative infrequence.

In a typical investigation Guilford is able to derive approximately
20 factors using approximately 50 variables. Assume that it is the
case that the typical variable in his investigation is not a pure



44 The Structure of Intellect

measure of ability but does in fact load on two of the 20 ability
factors present. Then the probability that two such variables will
load on at least one common value is considerably less than .76.
Therefore, it is difficult to see how on Guilford’s model one could
account for the high number of correlations that are significantly
greater than zero. In order to explain that finding, one would have
to assume that factors more general than those extracted by Guilford
exist in the matrices of correlations he deals with.

In addition, for a number of reasons, the figure of 24% of
correlations not significantly different from zero needs to be ac-
cepted with caution. First, many of the variables dealt with in
Guilford’s studies have relatively low reliabilities—sometimes reliabili-
ties below .50. Such variables would not be expected to correlate
highly with other variables because substantial portions of their
variance are error variance. Recall that Spearman pointed out in
1904 that the influence of g could be obscured where there was a
failure to correct for attenuation. Second, in a number of early
studies, Guilford used Air Force cadets in an officers’ training pro-
gram. His subjects were selected both for intellectual ability and for
special aptitudes that were germane to flying ability. Therefore, the
sample used was biased. Any restriction in the range of talent will
decrease the value of correlations between variables. In effect, Guil-
ford often dealt with samples where some of the influence of g had
been eliminated. In some of his later studies the samples used were
high school and junior high school students where ability selection
had not occurred. And, for evaluating the pervasiveness of g such
sample are preferable. Third, Guilford’s measures include areas of
ability that stretch the meaning of the term intellectual ability. Two
particular types of abilities come to mind—those involving behavioral
content and those involving the operation of divergent thought.

The behavioral content area deals with sensitivity to psychologi-
cal states and feelings. It may be the case that this type of ability is
unrelated to more general intellectual abilities. Also, there is little
evidence that these measures have predictive validity. Hence, we are
forced to accept on the basis of face validity (that is, on what
appears obvious on inspection) that the measures are indeed mea-
sures of abilities germane to the prediction of psychological charac-
teristics. A similar question can be raised with the divergent thinking
category. Traditionally, measures of intellectual ability have had a
single correct answer. Divergent thinking measures are scored in
terms of the number of different acceptable answers suggested.
Guilford believes that a number of these measures are related to
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creativity. This i1s an issue we shall discuss in a subsequent chapter. It
should be noted that there is some gquestion whether divergent
thinking measures are measures of intellectual ability. Paren-
thetically, it should be noted that there is some question whether
they are measures of creativity. Indeed, there is some question
whether they are measures of anything other than divergent thinking
ability at all. To raise this question is, by implication, to point to an
ambiguity in the notion of g—what is a measure of intellectual
ability? To say that all measures of intellectual ability measure are, to
some extent, the same thing is meaningless unless one knows what
constitutes an intellectual ability. Thus, to say that Guilford may
include variables that are not intellectual ability measures may only
be a way of saying that we have conceived the notion of an intellec-
tual ability in an excessively narrow and traditional manner.

In any case the designation of new tests as measures of abilities
must be accepted cautiously until the validity of the tests is estab-
lished. We know that more traditional measures of ability have
predictive validity in that they may be used to predict, inter alia,
academic success. We have very little evidence that divergent thinking
measures or measures dealing with behavioral content are valid mea-
sures in the sense that they may be used to predict performance in
real-life situations.

We have argued that Guilford’s figure of 24% is unrealistically
high. In order to make this point more concrete we can consider two
later studies from Guilford’s laboratory that deal with traditional
intellectual abilities and use samples of subjects that are reasonably
representative of general ability (Tenopyr, Guilford, & Hoepfner,
1966; Dunham, Guilford, & Hoepfner, 1966). Tenopyr et al. (1966)
have reported a factor analysis of symbolic memory abilities that
included 50 tests and resulted in the definition of 18 factors define
in the structure-of-intellect model. In examining their data we ex-
cluded all tests whose reliabilities were below .6. This removed seven
variables from consideration. There were 903 correlations that were
reported among the remaining 43 variables. For the size sample in
their study, any correlation with an algebraic value of .12 or less
would not be sufficiently large to reject the null hypothesis that r =
0. There were 19 such correlations, or approximately 2% of the
correlations reported, that were not significantly different from zero.
Note also that by chance one would expect that some correlations
would be less than .12 even where their true value in the population
was .12 or more. One other finding in this study is worth noting. One
of the tests included in the battery was the SCAT, a standardized test
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of intellectual ability that is probably a good measure of g.. The
SCAT correlates between .16 and .70 with all of the remaining
variables in the battery (excluding those with reliabilities below .60).
The median correlation was .39. Thus a standardized test used in
schools could be used to predict performance on every other test in
the battery. Corrected for attenuation, one could estimate that
approximately 25% of the variance on all measures in the battery is
known given an individual’s score on the SCAT—and this occurs in a
battery where Guilford’s factor solution involves the postulation of
18 orthogonal factors.

These results are not totally anomalous. Dunham, Guilford, and
Hoepfner (1966) have reported the results of a factor analysis of
abilities pertaining to classes and the learning of concepts. Again, a
sample with something approximating a representative range of ability
was used. Included were 43 different tests, and 15 different or-
thogonal factors were derived as the final factor solution. Again,
excluding variables with low reliabilities we find that less than 1% of
the correlations are not significantly different from zero. One of the
measures was a multiple-choice vocabulary test—again a good mea-
sure of g, in Cattell’s system. Its correlation with the remaining
variables in the matrix, excluding those with low reliabilities (below
.5) ranges from .27 to .60 with a median value of .45, uncorrected
for attenuation. This again indicates that a substantial portion of
the variance in all of the measures used in this investigation 1is
predictable by knowledge of scores on a multiple-choice vocabulary
test.

We can conclude that Guilford has not really demonstrated that
broad general ability factors do not exist, nor indeed has he proved
wrong the notion that there exists one pervasive ability factor that
enters into a great variety (if not all) intellectual performance. If this
conclusion is correct then Guilford’s structure-of-intellect model
cannot be a completely accurate or exclusively correct analysis of the
structure of intellectual abilities. However, this still leaves open the
question of the meaning of the various ability factors that have been
defined in Guilford’s research. We shall deal with this question in
three ways. First, we shall discuss evidence with respect to the
replicability of the factors derived by Guilford. Second, we shall
consider the extent to which the factor structures postulated by
Guilford support the structure-of-intellect model. Third, we shall
deal with the predictive validity of scores on the various factors
derived in Guilford’s research.
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REPLICABILITY OF FACTOR STRUCTURES

Replicability refers to the tendency to be able to reproduce a set
of empirical results. With respect to factor analysis, there are a
number of different kinds of replicability. These include the ability
to obtain the same set of factors using the same tests with the same
or different samples of subjects. With this type of replicability,
numerical indices exist that permit one to measure the extent to
which a factor structure has been replicated. In such a case replica-
tion refers to the ability to reproduce an identical set of test loadings
on the same set of factors. Other types of factor replicability exist.
For example, we might use a different set of tests with the same or
different samples of subjects where the tests used in the replication
study are structurally or logically analogous to those used in the
original study. One would then attempt to obtain a similar factor
structure in the replication study. Numerical indices of replicability
are not really appropriate here because one cannot ask if the same
test had the same loadings over the same set of factors. In most of
the investigations conducted by Guilford and his associates, new tests
are used. Hence, numerical indices of replicability are not applicable.
Rather, in most instances replicability consists of an intuitive judg-
ment that a factor derived in a particular investigation is the same or
has the same meaning as one derived in a previous investigation. Such
a judgment is based typically on the observation that a particular
test, thought to be a particularly good measure of one of the abilities
and taken as a ‘“marker” variable for the factor, is found to have a
high loading on the allegedly invariant factor found in two different
investigations. However, since the exact battery of tests used in two
such investigations are rarely identical in Guilford’s research, one
must infer that those tests that define the factor in one investigation,
and are not included in a second study in which the factor is
allegedly derived, would similarly define that factor. Thus, an ele-
ment of conjecture is involved in the subjective judgments of factor
invariance used in Guilford’s research. In the few cases where numeri-
cal indices of invariance could be computed in Guilford’s research
program, ‘‘their uses led to unimpressive results [Guilford & Hoepf-
ner, 1971, p. 42}.” The fact that numerical objective indices of
replicability are not satisfactory leads one to believe that the subjec-
tive judgments of factor replicability are suspect.

Guilford’s demonstrations of factor replicability are based on
‘““targeted rotations.”” A targeted rotation is one in which there is an
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attempt to guide the factor solution by hypothesizing an ideal set of
loadings for each of the tests in the sample. Such a factor solution
can be contrasted with one that uses an analytic procedure such as
varimax in which there is no attempt to guide the results of the
solution by a priori notions. Guilford indicates that it is possible to
obtain satisfactory factor solutions (e.g., solutions satisfying simple
structure) either by the use of targeted solutions or through varimax
rotations. Only 32% of the factors obtained by the use of varimax
rotations could be satisfactorily identified with factors postulated in
the structure-of-intellect model. The corresponding percentage for
targeted solutions was 92 (Guilford & Hoepfner, 1971, p. 55). This
dramatic difference in percentages has implications for understanding
the extent of factor replicability in Guilford’s research. The fact that
only 32% of the factors derived using varimax rotations are identi-
fiable with theoretically defined factors indicates that such factors
are not immediately present or apparent if an unbiased examination
of the obtained correlation matrix is undertaken. The fact that
solutions can be obtained that are in line with theoretical expecta-
tions if targeted solutions are used suggests that Procrustean efforts
are required to obtain satisfactory results. Such obtained agreements
with theoretical expectations are far less impressive than the demon-
stration of empirical agreement with theoretical expectations ob-
tained without efforts to manipulate the empirical results in order to
present them in the most favorable light.

THE CLARITY OF FACTOR STRUCTURES

The structure-of-intellect model implies an ideal factor structure.
In an investigation involving tests representing a variety of abilities
postulated by the model with at least two tests chosen to represent
each ability, we should find that the tests representing a factor
should have substantial loadings on that factor. If tests do not load
substantially on a particular factor then the factor becomes some-
what devoid of empirical content since it cannot be identified clearly
with the common content of a set of tests. And, if tests load
substantially on more than one factor, then the goal of precisely
identifying abilities so that pure tests of each ability can be con-
structed may be said to be unattained.

Guilford and Hoepfner (1971) have reported the results of a
reanalysis of all data in Guilford’s research program using common
analysis procedures and the benefit of hindsight to provide theoreti-
cally optimal factor solutions for all of the tests in their study. For
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each of the abilities discovered at that time, they report the tests that
load on the factor with the loadings of each of the tests in every
investigation in which it was related to that factor. Table 2.9 presents
a summary of all of these analyses. The right-hand column in Table
2.9 presents the lower value of the two tests with the highest factor
loadings in any investigation. Note that the median lower bound is in
the .40 to .49 range. Very few of the factors are defined by two tests
in an investigation with loadings of .60 or more. These figures
exaggerate the loadings of the tests on the factor since they do not
allow for sampling error. That is, a test may have a spuriously high
loading in a particular investigation that is not replicable. A some-
what more conservative summary of the typical loadings is given in
the left-hand column of Table 2.9. This column presents the lower
value for the two tests with the highest replicated loadings on the
factor. In this case a test’s lowest replicated loading is defined as the
lowest value obtained in all of the investigations in which that test
defined the factor. In some cases that value may be the lowest of two
obtained loadings. In other cases it might represent the lowest value
obtained in five or six investigations. This summary is overly conser-
vative since a test that has repeatedly loaded on a factor in several

TABLE 2.9
Frequency Distribution of Loadings of the Two Tests with
the Highest Loading on Each of 99 Factors in the Guilford Model®?

Replicated® Nonreplicated

Loadings f(x) f(x)
7079 0 7
.60—.69 1 22
.50—.59 6 36
40—.49 23 31
.30—.39 26 3

Not replicated 43 i F
99 99

%The loading for the factor with the second-highest rating is tabu-
lated.

bSinglets are not included.

CThe replicated value refers to the lowest value obtained in all
studies in which the test loaded on the factor. The tabled value
represents the lowest loading of the test with the second highest loading
on the factor.
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studies may have a spuriously low loading due to sampling error in a
single study. Nevertheless the summary indicates a very substantial
lack of replicability for the abilities defined in Guilford’s model. For
43 of the abilities there do not exist two studies in which the same
two tests defined a factor. And, where replication does exist, the
lower value of the two tests that define the factor is almost invari-
ably in the .30 to .49 range (or, in terms of variance accounted for
by this factor on the test, in roughly the 9% to 25% range).

Table 2.10 presents a similar analysis for the single test with the
highest loading on each of the defined factors. The right-hand
column presents a frequency distribution of the loadings of the test
with the highest loading in any study for each of the factors. Slightly
more than half of these tests have loadings .60 or more. The left-
hand column of Table 2.10 presents the highest replicated loading
achieved by any test in the studies where the test defines the factor.
Note that the loadings of a test on a factor have not been replicated
in a substantial percentage of cases. And, where the tests are repli-
cated, the great majority have loadings of .59 or less.

The data summarized in Tables 2.9 and 2.10 indicate that Guil-
ford’s factors are not well defined by existing measures. A relatively
lenient standard for adequate definition of a factor might be that
two tests load .60 or more on the factor in two or more studies. Only
one factor defined by Guilford can meet this standard. In fact only

TABLE 2.10
Frequency Distributions of Highest Loading
on Each of 99 Factors in the Guilford Model®

Replicated loadingb Not replicated

Loadings f(x) f(x)
.80—.89 0 2
70—.79 0 16
.60—.69 4 35
.50—.59 18 37
.40—.49 26 9
.30—.39 15 0
Not replicated 36 —

99 99

%Singlets are excluded.

® The replicated loading refers to the lowest value ob-
tained in separate replications for the test with the highest
of these values.
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seven of the abilities meet the standard of two or more tests with
loadings no lower than .50 in all of the studies in which the tests
appear. These data help us to explain why the results of numerical
analyses of replicability are not impressive in Guilford’s research.
Guilford’s studies indicate that weakly defined orthogonal factors
can be derived to support his theoretical assumptions. However,
greater clarity of factor structure is dependent upon the selection of
tests that have consistently high loadings on a single factor. Guilford
has yet to demonstrate the existence of such tests for the vast
majority of abilities defined in the structure-of-intellect model.

Cronbach (1970a,b) has dealt with the clarity of factor struc-
tures in Guilford’s research (see also Guilford, 1972, for a reply to
Cronbach and to other similar criticisms). Cronbach has indicated
that the correlations between tests defining the same factor are not
substantially different from tests defining different factors. Cronbach
has also noted that tests with the same content tended to be more
clearly related than tests with different content. However, tests with
the same content but different products were difficult to differen-
tiate in the sense that a test with a moderately high loading on a
particular factor is likely to have a high loading on a factor with the
same content but different product.

This analysis led Cronbach to suggest that there are probably
broad general factors present in the matrices analyzed by Guilford
that are obscured by his analyses. Guilford has responded by agreeing
that it is in fact the case that tests defining different content factors
are easier to differentiate than tests defining different product fac-
tors. Guilford attributes this to the notion that tests are not univocal
in his analyses. That is, tests do not typically load on a single factor.
Therefore, two tests that define different factors may correlate with
each other because they share common variance on a number of
factors other than those they are said to define. Guilford goes on to
indicate that this situation can be rectified by refinements in test
construction so that tests become univocal. However, this is a prom-
issory note. Until such tests exist, it is possible to assert that the
factors that define the structure-of-intellect model have not been
clearly differentiated.

PREDICTION AND
THE STRUCTURE-OF-INTELLECT MODEL

Even though we have argued that the clarity of the factor
structures in Guilford’s studies leaves something to be desired, it
might still be the case that the various abilities defined in this
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research are useful for the purpose of predicting performance. What
we wish to know is the extent to which knowledge of an individual’s
score on a variety of abilities enables us to make predictions about
that individual that are superior to those that could be made on the
basis of some more global index of intellectual ability. If it could be
shown that substantial improvement in prediction in a variety of
important contexts could be obtained by knowledge of an indi-
vidual’s scores in a variety of abilities in the structure-of-intellect
model, then we would have evidence for the utility of the structure
postulated, even though it may be imperfectly defined at present.
There are several studies available that deal with this issue. Guilford
and Hoepfner (1971) present a number of studies relating scores on
tests (or factors) representing a variety of abilities to various external
criteria. One of the studies reported by them is particularly germane
to our purposes. It involves a comparison of the predictive validity of
scores on tests representing the various structure-of-intellect abilities
with the predictive validity of scores on standardized tests of aca-
demic aptitude. The study reports an attempt to predict grades in
Grade 9 arithmetic courses. One test was selected to represent each
of 25 different abilities that previous research had suggested might be
relevant to arithmetic ability. The criteria to be predicted were
grades in four different arithmetic courses offered to Grade 9 stu-
dents. In addition, scores on standardized group tests of academic
ability were available for comparison purposes. Table 2.11 presents

TABLE 2.11

Multiple Correlations for Predictions of Mathematical-Achievement
Scores from Weighted Combinations of Standard Tests

and of Factor Tests®?

Prediction Basic Noncollege @ Regular  Accelerated
composite mathematics algebra algebra algebra

9 Standard tests .60 .53 2 .74

2 CTMM scores .34 .40 .18 .37

3 Iowa tests .53 .31 .20 .62

4 DAT tests b7 .53 .24 .70

7 Factor tests 42 .56 27 .51

13 Factor scores .46 .45 .39 .15

20 Factor predictors 48 .54 .38 .74

?Based on Guilford and Hoepfner (1971).
® The multiple rs are unbiased, i.e., corrected for shrinkage.
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the results of a series of multiple correlations in which the prediction
of grades involving an optimal combination of scores are compared
for standardized tests and for tests relating to factors in Guilford’s
model. Table 2.11 indicates that for two of the four courses (noncol-
lege algebra, accelerated algebra), standardized tests are about as
accurate in prediction as predictions derived from factor scores. For
one of the courses, basic mathematics, the standardized tests are
superior and for another of the courses, regular algebra, the factor
predictors are superior. There is little evidence in these data that the
abilities in the structure-of-intellect model are particularly useful for
the prediction of grades in mathematics.

Another analysis of the data in the same study is presented in
Table 2.12. Table 2.12 indicates whether the addition of factor
scores In the prediction equation adds to the ability to predict grades
after scores on standardized tests are known and taken into account.
That is, the analysis reported in Table 2.12 may be taken to indicate
whether or not knowledge of an individual’s score on tests represent-
ing various abilities yields predictively useful information not con-
tained in scores on tests representing more global ability measures.

TABLE 2.12

Increases in Multiple Correlations (x) from Adding

Thirteen Factor Scores to Eacn of Three Standard Composites
from Academic-Aptitude Tests, and F Ratios for Testin
Significance of Increases®’

Basic Noncollege Regular Accelerated
mathematics algebra algebra algebra
r F r F r F r F

CTMM (2 scores) .35 41 .21 .38 ;
CTMM+13 scores 59 1.58 59 1.60 .54 2.25° .80 6.06
Iowa (3 scores) .55 .34 .24 .63 p
Iowa+13 scores .65 1.05 .58 1.94¢ 54 2.10€ .82 3.23
DAT (4 scores) .59 .55 .29 12 J
DAT+13 scores .64 0.46 59 0.48 55 2.07€ .85 3.36

®Based on Guilford and Hoepfner (1971).
bMultiple rs not unbiased.

¢Significant at the .05 level.

4Significant at the .01 level.
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The data reported in Table 2.12 indicate that for two of the four
courses, basic mathematics and noncollege algebra, information
about scores on tests representing factors in the structure-of-intellect
model i1s not particularly useful. However, increments in pre-
dictability are obtained for two courses, regular algebra and ac-
celerated algebra, when tests representing factors are added to stan-
dardized academic ability composites.

The results reported in the Guilford, Hoepfner, and Peterson
(1965) study must be accepted cautiously since the results are not
cross-validated. Cross-validation refers to a kind of replication and is
especially important in multivariate prediction studies. Strictly
speaking, the Guilford et al. study is not a prediction study since no
attempt was made to predict grades. Rather, grades were postdicted in
that relationship between test scores and grades was discovered and
defined after the grades were given. Such relationships must be
accepted cautiously in a multivariate study because, given enough
variables, by chance some of the variables are likely to discriminate
among pupils with high and low grades. As the number of variables
goes up, the increments achieved in predictability become increasing-
ly suspect. Two procedures are available to overcome this problem
and to establish rigorously the predictability inherent in a group of
multivariate measures. In the first procedure, the subjects are ran-
domly divided into two groups of approximately equal size. The first
group is used to derive the weights to be assigned to test scores in
order to maximize the value of the multiple correlation. The derived
formula is tested in the second group of subjects from the same
sample. The accuracy of the prediction in the second group is an
indication of the amount of predictability to be obtained from these
measures in this sample corrected for the opportunity to capitalize
on chance variations. A second, more difficult, cross-validation is
achieved by deriving a series of weights on tests from one sample and
generalizing the results to a new and different sample. In this latter
instance the generality of the multivariate prediction situation for
different groups of subjects is tested.

Fortunately, we have two studies reporting on the attempt to
cross-validate predictions of success in high school math from a
knowledge of scores on tests representing factors in the structure-of-
intellect model.

Holly and Michael (1972) used tests representing factors in the
structure-of-intellect model to predict grades in high school algebra
and performance on the Cooperative Math Test of competence in
algebra. Their best composite of four tests from the structure-of-in-
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tellect model correlated with grades and Cooperative Math Test
scores .57 and .64, respectively. These values when cross-validated by
using the derived formula for the second half of subjects in the
sample became .43 and .36, respectively. They report that the
cross-validated correlations were about equal in value to the non-
cross-validated correlations obtained when standard tests of mathe-
matical aptitude were used to predict these criterion variables.

Caldwell et all. (1970) have performed a somewhat more rigorous
cross-validation of the use of tests representing factors in the struc-
ture-of-intellect model to predict grades in high school geometry.
They cross-validated their prediction formula derived from one high
school sample on a second high school sample. They found that tests
from the structure-of-intellect model could predict grades in high
school geometry with a multiple correlation of .60 in both high
schools. The addition of grades in high school algebra to the predic-
tion equation led to increases in the multiple correlations to .65 and
.70 in the two high schools. These are quite high values. However, on
cross-validation in which the formula derived for one high school was
applied to the second high school, there was a large drop in the
values of the multiple correlations. The two multiple correlations of
.60 dropped to values of .34 and .27, respectively. And, the multiple
correlations including Grade 9 algebra scores dropped from .65 and
.70 to .33 and .25, respectively.

The results of the studies by Caldwell et al. and Holly and
Michael indicate that when cross-validated, the tests represented in
the structure-of-intellect model do not achieve substantial predict-
ability for grades. The values reported are of about the same order of
magnitude as the predictability that would be achieved from scores
on a standardized test of intelligence (see Lavin, 1965, for a review
of research on the prediction of academic performance). The fact
that scores on standardized tests of arithmetic achievement and
grades in arithmetic courses are not predicted better by relatively
factor-pure tests is at least compatible with the view that there 1s a
limited number of rather general abilities that are represented by
Guilford’s tests. If this were so, it would explain why there is little
increment in predictability obtained when more refined measures are
added to the battery.

Conclusion

We have examined a number of different aspects of Guilford’s
structure-of-intellect model. And, on each issue we find little justifi-
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cation to assume that a structural model that postulates a great
number of narrow specialized factors. is correct. We found that,
contrary to Guilford’s assertions, his data, when critically examined,
did not rule out a commitment to a single broad factor as a rough
approximation of the structure-of-intellect. Second, we found that
the factor structures reported in Guilford’s research lacked repli-
cability and clarity and suggested that the ability to sharply define
and distinguish factors by tests with univocal substantial loadings was
not present. Finally, we have seen that when cross-validated, tests
representing the factors in the structure-of-intellect model are not
more useful than more global measures of ability for the prediction
of external criteria.

Conclusion

Our examination of the attempts to develop a more differen-
tilated model for the structure of intellect has left us, in each
instance, with the conclusion that the attempts have been less than
successful. We found that Thurstone’s research, contrary to his initial
position, did not really contradict the legitimacy of Spearman’s
theory of general intelligence. Cattell’s attempt to create a clear-cut
distinction between g; and g. at the most abstract level led to a
blurring of the distinction, with g, placed in a subordinate role and
the reaffirmation of a single intellectual ability. Finally, Guilford’s
attempt to develop a model for the structure of intellect without
reliance on any construct that remotely resembled g was not empiri-
cally successful. Thus the available evidence clearly points in the
direction of a single or pervasive ability factor as a major source of
variance in measures of intellectual ability.

Notwithstanding the clarity of the evidence in favor of g, we are
inclined to believe that a theory of the structure of intellect based on
a single pervasive ability factor is an inadequate representation of the
structure of intellect. We hold this view despite the consistency of
the evidence in favor of g as a construct. The evidence we have
reviewed 1s based on correlational analyses of the relationship among
measures of ability. If each measure of ability that enters into a
correlation matrix is a measure of the same ability (or abilities) in
each individual who is given the measure, then the existing correla-
tional data strongly imply that all tests of ability are measures of a
single underlying ability. The assumption that each test or measure
reflects the same underlying ability is usually an implicit assumption
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in correlation analysis (it is an explicit assumption in Thurstone’s
work). The factor-analytic approach to the understanding of the
structure of intellect has always assumed that the meaning of a
particular test can be understood in terms of its pattern of correla-
tions with other tests. Tests that correlate presumably do so because
they are measures of a common ability. The abilities measured by a
test are assumed to be a property of the test and thus to be invariant
across individuals. In view of this assumption, the positive correla-
tions among all ability tests imply that all ability tests measure a
common ability and that an individual’s performance on any ability
test 1s determined, in part, by his level of general ability.

Consider an alternative assumption. Assume that the same test
can measure different abilities in different subjects. Consider a hypo-
thetical example. Matrix algebra may be studied with the use of
geometric analogues or it may be approached from the point of view
of algebra, in which it is studied without respect to its geocmetric
analogues. Success at learning matrix algebra might reflect skill in
algebraic manipulations for some individuals and skill in geometric
spatial abilities in others. If scores on a test of ability to learn matrix
algebra are correlated with scores on tests related to ability to learn
geometry and with scores on a test of skill at algebraic manipulation,
then the correlations, for the sample as a whole, are likely to be
positive. However, the positive correlations are misleading in that
they are attributable to different subsets of the sample who are able
to use the same abilities for two different tasks. Different subsets of
individuals might account for positive relationships between different
measures of ability by virtue of using the same abilities for different
measures. This analysis is related to Guilford’s conception of the
nonunivocality of tests. So long as our subjects are ingenious enough
to develop different methods and abilities to solve the problems
psychologists present to them, it is likely that positive correlations
between diverse tests will be obtained due to the discovery by
subsets of individuals of algorithms and procedures that apply to
different tests. This analysis suggests that the overwhelming statisti-
cal evidence for a single general ability factor does not imply that the
structure of intellect is best conceived in terms of g. This suggests
further that g should not be reified but rather that it should be
thought of as a statistical abstraction. Finally, this analysis suggests
‘that factor analysis may be a rather poor procedure for discovering
the processes used by individuals to solve problems and, as such, it
may not lead to an adequate understanding of the structure of
human abilities.






QuUaNttative
Characteristics of
Ntellectual Imdices

This chapter will emphasize the following quantitative charac-
teristics of intelligence test scores: the distribution of intelligence,
relationship between intelligence scores obtained at two different
times, and changes in scores related to age.

The Distribution of Ability

If people differ in their intelligence it should be possible theoreti-
cally to describe their differences in terms of a frequency distribu-
tion in which the frequency of occurrence of each amount of
intelligence is noted (see Figure 3.1). What is the shape of this
distribution? This is not an easy question to answer. In fact it may
not have a unique answer. In order to understand why the question is
difficult to answer it is necessary to consider a possible distinction
between intelligence and that which is measured by tests of intelli-
gence. Some psychologists have asserted that intelligence is that
which intelligence tests measure. Different tests of intelligence tend
to have somewhat different distributions. This implies that there are
many distributions of intelligence and there is no way of determining
‘which distribution is the correct one.

Other psychologists have tended to view intelligence as some-
thing different from that which is measured by any single test of
intelligence. For example, those psychologists who accept some
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Frequency

100 0 100 2.00  3.00

Standard deviation

—3.00 —2.00

Figure 3.1. Percentages of subjects in various regions of the normal distribu-
tion. (The percentages add up to 99.6 instead of 100 because a fraction of 1% of
the subjects lie above and below 3 standard deviations.)

version of the theory of g tend to view g as something theoretical
that is different from what is measured by any one test or even by
the set of existing tests. If this is so, the distribution of actual scores
on a test (or tests) may not be the same as the distribution of
intelligence.

It is important to emphasize the distinction between obtained
and hypothetical distributions because test constructors have explic-
itly attempted to develop tests that conform to a preconceived
arbitrary notion. It has been assumed, starting with Galton (1869),
that the distribution of intelligence, like the distribution of such
biological characteristics as height, is best described in terms of the
familiar symmetrical bell-shaped normal curve (see Figure 3.1).

Research dealing with the distribution of the two most widely
used individually administered tests of intelligence, the Wechsler and
the Stanford-Binet, indicates that the distribution of scores on these
tests 1s not normal. McNemar (1942) noted in the revision of the
Stanford-Binet that the distribution that was obtained in the stan-
dardization sample departs from what would be expected on the
basis of a normal curve. Burt gave the British version of the Stan-
fort-Binet to a representative sample of the British population.
Figure 3.2 presents the distribution obtained by Burt (1963) and
compares it to the normal curve. The distribution departs most
dramatically from the normal with respect to the number of indi-
viduals at the ‘“‘tails.”” There is an obvious excess of individuals with
very low and very high scores. Since the frequency of occurrence of
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Figure 3.2. Burt’s distribution of intelligence. [From Burt (1963).]

scores decreases with distance from the mean in a normal curve, the
differences in the probability of occurrence of extreme scores be-
tween what would be expected on the assumption of normality and
the obtained distribution are substantial. For example, very high IQs
have a frequency of occurrence that is far more likely than would be
expected on the basis of the assumption of normal distribution. It
should also be noted that the distribution is not precisely symmetri-
cal. There is a slight excess of scores at the low end.

Burt indicates that the obtained distribution can be described as
a Pearson Type IV distribution. Wechsler (1944, p. 127) has also
noted that the distribution of IQs on the Wechsler Adult Intelligence
Scale can be described as a Pearson Type IV distribution. Burt
explains the obtained distribution by appeal to a theory of genetic
influences. The theory asserts that intelligence is dependent upon the
combined effect of a large number of genes. If each of many genes
have an equivalent effect, the resultant distribution would be normal.
Burt next assumes that certain genes are likely to exert a larger
influence than others. This effect would tend to produce a distribu-
‘tion with an excess, relative to the normal distribution, of individuals
at the tails of the distribution. Third, one would expect that in as
complex a characteristic as intelligence that any mutation or genetic
error would tend to result in a decrement in intelligence. In addition,
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chromosomal irregularities, prenatal and birth damage all would
combine to lower I1Q. These factors would tend to produce a skewed
curve with an excess of individuals in the lower part of the distribu-
tion. Cattell (1971) has also argued that the influence of assortative
mating would tend to produce a distribution with a great number of
individuals at the extremes. That is, individuals tend to marry indi-
viduals of-equal intelligence and this would tend to increase the
probability that favorable genes in one parent would co-occur with
favorable genes in the other parent and that unfavorable genes would
also co-occur with unfavorable genes leading to an increase of indi-
viduals in the next generation with genes that are either favorable or
unfavorable for intelligence.

Burt’s and Cattell’s explanations of the distribution of intelligence
are based on genetic influences. It should be noted that purely
environmental explanations or an explanation involving the interac-
tion of genetic and environmental influences can also be postulated
which would help to explain the distributions. For example, one
might assume that intelligence test scores result from the combined
influence of a great variety of environmental events that might or
might not be present. Some environmental influences might exert a
larger influence than others. It is apparent that Burt’s genetic model
can be translated into an environmental model. We do not wish to
prejudge our discussion of the influence of genetic and environmen-
tal effects on intelligence. We wish only to point out that the
obtained distribution of IQ scores is compatible with a theory that
emphasizes either genetic or environmental influences of intelligence
test scores.

Finally, it should also be noted that there is likely to be a
positive correlation between parental genetic and parental environ-
mental influences. That is, parents with high genetic endowment for
intelligence would be likely to provide an environment conducive to
the development of high intelligence, and parents with low genetic
endowment are likely to provide an environment inimical to the
development of intellectual ability. The resulting hereditary—environ-
mental correlation should also tend to produce a distribution that
departs from the normal.

Although consistent data exist with respect to the distribution of
intelligence on both the Stanford-Binet and Wechsler tests, one
should be cautious in interpreting these obtained distributions as
indicating the inherent distribution of the construct intelligence.
Changes in either the environment or in gene pools from generation
to generation would affect the distribution of intelligence. Also, it



Stability and Change in Intelligence 63

should be noted that intelligence tests cannot be completely divorced
from a cultural context. Intelligence tests measure abilities germane
to the acquisition of concepts and knowledge that are valued by a
particular cuiture. As a culture changes and the definition of the
knowledge that is valued within the culture changes, the composition
of tests that are conceived of as measures of intellectual ability will
change. And, as the content of tests changes, the distribution of
ability defined by those tests may change.

It should also be noted that our intuitive concept, shaped by our
cultural experience, of what constitutes an adequate distribution of
ability is not unrelated to what is considered - as a reasonable,
empirically obtained distribution. And, our derived ability distribu-
tions shape our conception of what constitutes a reasonable social
order. Our willingness to accept the kind of distribution that is
obtained may be only a reflection of a culturally induced bias. It is
possible to imagine social orders and requisite interdependent distri-
butions radically different from those that have been obtained. For
example, we might imagine a social order in which a small number of
individuals require high intellectual ability—perhaps to program the
culture—and all other members of the society engage in routine
activities with minimal intellectual demand. Conversely, one could
imagine a social order in which all complex functions are performed
by machines and the only human functions are those that tend to
require low intellectual ability. It is apparent that tests that would
measure the underlying distribution of ability required for success in
such imaginary cultures would have radically different distributions
than those obtained from current tests.

Stability and Change in Intelligence

Intelligence test scores were originally age-corrected to form an
intelligence quotient by dividing a score for mental ability by chron-
ological age—MA/CA. Scores on contemporary tests of intelligence
are treated differently. An individual’s score is compared with the
scores attained by other individuals of the same age. A person’s
position in the distribution of scores for his age is then converted
into an IQ score based on his rank in the distribution. Such IQ scores
are called deviation IQs and they have several advantages over the
traditional IQ ratio. They are more appropriate for adult samples and
they correct for possible changes in ability with age.

A good deal of research has dealt with the extent to which IQ
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scores are constant over a person’s life. Using deviation IQs, such
research focuses on the extent to which, a person maintains or
changes his position in the distribution of test scores at different
ages. This question is typically answered by obtaining correlations
between test scores obtained from the same individuals at two
different ages.

The most systematic evidence related to this question comes
from the Berkeley Growth Study. This is a longitudinal study of 61
children born between 1928 and 1929 which, as of this time, has
continued through age 36. The sample was composed of ‘“normal”
children whose parents were white and English speaking, born in
Berkeley, California, and i1s somewhat biased in that it 1s above
average in socioeconomic status (see Jones and Bayley, 1941, for a
description of the study group and sample). The study involved
repeated testing of individuals from infancy through adulthood.
Data with respect to the test—retest correlations of tests given at
different ages with IQs at ages 17 and 18 are presented in Tables 3.1
and 3.2. A number of generalizations emerge from an examination of
the data in Tables 3.1 and 3.2. IQs that are based on the average
(mean) of three different testing occasions are better predictors of
subsequent 1Qs than single IQ scores obtained at the same age period.
This result is not unexpected. The average of three administrations
permits one to correct for sources of nonrepeated error in a single

TABLE 3.1

Correlations between single test IQs at
Different Ages and Age 18 in the
Berkeley Growth Sample

Age r
6 77
7 .80
8 .85
9 .87

10 .86

11 .93

12 .89

13 93

14 .89

15 .88

16 .94

17 .90
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TABLE 3.2
Correlations between 1Qs Averaged over Different Ages

and the Mean of IQs at 17 and 18 in the Berkeley
Growth Sample

Average of months or years r
Months
1,2, 3 .05
4,5, 6 —.01
7,8,9 .20
10,11,12 A1
13,14,15 .23
18, 21, 24 .55
27, 30, 36 .54
42 48, 54 .62
Years
5, 6,7 .86
8,9,10 .89
11, 12,13 .96
14,15,16 .96

exam. Even when averaged over three occasions there is no relation-
ship between tests given in the first 6 months of life and IQ at 18.
There are very low positive correlations between I1Qs averaged over
the 10- to 15-month period and IQ at age 18. It is not until the 18-
to 24-month period that any appreciable degree of predictability can
be achieved. What is perhaps most remarkable in these data is the
relatively high degree of predictability that can be achieved by IQs
given between ages 5 and 7. These IQs given at the very beginning of
formal education predict IQ at the end of the high school period.
Although the average of several tests does eliminate some of the
unreliability in the measure, it does not eliminate unreliability com-
pletely. It is probably the case that the correlation of .86 between
ages, b, 6, and 7 and IQ achieved at 17 and 18, when corrected for
attenuation, indicates that approximately 80% of the variance in IQs
at age 17 and 18 is predictable at ages 5, 6, and 7. Also, the corre-
lation of .96 between IQs given at ages 11, 12, and 13 and IQ at 17
and 18 indicates that, when corrected for attenuation, virtually all of
the variance in the 17- and 18-year period is predictable from
knowledge of IQs in the preadolescent period.

Although the degree of constancy is relatively high, a number of
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qualifications should be made. First, the results are based on a
relatively limited sample and the relationships between IQ at early
ages and later IQ are slightly. higher than those obtained in other
samples (see Bloom, 1964, for a discussion of these studies). Second,
the sample is small and slightly biased. It would be difficult to
generalize these results to nonwhite samples or to children who are
low in socioeconomic status. Third, despite the high predictability
achieved, individuals do change from administration to administra-
tion. Table 3.3 presents an indication of the amount of change
obtained when comparing IQs obtained at different ages and IQ at
age 17. Note that there is a consistent decrease in mean change as the
age of testing moves closer to the comparison age of 17. Note further
that single IQs—especially those given early in life—are quite capable
of being substantially different from IQs obtained at a later age.
Thus, in approximately 50% of the cases, IQs obtained at ages 6, 7,
8, or 9 will be 10 or more points different from IQs at age 17. And,
over this period, the changes in the small sample of 40 can be as high
as 25 or 30 points at any given age. Of course, if IQs averaged over
three occasions were used, the amount of change for IQs given at
different periods would be smaller.

TABLE 3.3
Changes in IQs Given at Different Ages and IQ at Age 17
in the Berkeley Growth Study

Age at Standard deviation
testing Range of changes  Mean change of change
6 months 2—60 21.6 15.7

1 year 1-75 16.6 14.9

2 years 0—40 14.5 9.5

3 years 0—39 14.1 9.4

4 years 2—34 12.6 8.0

5 years 1—27 10.8 7.0

6 years 0—34 11.1 7.8

7 years A 9.2 7.4

8 years 0—25 8.7 6.3

9 years 0—22 9.6 5.7
10 years 1—26 9.5 6.4
11 years 1—21 7.8 5.4
12 years 0—18 7.1 4.9

14 years 0—18 5.8 4.7
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Anderson (Bloom, 1964) has developed an ingenious interpreta-
tion of the constancy of IQ obtained in the Berkeley Growth Study
and in a similar study conducted at Harvard. The model used is
essentially the same as one used to explain constancy in a characteris-
tic such as height. One can assume that the amount of sﬁbsequent
growth is unrelated to the amount of previous growth. A child at a
particular age may be assumed to have reached a percentage of his
final adult height. Even if the correlation between subsequent growth
and previous growth is zero, there will be a positive correlation
between height at one age and height at a subsequent age due to the
initial advantage or disadvantage possessed by an individual at the
previous age. That is, height at an earlier age overlaps height at a later
age and may be thought of as the already attained growth plus a
random (i.e., unrelated to previous growth) increment in growth.
This model explains not only the correlation between previous height
and subsequent height, but also the fact that the correlation increases
as the difference decreases between the ages that are correlated. With
respect to intelligence, the model implies that an increasing per-
centage of the total mental age attained by an individual is reached as
the individual grows older. The level of mental age reached at any
one age 1s unrelated to increments in mental age at subsequent ages.
However, the overlap in mental age guarantees an increasing correla-
tion between mental ages as the difference decreases in mental ages
that are correlated.

Although Anderson’s theory can be used to derive a close fit with
the empirical results describing correlations between IQs given at
different ages, there are a number of arguments suggesting that the
overlap hypothesis is not a correct explanation of the constancy of
IQ. On theoretical and on logical grounds it is unattractive to assume
that intelligence is constant through the growth period. That 1s, the
structure of intellectual abilities is probably different at different
ages. An individual may develop new ways of attacking problems and
new intellectual strategies as he becomes older. These lead to qualita-
tive changes in intelligence as a function of age. Note that we do not
measure intelligence at different ages with the same items. In this
respect, intelligence is not like height, which can invariably be
measured by the same procedure and invariably refers to the same
thing.

An argument against Anderson’s overlap hypothesis can be made
on empirical grounds. The hypothesis assumes that increments in IQ
are unrelated to previous intellectual level. Pinneau (1961) has ana-
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lyzed the data from the Berkeley Growth Study and has concluded
that individuals who are high in ability tend to show larger incre-
ments over a given unit of time than individuals who are low in
ability (see Pinneau, 1961, especially Chap. 7).

Differential rates of gain in mental age are masked in conven-
tional IQs and in correlations between them. If individuals of higher
IQ show greater increments in ability relative to individuals who are
low in IQ, there will be no change in their position relative to other
individuals in the population. And such differential increments could
occur even where the test—retest correlation in 1Q is 1.00. In effect
Pinneau’s analysis suggests that individuals of high ability must have
more growth 1n intellectual ability to maintain their relative position
than individuals of low ability.

If increments in ability are larger for individuals high in ability
than for individuals low in ability, we can explain these results by
appeal to the constancy of influences that are likely to affect
intelligence. The hereditary and environmental influences which
combine to influence intelligence at earlier ages are quite likely to be
present at later ages. Thus, most children who experience an environ-
ment that is favorable to intellectual growth early in life should
continue to be in such an environment at later ages. This would
explain why children who have made large amounts of progress
would continue to do so.

Bloom (1964) has suggested that intellectual plasticity is greater
early in life than later in life. He argues that later 1Q is substantially
determined by its overlap with the intellectual gains made at an
earlier age. This suggests that interventions designed to increase 1Q
by providing a stimulating environment would be more effective
when presented at an earlier, rather than a later, age. Bloom has
suggested on the basis of the overlap hypothesis that there is a great
deal of plasticity in intellectual ability up to age 4 but little there-
after. This implies that intervention programs designed to change
intelligence should be confined to the first 4 years of life. By
contrast, if the constancy of intellectual functioning is attributable
to the constancy of influences that operate on the development of
intelligence, it follows that there is no reason to believe that intellec-
tual abilities are more plastic in one period rather than another. Thus
the fact that the mean of the IQ scores at ages 17 and 18 is virtually
perfectly predicted by the mean of the IQs at ages 11 to 13 does not
imply on this view that intervention programs initiated at age 13 are
doomed to failure. A plausible interpretation for the predictability
between the age periods 11 to 13 and 17 to 18 would be that by age



The Special Case of “Infant Intelligence” 69

11 to 13 the impacts of the school situation and of the home on the
development of intellectual capacity have been experienced. There is
little likelihood of a change in the school or home environment
experienced up to age 13 with the environment that is experienced
through ages 17 and 18. However, if interventions could be devel-
oped that changed the environment through this period or provided
adolescents with experiences or skills missed at an earlier age, it is
possible that large-scale changes in intellectual ability would result.

There is another argument that would suggest that early interven-
tions to produce intellectual change would be more powerful than
later interventions. If early intellectual ability is a precursor of the
ability to develop further skills, then early interventions might have
widespread effects that would influence subsequent learning. This
view would imply that the effects of interventions to improve intel-
lectual skills and abilities might have long-term effects and could
only appropriately be assessed after a period of time had elapsed in
which the newly acquired skill could operate and influence subse-
quent interactions with the environment.

The speculations we have indulged in with respect to the notion of
plasticity in intelligence as a function of age may be seen as a substi-
tute for the presence of actual data with respect to this question.

The Special Case of “Infant Intelligence”

Our examination of data from the Berkeley Growth Study indi-
cates that there is relatively little relationship between scores on
infant tests of intelligence and subsequent tests of intelligence. These
and other analogous findings have led some psychologists to suggest
that intelligence is not a fixed or invariant characteristic of an
individual. Theorists such as Hunt (1961) would replace a model
postulating invariance of intellectual ability with a model that as-
sumes there are specific competencies whose attainments are precon-
ditions for the development of subsequent, more advanced com-
petencies. These competencies or skills may develop at different
rates. Precocious development or attainment of some intellectual
skill is not necessarily predictive of the ultimate level of attainment
of an individual. This view, which is derived from a Piagetian concep-
tion of intellectual development, is also compatible with Guilford’s
theory in that it assumes relative independence among different
intellectual abilities.

Such a view implies, first, that different measures of intellectual
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ability early in life will be unrelated to each other and, second, that
scores on such measures will not be predictive of later intelligence.
The data reviewed in Chapter 2 indicate that there is considerable
evidence for the view that different measures of intellectual ability
are substantially related to each other when given to school age
children or adults. How do different measures of infant ability
obtained during the first year of life relate to each other?

The data relating different measures of infant intelligence or
ability are somewhat inconclusive for a number of reasons. There are
relatively few studies that have been reported. Often the number of
individuals included in the studies are relatively small. Most of the
studies have correlated test results for two tests given at two differ-
ent times. Since the performance of infants is likely to be variable on
different days and times, the relationship between the two test scores
may be influenced by this instability. The data taken as a whole do
indicate that there is considerable overlap between measures of
ability in the first 2 years of life. Thus, information obtained about
intellectual ability from one test is likely to be at least positively (if
not always substantially) related to other concurrently obtained
indices of ability.

There are a number of studies that deal with relationships among
different measures of ability in the first 2 years of life. McCall,
Hogarty, and Hurlburt (1972) have reported the results of an item
analysis at different ages of responses to the Gesell tests of infant
development. They report there was a principal component or cluster
of items that tended to be interrelated at each age tested. However,
in no case did this principal component or cluster account for more
than 19% of the total variance on the test. This finding suggests that
omnibus tests of infant development tend to deal with somewhat
more heterogeneous and unrelated abilities than tests appropriate for
older children and adults. A comparable analysis at later ages would
probably indicate that a principal cluster could be defined that
would account for close to 50% of the common variance on the test.

In the last decade tests have appeared, based on Piaget’s ideas
about the development of intelligence, that can be used with pre-
verbal children. Uzgiris and Hunt (1966) have developed such a test
and Escalona and Corman (undated) have developed a test of the
child’s attainment of different levels of ‘““object permanence.”’ In this
test, a child is shown an object that is hidden or displaced in several
ways. The test measures the child’s attainment of different stages of
development culminating in the ability to be aware that an object
that is covered and hidden is still present.
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Several studies have been published relating scores on Piaget-type
measures to other tests. Lewis and McGurk (1972) (see also Wilson,
1973, for criticism of this study) report correlations between the
Bayley test and the Escalona-Corman test at 3, 6, 9, 12, 18, and 24
months of .24, .60, .16, .09, .23, and .02, respectively. Their sample
was composed of 20 predominantly middle-class children. Golden
and Birns (1968) report a correlation between the Cattell test of
development and the Escalona-Corman test at 12 months of .24.
King and Seegmiller (1973) have reported correlations between the
Bayley mental scores and six scales derived from the Uzgiris-Hunt
test at three age periods. Table 3.4 presents their results, and indi-
cates that the correlations are quite variable. However, the bulk of
the correlations are low and positive.

Gottfried and Brody (1975) have reported correlations among
scores on the Bayley test of infant development and scores on the
Escalona-Corman scale and scores on a measure of the development
of schemas in relation to objects for a group of black children at 47
weeks of age. All tests were administered during the same session.
Table 3.5 presents their results. Their data indicate that there is
substantial agreement among these scores.

These data taken as a whole indicate that different measures of
ability given during the first year of life are likely to be positively
related to each other. There is at least some suggestion in the
inconclusive literature reviewed here that the degree of relationship
among these measures is somewhat lower than that which obtains at
a later age. If this is so, it might be attributable to a greater
independence of the development of intellectual skills or perhaps to
the difficulties involved in testing preverbal children. In any case the
data do not conclusively support a model of total independence of
the rate of development of skills related to ability in the first 2 years
of life.

The Berkeley Growth Study represents only one of several at-
tempts to relate scores on infant tests of ability to scores obtained on
tests given later in life. (For reviews of this literature see McCall,
Hogarty, and Hurlburt, 1972; Rutter, 1970; and Stott and Ball,
1965.) The available data suggest that tests and measures other than
the Bayley mental score may relate more substantially to later scores
than would be indicated by the Bayley study. The available data do
not permit one to assert with confidence that there is a lack of
relationship between scores on tests of ability given during the first
18 months of life and later intelligence. There exist data that
suggest there is substantial predictability for later intelligence test
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TABLE 3.5
Correlations between the Bayley Scale of
Mental Development and Two Piagetian-Type Scales”

Bayley ~ Object permanence Schemas'

Bayley mental 47 .84
Object permanence 47
Schemata

From Gottfried, A.W., & Brody, N. Interrelationships
between and correlates of psychometric and Piagetian scales of
sensorimotor intelligence. Developmental Psychology, 11, 382.
Copyright 1975 by The American Psychological Association.
Reproduced by permission.

scores from scores obtained during the first year of life. Such data
include evidence that some tests may be more predictive than the
Bayley, and that certain measures based on parts of the Bayley or
based on special experimental procedures may be predictive. In
addition, few studies have attempted to predict later intelligence
using a combination of scores on different measures obtained during
infancy. Because of the uncertainty surrounding the issue of the
relationship between early and late measures of intellectual ability, it
is not possible to argue decisively that a measure of intellectual
ability predictive of later intelligence cannot be obtained during the
first year of life.

There is some evidence, although it is not consistent, that scores
on the Gesell type of tests may be somewhat more predictive of later
intelligence test scores than scores on the Bayley. Roberts and
Sedgley (1966) report correlations between single administrations of
the Griffiths tests given at 3 months, between 6 and 9 months,
between 12 and 15 months, between 18 and 21 months, and IQs at
age 7 of 0, .22, .39, and .49 for a sample of 54 normal children in
England (see also Hindley, 1965). Data were not reported involving
the averaging of several administrations of the Griffiths.

The Griffiths has not been used extensively in this country. It is,
however, similar to the Gesell scales. (See Caldwell and Drachman,
1964, for evidence of substantial correlations between these mea-
sures.) Research relating the Gesell Developmental Schedule to later
intellectual development has produced inconsistent results. Early
research tended to report low correlations (Anderson, 1939). More
recent research has tended to report higher correlations. Knobloch
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and Pasamanick (1960) have report higher correlations. Knobloch
and Pasamanick (1960) have reported a correlation between scores
on the Gesell tests administered at 40 weeks and scores on the
Stanford-Binet test at age 3 of .48 for a sample of 195 children.
McCall, Hogarty, and Hurlburt (1972) report correlations between
the Gesell given at 6, 12, and 18 months and scores on the
Stanford-Binet obtained at age 10 of .05, .37, .42, and .53, respec-
tively, for girls and corresponding correlation of .07, .12, .27, and
.59 for boys. These data indicate substantially lower predictive
relationships for the Gesell (particularly for boys) than those ob-
tained in the Knobloch and Pasamanick study. The data taken as a
whole suggest that scores on the Gesell tests and the Griffiths tests,
which are related to them, are somewhat more predictive of later
intelligence than scores on the Bayley tests.

Although scores on infant tests considered as a whole are not
substantially predictive of later intelligence test scores, it may be the
case that subsets of items are predictive. The most dramatic evidence
for such a possibility comes from a study involving the Berkeley
Growth Study sample reported by Cameron, Livson, and Bayley
(1967). They report that the age at which a child first passed items
related to verbal skills during the 6-, 9-, and 12-month examinations
was highly predictive of verbal IQ at age 26 for girls, r = .74. There
was no relationship for boys. Similar results were obtained by Moore
(1967) in England, He found that a verbal index derived from the
Griffiths scale at 6, 12, and 18 months was predictive of subsequent
IQ at 8 years for girls and not for boys. Thus, at least for girls, early
verbal precocity seems predictive of latter intelligence. The greater
predictability of females’ later intelligence than of males’ from scores
obtained early in life has been occasionally noted (compare the
results reported by McCall, Hogarty, and Hurlburt and see their
article for a review of other relevant research).

Apart from the data reported by Cameron et al., there are few
available data indicating that subsets of items on standard tests given
in infancy may achieve substantial predictability of later intelligence.
However, it is possible that special procedures are necessary to
measure cognitive ability in infancy. Lewis (1971) has reported a
relationship between a measure of “response decrement’’ obtained at
age 1 and 44-month Stanford-Binet 1Q of .46 for girls and .50 for
boys. In this connection, response decrement refers to a decrease in
visual attention to a repeatedly presented pattern of lights. The
decrement may be conceived of as an index of the rate at which an
infant forms an internal representation or schema of the stimulus
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which is then used as a basis for matching a stimulus presentation
with the internal representation or memory of the stimulus. When
the internal representation or memory of the stimulus coincides or
matches the percept elicited by the stimulus when it is presented,
attention, as indexed by the time of visual fixation, is decreased.
Thus, the rate of response decrement may be conceived of as a
measure of the rate of information processing. (For reviews of
relevant literature, see Lewis, 1971.)

The findings of Lewis (which require replication) combined with
those of Cameron et al., are at least suggestive of the possibility that
adult IQ might be predicted on the basis of performance on measures
obtained during the first year of life. Thus it appears premature to
rule out the possibility of substantial continuity between preverbal
intellectual ability and later ability.

These studies also suggest reasons for the lack of predictability
between infant tests and those given later in life. Infant tests are
designed for use with children who have not developed language.
Later tests, even so-called nonverbal tests, assume that the person
tested understands language. It may be the case that the attempt to
assess intellectual ability in the preverbal child may require the more
refined and complicated procedures used in laboratory settings rather
than the use of items that can be administered without special
equipment.

An additional reason for the lack of predictability of infant tests
derives from the fact that performance on these tests is substantially
influenced by physical and motor development. Gottfried and Brody
have reported that measures of motor development, physical devel-
opment, and activity level correlate substantially with performance
on tests of ability at 48 weeks of age. However, measures of physical
development, motor development, and activity level are correlated
not at all or substantially lower with measures of ability obtained
with school age children. Table 3.6 reports some of these correla-
tions.

Motor development and scores on intelligence tests are unrelated
in school age children (Dudek et al., 1972; Singer, 1968). Gottfried
and Brody report correlations at 48 weeks varying between .35 and
.59. Height is weakly correlated with adult and school age intelli-
gence with correlations ranging between 0 and .25 (Tanner, 1969).
Gottfried and Brody report correlations ranging between .31 and .48.
Activity level is either negatively related or not related at all to
intelligence scores of school age children (Grinsted, 1939; Maccoby
et al., 1965). Gottfried and Brody report correlations ranging be-



‘uoisstuiad Aq peonpoiday "UOI}RIDOSSY [BO130[0YdASJ uedtrowy ayJ, Aq GL6T
1ysdukdo) ‘gQe ‘I1 ‘AFojoyofsg (pjuswdojaad(] "9dUaBI[[ajUl I0JOWIOSUSS JO S$9[BIS UeI}Pdeld pue
oupewoyoAsd JO s93e[a1100 pue usemjlaq sdiysuoije[aitsiu] ‘N ‘Apoig ® “M'V ‘perijijon woiy,

¢0'— €0’ 64" oy 8¢ ¢t sewayo§
00° 90°<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>