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PREFACE

Science, politics, and ideology are linked in the study of intelligence.
Beliefs aboutracial and genderdifferences in intelligence, the heritability
of intelligence, declinesin intelligence amongthe aged,the relationships
between intelligence and schooling, and the modifiability of intelligence
seem to be influenced by a complex mixture of ideology and science.If
this is true, it is not unreasonable to expect someone writing a volume
about intelligence to explicate his or her political and ideological posi-
tion. I will do so but not without a sense of reluctance. I prefer scientific
anonymity and its implicit stance of objective neutrality.
Myinterest in the field of intelligence began some twenty odd years

ago. My wife, Erness, was teaching Educational Psychology at Rutgers
University, and she read Arthur Jensen’s article in which he suggested
that racial differences in intelligence might have a genetic basis. She
knew that I had becomeinterested in the behaviorgenetics of personality
and she asked me whatI thoughtof the article. I read the article and
answeredhertruthfully that I knewlittle or nothing about the field of
intelligence. This was a curious omission in my knowledge since I was
writing a book about personality, and I thought of myself as an individual
difference psychologist. I had a course in graduate school devoted to the
administration of tests of intelligence. The information about intelli-
genceI received in the course was often wrong andlargely irrelevant to an
understandingof the natureof intelligence. I was disturbed about my lack
of knowledge aboutintelligence. It seemed to me that this was an impor-
tant dimension of individual differences about which I should know
something. Erness and I decided to learn as much as we could about
intelligence. We were motivated by a desire to demonstrate that Jensen was
wrong. Ourcollaboration led to the publication of a book by Academic
Press in 1976 Intelligence: Nature, Determinants, and Consequences.

If the world were as I would like it to be, what I think I have learned
aboutintelligence would notbetrue.I think that individual differencesin
intelligence, as assessed by standardizedtests, relate to what individuals
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learn in schools and to their social mobility. And I think that scores on
such tests are related, albeit weakly related, to race and social class
background. In addition, I think we do not know howto substantially
modify or eliminate individual differences in intelligence or the relation-
ship between individual differences in intelligence and whatis learned in
schools. As long as this is true, individual differences in intelligence will
relate to various importantsocial outcomes.In my utopia, children would
be equally capable of learning and everyone would be well educated. Dif-
ferences in status associated with different occupations would be mini-
mized or eliminated. Individual differences, in whatever would be analo-
gous to intelligence in such a world, would beof little relevance. That
world is not the world in which welive. In our world, individual differ-
ences in intelligence as assessed by standardized tests are important. I
have tried to understand these differences and to write about them in
whatI hopeis an objective and honest way.

I have two beliefs that influence what I have written in this volume.
First, the study of “traditional” issues surrounding individual differences
in intelligence remains important despite recent efforts to change the
field by renewed emphasis on theories and methodsderived from cogni-
tive experimental psychology. I try to sketch someof the ways in which
the traditional study of individual differences relates to the new experi-
mental approach. Second, I believe that scientific analysis is capable of
leading us to an approximation of whatis “true.” I hope that mycritics
will discover the errors in what is written in this book and lead us to a
better understanding of individual differences in intelligence.
There are eleven chapters in this volume. Thefirst two chapters describe

the structure of intellect. Chapter 1 is historical and deals with the works
of Binet and Spearman, amongothers. Chapter 2 deals with contemporary
psychometric analyses of the structure of intellect and includes a discus-
sion of Gardner’s theory of multiple intelligence. Chapters 3 and 4 deal
with the experimental studyof intelligence. Chapter 3 is concerned with
attempts to relate general intelligence to elementary cognitive processes,
and Chapter 4 deals with more complex viewsof the basisof intelligence
and includesa discussion of componential analysis. Chapters 5 and 6 deal
with the behavior genetics of individual differences in intelligence. Chap-
ter 5 focuses on genetic influences, and Chapter 6 is concerned with
environmental influences. Chapter 7 contains a brief discussion of re-
search on the biological basis of intelligence. Chapter 8 deals with sta-
bility and changein intelligence over the life span. The three remaining
chapters in the volume may be thought of as a discussion of socially
relevant issues related to intelligence. Chapter 9 explicitly considers the
relationship between intelligence and socially relevant outcomes, includ-
ing the relationship betweenintelligence and education. Chapter 10 deals
with race and gender differences in IQ. Chapter 11 considers dimensions
other than IQ that are related to social competence.
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It is a pleasure for me to acknowledge someof the debts I accrued while
writing this book. Bob Sternberg and Tony Vernonsent meprepublication
manuscripts of books they are editing. Howard Ehrlichman and John Sim-
monsread an earlier version of Chapter 10 and provided valuable com-
ments. I benefited from discussions with a numberof colleagues about
various issues; Ian Deary wasespecially helpful. Santina Scalia has been
wonderfully patient and hard working in dealing with my inadequacies as
a typist and word processor. I am grateful for the good grace with which
she typed and retyped manypages of this manuscript.
And, finally, a special expression of love and gratitude to Erness who

first interested mein this field and taught me morethingsthanI will ever
know—both about intelligence and many other far more important
things. It is to her that I dedicate this book.





1
HISTORICAL BACKGROUND

 

In the last two decadesof the nineteenth century, psychologists in Amer-
ica, England, France, and Germanyattempted to measure individualdif-
ferences in intelligence. In England, Galton (1879, 1883, 1885) developed
a laboratory to measure individualdifferences in sensory functioning. He
believed that sensory discrimination ability was positively related to in-
tellectual ability. Binet began his investigations of individual differences
in intelligence in France with observations on his daughters (Binet, 1890).
In 1896 he and Henri (Binet & Henri, 1896) outlined a theoretical project
for the developmentof a test of intelligence based on the attempt to
develop tests of several independent complex functionsor faculties whose
combined influence was assumed to determine an individual’s intellec-
tual level. Binet and Henri were critical of the relatively widespread at-
tempt to measureintelligence by the use of simple laboratory procedures.
They believed that intelligence was best measured bytests of such com-
plex functions as imagination, aesthetic sensibility, memory, and com-
prehension.

Thefirst 20 yearsof research on intelligence accomplished little. Sam-
ples were small, laboratory procedures were casual, and quantitative in-
dices reporting relationships among measures were not used. In 1904,
Binet and Simon presented a paper to a German psychological society
expressing extreme pessimism aboutthe possibility of developing mea-
sures that could be usedto assess intelligence in an objective way in a
limited period of time (see, Wolf, 1973; for additional information about
the early history of attempts to measureintelligence, see Peterson, 1926,
and Spearman 1904b). The methods of testing outlined by Binet and
Henri were tentatively rejected in America by Sharp (1898-1899), who
gave a series of tests to 7 Cornell University graduate students and con-
cluded that the measures werenotrelated. In addition, she thought that
they did not lend themselves to understanding fundamental psychologi-
cal processesof the type studied in Cornell's influential laboratory found-
ed by Titchener.
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The attempt to study individual differences in simple psychological

processes had also floundered. Cattell & Farand (1890) began series of

studies at Columbia University, culminating in an important paper pub-

lished in 1901 by Wissler (1901). Wissler was the first to use the coeffi-

cient of correlation to actually measure the relationship amonga set of

measures of simple psychological processes. He tested Columbia Univer-

sity students and found that the average correlation among the measures

wasclose to zero and that these measures were notrelated to measuresof

academic performance. The Sharp and Wissler studies were extremely

influential in America and did much to turn experimental psychology

away from the studyof intelligence for several decades.

Although little was accomplished in the first two decades of research

on intelligence, the two most important papersin this field were written

one year apart in 1904 and 1905. Spearmanpresented the theory of gener-

al intelligence in 1904 and Binet and Simon presented thefirst test of

intelligence that was similar to modern tests (Binet & Simon, 1905a,b,c;

Spearman, 1904b). Each of these seminal contributions involved creative

ways of thinking about traditional problems.

SPEARMAN’S 1904 PAPER

Spearman’s paperreported the results of a set of investigations designed

to test Galton’s observation that intelligent individuals had keener senso-

ry discriminations than individuals who werelowinintelligence. In addi-

tion, Galton had suggested that it would be valuable to study the rela-

tionship between measuresof sensory discrimination ability and ratings

of individual difference characteristics (see J. M. Cattell, 1890).

Spearman’s investigations were closely modeled on Galton’s sug-

gestions. He obtained measuresof the ability to discriminate visual, au-

ditory, and tactile stimuli and he related these measurestoschoolperfor-

mance in examinationsin different academic subjects as well as ratingsof

intellectual capacity for several samples of schoolchildren and one sam-

ple of adults. He found that the measures of sensory functioning tended
to be positively correlated with measuresof intelligence.

After obtaining these results, Spearmanbegana searchoftheliterature

and discovered Wissler’s paper reporting contradictory results. Spearman

(1930) stated that he would not have obtainedhis data if he had knownof

Wissler’s negative results. The discrepancy between the results he ob-

tained and those reported earlier led Spearman to undertake a review of

earlier studies using laboratory techniques to measure individual dif-

ferences in mental functioning.

Spearman hadfourcriticisms of the literature he reviewed. First, he

noted that, with the exception of Wissler (1901), earlier investigators had

not calculated quantitative indices of the relationships among their di-
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verse measures. Theyrelied on subjective impressions. Spearman noted

that formulas for the calculation of the coefficient of correlation existed
and that this statistical measure could be used to summarize the degree
of linear relationship between twosets of measures. Second, no one calcu-
lated probable errors—a measure of the statistical reliability of the re-
sults. Third, the experiments were poorly controlled and included many
different variables that might influencethe results. Fourth, there was no
correction madefor the unreliability of measurement. Spearman (1904a!
published a paper presenting techniquesfor calculating corrected coeffi-
cients of correlation. In this article he presented formulas to correct ob-
tained correlations in order to provide an estimate of the true relationship
between variables after the elimination of the influence of other vari-
ables. These formulas includeda correction for attenuation. An obtained
correlation between two measures will always be lower than the hypo-
thetical “true” correlation between the measures if the obtained mea-
sures contain errors of measurement. Thereliability of a measure may be
estimated and the obtainedcorrelation maybe corrected for unreliability.
Spearman indicated that previous investigators had not corrected forat-
tenuation.

Spearman’s theory was intimately connected with his data analyses.
Spearmanasserted that he wasinterested in the relationship between the
commonandessential elements existing among his measures of sensory
discrimination ability and his several estimates of intelligence. Accord-
ingly, he obtained aggregated scores for his subjects by averaging their
scores on discrimination tasks and on the several estimates of intel-
ligence. The correlation between these aggregates corrected for unre-
liability of measurement was 1.00—the maximum possible value. Spear-
manreached the conclusion that “the commonandessential elementin
the Intelligences wholly coincides with the commonandessentialele-
mentin the Sensory Functions” (Spearman, 1904b).

Spearman assumed that all conceivable measuresof intelligence were
related to a commongeneral intellectual function. It was not the case,
however, that all measures of intelligence were equally good measuresof
the commonfunction. Spearman assumedthat the correlation between
any pair of measures of intelligence was determined by the extent to
which they were both measures of the commonintellectual function. He
assumed that scores on a measure of intelligence could be partitioned
into two components—a general, or g, component and specific, ors,
component. The g component is the componentthat is determined by
that which the measure has in commonwith all other measures of the
commonintellective function. The s componentis specific to each mea-
sure. This implies that the correlation between any two measures of
intelligence will be determined bytheratio of g to s in each of the mea-
sures. The higher the ratio, the higher the correlation. This theory is
knownas the two-factor theory of intelligence.
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These assumptions have a number of empirical consequences. They
imply that the matrix of all possible correlations amonga set of diverse
measures of intelligence should exhibit certain regularities. First, the
matrix should exhibit a positive manifold. Thatis, all of the correlations
should be positive. This follows directly from the assumption thatall
measures of intelligence have a g component. Second, it should be pos-
sible to rank order the measures in terms of their g-to-s ratio. Since
Spearman assumedthatthe correlation between any two measuresof the
commonintellective function is determined by the amountof g they
share, it follows that the measure with the highest average correlation
with all other measures will have the highest ratio of g to s. A rank
ordering of the measures may be obtained from the averagecorrelation of
each measure with all other measures. The rank-ordered measures may
be arrayed in matrix form as in Table 1.1. The rank-ordered matrix should
be one in which the correlations decrease as one goes across a row or
down a column and there should be no inversions of this order in the

matrix. Third, Spearman demonstratedlater that all possible sets of four
measures obtained from the set of all measures mustfulfill the law of
tetrad differences (Spearman & Holzinger, 1924). The law may be ex-
pressed as follows:

Tio X 134 = 113 * Tog

There are at least five respects in which Spearman’s paper may be
considered an important contribution to our understandingof individual
differencesin intelligence. First, the paper provides an explicit theoretical
rationale for the construction of tests of intelligence. Tests of intelligence
should contain measures or subscales that have high g-to-s ratios. This
principal has not always been followed. For example, the widely used
Wechsler tests of intelligence have subscales whose average correlation
with all other scales is relatively low—in modern jargon—whose g load-
ing is low. An additional principle of measurement that may be derived
from Spearman’s theory is that intelligence is best defined in termsof an
aggregate index based on diverse measures of the commonintellective
function. Spearman called the use of aggregates the “hotchpotch”princi-

TABLE 1.1 A Hypothetical Matrix of
Correlations among Five Tests?
 

 

Tests 1 2 3 4 5

1 .60 54 .48 36

2 45 .40 30

3 36 26

5 24
 

“The correlations satisfy the law of tetrad differences.
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ple. And, as we shall see, Spearman believed that his theory provided a
rationale for the methods of measuringintelligence that were developed
by Binet andhis collaborators. The hotchpotch principle implies thatit is
possible to obtain an estimate of an individual’s g level by using anyset of
intellectual measures that have g loadings. The aggregated score obtained
on an intelligence test with diverse subtests will be in substantial agree-
ment with the aggregated score obtained on

a

test containinga different
set of g-loaded measures. Thisis referred to as the principle of the indif-
ference of the indicator.

Second, Spearman developed methods for analyzing correlation ma-
trices. Spearman’s methods were the foundation of factor analysis—a
statistical technique that permits one to analyze the sources of variance
of a particular measure by examining thepattern of correlations between
the measure and other measures. Pearson (1901a,b], the statistician who
discovered the formula for calculating the coefficient of correlation, de-
veloped techniques for factor analyzing correlation matrices usingdiffer-
ent procedures 3 years before Spearman published his paper. Spearman
was thefirst to analyze a correlation matrix of psychological measures
and to indicate that the understanding of a particular measure can be
obtained by an analysis of relationship between the measure and other
measures. Spearman’s analyses may be construed as the precursor of the
use of construct validation procedures that assess the validity of a mea-
sure by an investigation of the nomological network of laws andrelations
surrounding the measure.

Third, Spearman clearly understood thatintelligence is a construct and
is a hypothetical entity. He would surely have thought a definition of
intelligence as that which the test measuresis bizarre. Since g was de-
fined as a commonintellective function that is variably estimated by any
and all possible measures, including those that have not as yet been
invented, it cannot be identified with any particular measure or subset of
measures.

Fourth, Spearman’s theory contains a strong empirical claim thatall
measures of intelligence are measures of a single commontheoretical
entity. Whether this is correct or not is an issue of intense debate in
contemporary research. There are contemporary theorists who, with
some modifications, would accept Spearman’s theory of general intel-
ligence.

Fifth, Spearman assumedthat there is a relationship between intel-
ligence and performance in relatively simple sensory discrimination
tasks. This aspect of Spearman’s paper wasgenerally regarded as wrongif
not perverse. Binet reviewed Spearman’s papera yearafter its publication
and wrote: “He regards this conclusion as profoundly important.It may
possibly be. We ourselves are profoundly astonished at the conclusion
becauseof the very defective character both of the sensory experimentsof
the author and of the manner in which he determined or had others
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determine general intelligence . . . (Binet, 1905, p. 624, italics in original).
American psychologists tended to accept Wissler’s researchas a definitive
demonstration that measures of simple psychological processes based on
laboratory techniques had a zero correlation with intelligence as ex-
pressed in academicsettings. Spearman had twocriticisms of Wissler’s
research. The subjects, or reagents as he called them, were Columbia

University students and weretherefore likely to be intellectually homo-

geneous. This “restriction in range of talent” must, of necessity, reduce

the magnitude of the obtained correlations. In addition, the conditionsof
measurement were less than ideal. Subjects were tested three at a time

and were given 22 tests in 45 minutes. The experimenter also was re-
quired to measure the head length and breadth of the subjects and to
record observations of several of the subject’s features.
Whatis interesting about the virtually unanimousrejection of Spear-

man’s results indicating a relationship between sensory discrimination

procedures and moreglobal aspects of intellectual functioning is that

Spearman wasprobably correct. Deary (1986) has undertaken a careful
review andreanalysisof all of the data obtained in the nineteenth century
and for the first two decades of the twentieth century dealing with the

relationship between performance in simple laboratory tasks andesti-

mates of intelligence. Spearman obtained correlations of .66 and .56 be-

tween aggregated measures of sensory functioning and aggregated mea-

sures of intelligence as indicated by academic performance in two

different samples. Spearman had actually calculated the correlations in-

correctly. The actual correlations as recalculated by Fancher (1985) were

38 and .39. These correlations are comparable to the values obtained by

Spearman’s contemporaries. In addition, we shall review contemporary

research that indicates that measures of pitch discrimination that are

conceptually analogous to those used by Spearmanare correlated with

intelligence test scores. Thus it would appearthat the one aspect of Spear-

man’s paper that was assumedto be wrongor even absurd maybevalid.It

should be noted that Spearman withdrew his claims of an identity be-

tween discrimination ability and general intelligence in a footnote writ-

ten to a paper on a similar topic by Burt (1909-1910). He asserted that

discrimination ability and teachers’ ratings of intelligence were not iden-

tical but might better be understood as manifestation of some more fun-

damental theoretical cause. This formulation is one that is compatible

with the views of some contemporary psychologists.

BINET AND SIMON’STEST OF INTELLIGENCE

Binet and Simon’s papers represented the culmination of a decade-long
effort to develop a test of intelligence based on the theoretical analysis
presented by Binet and Henri (Binet & Simon, 1905a,b,c, 1916). Unlike
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Spearman, whose review of the mental testing movement of the 1890s
emphasized the lack of quantitative precision and experimental control
that was characteristic of this effort, Binet thought that the work was
precise buttrivial since it failed to measure the important humancharac-
teristics that would define individual differences in intelligence. Binet
believed that a successful test of intelligence would have to separately
measure several intellectual functions or faculties. And, he and Henri
concluded, after several years of work on this problem, that tests did not
exist for several of the critical faculties. Therefore, it would be impossible
to measure an individual’s intellectual function in a restricted period of
time.

The immediate impetus to the developmentof the 1905 scale of intel-
ligence was Binet’s interest in mental retardation. The French hadin-
stituted universal education and the French ministry of education was
concerned with the problem of educating individuals who wereclassified
as morons,idiots, or imbeciles. It was recognized that there was no objec-
tive method for diagnosing these conditions or for deciding whether a
child was able to benefit from the ordinary instructional program of the
public schools. A commission was formed, to which Binet was appointed,
that was given the task of developing psychological and physical diag-
nostic procedures for determining retardation.

Binet wanted to develop a testing procedure that would beeasily ad-
ministered without special laboratory equipment and that would permit
the psychologist to distinguish between individuals with normal and ab-
normal intellectual capacity. In order to accomplish this task he was
forced to abandon someof his theoretical commitments. Binet had been
frustrated by his inability to measure each of the complex intellectual
faculties of intelligence. Binet simply abandoned the attempt to sepa-
rately measure each faculty and decided to use complex tasks that might
be influenced by several of the faculties. He cameto the conclusion that
any complex task must of necessity involve several complex functions
and that important intellectual functions such as judgment were mea-
sured by any complex intellectual task. Thus, pure measuresofintellec-
tual functions, uncontaminated bythe influence of certain omnipresent
functions, were notattainable.

In order to develop a measureof intelligence it was necessary for Binet
to think of a way of scaling items or intellectual tasks. Binet and Simon
relied on the method of age-graded norms for items used by Damaye
(1903, as cited in Wolf, 1973). Intellectual tasks could be differentiated by
a consideration of the age at which a typical child wasable to successfully
complete each task. The use of age grading for intellectual tasks permits
one to define the mentalage of a person byreference to the characteristic
age level of the intellectual tasks that an individual can complete. Al-
though Binet had thought aboutintellectual development in age-related
terms for manyyears, he resisted the tendency to use age-related norms
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as a basis for the construction of a measureof intelligence because of a
belief that intelligence varied qualitatively as well as quantitatively. Binet
thought the analogy between the reasoning processesof the child and the
retarded person was not completely accurate. He and Simon continued to
maintain that these processes were qualitatively distinct in the very pa-
pers in which they presentedtheir test of intelligence that relied on the
implicit assumption that one could measurethe intellectual capacities of
retarded individuals by comparing their functioning to children of differ-
ent ages. Their theoretical assumptions were at variance with their mea-
surement procedures.
The actual test developed by Binet and Simon consisted of 30 items

arranged in order of increasing difficulty. On the basis of exploratory
research that was not completely described in their papers, the items
were assigned an age equivalence. The test could be usedto arrive at a
quasiobjective determination of the age-equivalent performanceof differ-
ent groups of retarded individuals. The test is described here as quasiob-
jective because the procedure for scoring performance permitted the ex-
aminer to take into account qualitative features of performance on the
task. The tests could be administered in a relatively restricted period of
time and did not require any special laboratory facilities. The test pro-
vided a simple and objective way of classifying different grades of retarded
individuals. Several of the items on the test are similar to those used in
contemporary tests of intelligence.
Binet published a new version of the test in 1908 (Binet, 1908). The new

version was based on additional empirical research and included more
specific age-graded groupingsof items. The 1908 test was also meantto be
applied to normal children in order to develop suitable instructional pro-
gramsfor children at each grade level. A further revision of the scale was
presented in 1911 (Binet, 1911). The several versions of the tests were
translated into English and used in America and subsequently became
the basis for the Stanford—Binet test of intelligence (see Peterson, 1926;
Terman & Childs, 1912). Binet never specified a method for developing a
single score from his tests. It remained for Stern (1912) to demonstrate
that it was possible to calculate an intelligence quotient by dividing a
person’s mental age by their chronological age. This ratio, multiplied by
100, was called the intelligence quotient or I.Q.

BINET AND SPEARMAN

Spearman provided a theory and Binet provided a test. Their contribu-
tions continue to be important and certainly defined the world view of
psychologists interested in intelligence for several decades. It would be
hard to imagine two individuals whose work coexisted in time andinflu-
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ence whoweresointellectually distinct. And, they disagreed about the

value of each other’s contributions. Spearman believed that Binet should
have used laboratory measures of the sort he evaluated in his original
research. Nevertheless, he recognized that Binet’s tests could provide an
adequate measureof intelligence because his hotchpotchprinciple would
apply to the set of items selected by Binet (See Spearman, 1923, 1927,
1930). Spearmanfelt that the derivation of a single index or score on the
basis of performanceontheBinet tests was entirely appropriate since the
score must be construed as an estimate of g. He believed that his theory
provided the intellectual foundation for the measurementofintelligence
by Binet. Binet (1905) thought Spearman’s attemptto relate intelligence
to simple laboratory measures was wrong and hedid not accept Spear-
man’s theory of general intelligence. Although he was neverquite precise
in his formulation, he thought of intelligence as consisting of several
rather distinct things that were involved in an unspecified way to deter-
mine an average level of functioning. In onesenseit is clear that Spear-
man hasthe better part of this argument. One cannot presume to mea-
sure intelligence and to derive a single index unless in some way that
hypothetical entity that is measuredis onething.If intelligence is many
things then a propertest or measure of intelligence mustresult in several
scores that reflect each of the distinct components of intelligence.
Spearman and Binetalso differed with respect to their attitudes toward

abstraction and quantification. Binet resisted quantitative treatment. He
was impressed with the complexity of the phenomena he studied and
believed that numerical analyses could not dojustice to the qualitatively
distinct phenomena that the investigated. Spearman, by contrast, was
obviously at home in the realm of quantitative abstraction. He distrusted
the surface appearance of things and assumed that measurements were
fraught with error. Thus he used quantitative indices and purified them in
order to understand conceptual relationships among variables that were
not immediately observable. This willingness to turn away from actual
observations is apparent in his decision to aggregate his several discrimi-
nation procedures and his several measuresof intellectual functioning.
This decision was justified by the assumption that there is a com-
monality among the measuresthat transcends their obviousdistinctions.
The presence of positive correlations among the several measures pro-
vided only partial support for the decision to create aggregate indices. The
correlations were less than perfect and it would have been equally pos-
sible to emphasize the distinctiveness of the functions measured by each
of the tests as well as their commonality. Binet would probably have been
more interested in the former characteristic than the latter. Spearman’s
decision to aggregate his measures required a mind at homewith abstrac-
tions—onethatis willing to turn away from things as they seem in order
to postulate an order amongthings that can only be imagined.
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THOMSON AND SPEARMAN

Spearman’s two-factor theory of intelligence wascriticized on both con-
ceptual and empirical grounds. Spearman’s original presentation of the
theory left g as an undefined theoretical entity. In 1916, Thomsonpre-
sented a theoretical interpretation of g that Spearman did not accept
(Thomson, 1916). Thomson suggested that the law of tetrad differences
and the evidencein favor of the existence of a general factor in matricesof
correlations of diverse tests of intellectual ability could be explained on a
theory of the mind that he characterized as anarchic. Thomson assumed
that there was a large set of independent bondsor units in the mind. Any
test of ability is assumed to sample somesubsetof these bonds. Different
tests will sample different units of the total set. The expected value of the
correlation between tests on this model will depend on the operation of
the lawsof probability. If two tests both samplea relatively large number
of bonds, then one would expect simply on the basis of chance that they
would sample many bonds in common.If two tests each samplea rela-
tively small numberof bondsor units the probability that they will sam-
ple any units in commonis reduced. The expected value of the correlation
betweentests is solely a function of the number of bondsthey share in
common. Thomsonindicated that his theory explained the law of tetrad
differences without assuming that g was a single theoretical entity. He
characterized his theory as an anarchic model of the mind as opposed to
Spearman’s monarchic theory of mind. Thus, for Thomson,the existence
of a single commonfactorof intelligence was expected by the operation of
the laws of chance.
Thomson and Spearman engaged in a heated debate for over 20 years

about the respective merits of their interpretations of the natureof g (see
references in Dodd, 1928, 1929; Thomson, 1939). Spearman indicated
that Thomson’s theory did not explain the law of tetrad differences since
the theory implied that the correlation between tests would only approxi-
mate the law. The actual correlations would vary depending on the laws
of chance that specified only probabilistic values of overlap among inde-
pendently sampled units. By contrast, Spearman argued that his theory
specified a deterministic model according to which the correlation be-
tween tests of intellectual ability would be determined precisely by the
amountof g they shared. Thomsonpointed out that this argument was
correct but irrelevant since the law of tetrad differences was not precisely
supported by existing correlation matrices. Therefore, it was disin-
genuous to argue that Spearman’s theory was superior to Thomson’s by
virtue of its ability to predict exact values satisfying the law of tetrad
differences if the exact values did not in point of fact exist in actual
correlation matrices.
Spearman also argued that Thomson’s theory implied that all indi-

viduals would have equal intellectual ability. Thomson correctly pointed
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out that his theory could accommodate individual differences in intel-
ligence by postulating that each individual possessed only a subset of the
universe of bonds. Thomson assumedthat individuals differed in the
numberof bonds or units of intelligence that they possessed.
With the benefit of hindsight, it appears that Spearman’s debate with

Thomsonwassterile. Both theories were able to accountfor the existence
of a generalfactor of intelligence. They differed metaphorically. Spearman
tended to think of the commonfactor as a singular entity. He suggested
that the factor mightbe related to the overall energy of the mind. Spear-
manalso developed a theory of intelligence based on cognitive principles.
He assumedthattests that had high g-to-s ratios called for the “eduction
of relations and correlates” which he defined as follows:

The eduction of relations ... when a person has in mind any two or more
ideas (using this word to embrace anyitems of mental content . . .) he has more
or less powerto bring to mindanyrelations that essentially hold between them.

It is instanced whenever a person becomesaware, say, that beer tastes some-
thing like weak quinine . .. or that the proposition “All A is B” proves the
proposition “Some A is B”...

The eduction of correlates ... when a person has in mindanyidea together
with a relation, he has moreor less powerto bring up into mindthecorrelative
idea.

For example, let anyone hear a musical note and try to imaginethe note a
fifth higher .. . . (Spearman, 1927, pp. 165-166]

The principle of eduction of correlates and relations provides a simple,
if somewhat vague, characterization of g. The theory has never beenfor-
mally tested but it has been used on occasion as a way of distinguishing
amongtests that differ in their g-to-s ratio. This use of the principle is
rather informal since there is no quantitative method of assigning educ-
tion of correlates and relations values to measures.
Contemporary research and theory have not resolved the theoretical

debate between Thomson and Spearman. Contemporary theorists who
remain committed to a modified version of Spearman’s two-factor theory
differ with respect to their interpretations of g. Humphreys (1976, 1985,
1989}, for example, has endorsed a theoretical interpretation of the gener-
al factor in intelligence that is based on Thomson’s theory. He assumed
that there are many different facets or determinants of the indefinitely
large numberof potential measuresof intellectual ability. It is possible to
define an indefinitely large numberof relatively homogeneoustests that
differ in only onefacet and thus will exhibit correlations of less than 1.00.
At the same timethe correlation between such independenttests will
tend to be positive since they are likely to share facets in common.
Eysenck (1988) stated that Spearman’s principle of the eduction of

correlates and relationsstill provides the best definition of g. There is
even contemporary research on intelligence that is reminiscent of Spear-
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man’s energy theory. Haier, Siegel, Neuchterlein, Hazlett, Wu, Paek,
Browning, & Buchsbaum (1988) related individual differences in intel-
ligence to measuresof the overall metabolism of the brain. They reported
a high negative correlation between a measureof the energy expenditure
of the brain andscoreson a test of abstract reasoningability. Individuals
whoscore high on a test of intelligence have brains that exhibit less
activity during the test than individuals who score low on thetest. These
findings may be viewedas providing support for a contemporary version
of Spearman’s theory of mental energy.
The dispute between Thomson and Spearman maybetreated as a meta-

phorical difference in ways of thinking about the general factor in intel-
ligence. It is also the case that different metaphors may havedifferent
theoretical consequences and maylead investigators to suggest different
research problems. It is sometimes possible to resolve such issues em-
pirically. Loevinger (1951) argued that it is difficult to test Thomson’s
theory becauseit is without specific empirical consequences. By contrast,
Willerman & Bailey (1987) argued that observations of individuals who
have sex chromosome anomalies or sensory handicaps provide evidence
that contradicts Thomson’s theory. Females with Turner’s syndrome, who
lack a portionorall of the second X chromosome,havepoorspatial ability
and havedifficulty in dealing with the Block Design test on the Wechsler
test of intelligence. They do not exhibit deficits on the verbal subtests of
the Wechsler.It is also the case that individuals with Turner’s syndrome
exhibit correlations between spatial and verbal measuresof intelligence
that are not substantially different from the correlations obtained from
individuals who do not have Turner’s syndrome. The existenceof a cor-
relation between different tests implies, on Thomson’s theory, that the
items must share elements or bonds in common.If an anomaly influ-
ences a specific intellectual function, then the elements thatare affected
ought to influence performance on related tasks. Willerman and Bailey
asserted that correlations among different intellectual components that
are shownbytheir differential responsiveness to anomalies to be indepen-
dent might come about because of correlated qualities of independent
neural machinery subserving different intellectual functions.
The Willerman and Bailey argumentis not decisive for at least two

reasons. Evidence that anomalies may influence one typeof intellectual
function withoutaffecting a correlated but independentintellectual func-
tion contradicts Spearman’s theory as well as Thomson’s theory. If there
is a single commonintellectual faculty, then anything that influences
performance on one type of task should influence performance on other
intellectual tasks. Thomson’s theory is a theoretical account of Spear-
man’s two-factor theory. Evidence that contradicts both theories cannot
be used to support one theory over the other. In addition, it is not clear
that Thomson’s theory of bonds is contradicted by the assertion that
neural machinery exists that subserves entirely different intellectual
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functions. One could argue that the commonelementsthatlead to rela-
tionships amongdiverse intellectual functions may be conceivedas oper-
ating by a sampling principle. Thomson (1939) indicated that the bonds
that are sampled maybe locatedin diverse areas of the brain and need not
be physically contiguous. It is possible that Loevinger’s analysis is cor-
rect. Thomson’s theory is simply too vagueto be tested. It remains on the
level of a metaphor.

SPEARMAN AND THURSTONE

Spearman’s theory was subjected to a more fundamental criticism on
empirical grounds. Matrices of correlations amongability tests did notfit
the law of tetrad differences. Spearman was awareof this problem asearly
as 1906 (Spearman & Kreuger, 1906). Tests of intelligence that appeared to
be similar with respect to the kindsof intellectual functions they mea-
sured would exhibit correlations that were too high. For example, in a
correlation matrix derived from a battery of tests of spatial visualization
functioning and verbal tests, the correlations among tests belonging to
each class of measuresis likely to be higher than those expected on the
basis of Spearman’s theory. The discrepancy occurs because the correla-
tions between tests belonging to the two separate classes of measures are
likely to be lower than the correlations amongtests belonging to the same
class. It is apparent from this hypothetical example that correlations be-
tween tests would be determined notonly by a sharedgeneralintellectual
factor but also by similarity in specific factors that are common to a
subset of measures. This contradicts Spearman’s assertion that specific
factors are uniquely presentin each intellectual test. Spearman attempted
to trivialize this problem by indicating that tests may be only super-
ficially different. A test of letter cancellation in which a subject is re-
quired to cross out all instances of the letter “e” is only superficially
different from a test of letter instancesof the letter “t’”. Spearman argued
that such superficial similarities between tests would lead to high cor-
relations simply because each test wasreally a parallel version of the
other. This analysis is wrong. Tests that are not superficially equivalent
to each other exhibit high correlations that cannot be solely accounted for
by their sharedrelationship to a general intellectual factor. Such evidence
constitutes a decisive refutation of Spearman’s theory. This implies that
relationships amongtests of intelligence cannot be accounted for by a
single commonintellectual ability factor.
While Spearman was aware that his theory had been empirically re-

futed, he continued to emphasize the importance of the commonintel-
lectual factor. He tended totreat the possible existenceof specific ability
factors as minor perturbationsof little general importance. It remained
for an American psychologist, Thurstone, to construct a theory of intel-
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ligence based on the existence of specialized intellectual abilities.

Thurstone (1938) argued that Spearman’s theory was flawed on concep-

tual grounds and provided a misleading foundation for the measurement

of individual differencesin intelligence. He believed that there were sepa-

rate intellectual abilities that were unrelated to each other. An adequate

representation of a person’s intelligence would therefore require the spec-

ification of a person’s score on each of several ability factors. Thurstone

believed that such a representation would provide a moreaccurateassess-

ment of the strengths and weaknesses of a person and would be diag-

nostically superior to an evaluation that was based ona single score.

Thurstone developeda statistical procedure called multiple factor anal-

ysis that permitted him to analyze correlation matrices to determine the

number of independent factors or dimensions that were required to ac-

count for the relationships among the tests in the matrix (Thurstone,

1931). For this purpose, Thurstone began with several assumptions about

the structure of measures of intelligence. He assumed that there were

several independent ability factors. This assumption implies that a per-

son’s score on one ability factor is unrelated to the person’s score on

another factor. The numberof ability factors that existed in a set of

diverse tests was smaller than the numberof tests. Each test was assumed

to be a measure of one or more factors. A person’s score on a particular

test could be represented by an equation representing the sum of the

cross-products of the person’s score on eachof the factors that determine

performanceon thetest and a weighting of each factor based on its impor-

tance in determining performanceon thatparticulartest. In the case of a

test determined by twoabilities, the equation may be written as follows:

5 = a,X, + a)X>, where s equals the person’s score onthetest, x, and x,

represent the person’s score on the factors that determine performance on

the test, and a, and a, represent the weightings of the factors in termsof

their importance in determining performanceonthetest.

Multiple factor analysis is a technique for discovering the numberof

independentfactors present in the matrix of correlations that must be

postulated to accountfor the obtained correlations. While the statistical

procedures involved are complex, the basic concepts underlying thepro-

cedure are fairly easy to comprehend. Imagine a matrix of correlations

derived from tests of mathematical reasoning ability, spatial reasoning

ability, and verbal ability. Imagine that correlations amongtests belong-

ing to each of these subsetsare relatively high and correlations between
pairs of tests belonging to different subsets are relatively low. In such a
case, it is intuitively obvious that one would have to postulate three

different relatively independent factors or dimensionsto accountfor the
pattern of correlations obtained in the matrix. The end result of a factor
analysis is the creation of a factor matrix that specifies several indepen-
dent factors and the relation of each of the tests to the factors. Therela-
tionship between a test and a factor is called the loading of a test on a
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factor and is represented as a hypothetical correlation betweenthetest
and thefactor. The set of loadings of a test on each of the factors provides
an analysis of the extent to which performanceona test is determined by
each of the factors. Thefactor analysis partitions the variance of scores on
a test into separate components of variance representing the contribu-
tions of each of the factors to performance onthetest. Thefactor analysis
also permits oneto assign a score to an individual on each of the indepen-
dent factors that are assumedto be represented in the matrix. A person’s
score on a factor is determined by his or her performanceontests that
load on the factor.

There are a numberof different criteria and procedures available for
determining the numberof factors that must be postulated to accountfor
the matrix of obtained correlations. Thurstoneused the principle of sim-
ple structure to define factors. The factor analyst seeks to define factors
that will maximize the loading of each test on one or morefactors and
lead to zero loadings of the test on remainingfactors. In the limiting case,
each test will load on a single factor. If a test does not load on a factoritis
assumedthat factor does not determine performanceon thetest.
Thurstone reported the first test of his theory in 1938. He obtained

scores on a battery of 56 tests from a sample of 240 volunteers who were
students at universities. He factor analyzed the matrix of correlations and
obtained 13 factors. Of these, 9 were assigned a psychological label. The
labels were spatial, perceptual, numerical, verbal, memory, word fluency,
inductive, arithmetical reasoning, and deduction. Thurstone believed
that his study had conclusively demonstrated that Spearman’s theory was
incorrect. He replaced the general factor with several independentfactors.
Thurstone’s rejection of Spearman’s theory was premature. Thurstone

(1938) noted that the vast majority of correlations in his matrix were
positive and the median correlation among theset of correlations fell
within the class interval .25 to .35. The correlations among independent
tests of ability tended to be positive or zero. He accountedfor the pres-
ence of positive correlations by indicating that most tests of intellectual
ability in common use were psychologically complex, containing load-
ings on several factors. This would provide a basis for a relationship
amongtests since any pair of tests was likely to share a commonloading
on one or morefactors. An alternative interpretation of this findingis that
the existence of positive correlations amongthetests is attributable to a
commonintellectual ability factor—Spearman’s g. Thurstone’s study did
not provide an ideal vehicle for distinguishing between his theory and
Spearman’s theory. Thurstone had made the same error that Spearman
had accused Wissler of making 30 years earlier. The use of university
students had restricted the range of talent of individuals in general intel-
ligence thereby decreasing the magnitudeof the correlation amongtests
of ability. If the average correlation amongtests were larger, it would be
more difficult to obtain a factor solution in which independentfactors
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satisfied the requirementsof simple structure. As the average correlation
among tests increases, tests tend to have higher loadings on all of the
independent factors and zero loadings of tests on factors cannot be ob-
tained.
Thurstone’s conclusions about the absenceof a g in his matrix of cor-

relations were challenged by Eysenck (1939}, who reanalyzedhis correla-
tion matrix using a method that permitted him to define the general
factor in the matrix. He found that g accounted for 30.8 percent of the
variance in the matrix. After removing the variance in the matrix attrib-
utable to g, Eysenck defined eight specific factors that were similar to
those defined by Thurstone. The variance accounted for by these factors
ranged from 6.61 to .97% of the variance in the matrix. Thus, on Ey-
senck’s analysis, g accounted for substantially more variance than any of
the individual factors. Carroll (1988) calculated the percentage of variance
of the general factor and the specific factors in each of the tests in
Thurstone’s battery using the results of Eysenck’s factor analysis. Carroll
found that g accounted for approximately half of the variance of scores on
these tests and that specific factors accounted for the remainingvariance.
It should be noted that the relative importance of g and of specific factors
in Thurstone’s results is influenced bytherestriction in rangeof talent of
the subjects used by Thurstone.If Thurstone had used a morerepresenta-
tive sample, the importance of g relative to specific factors would be
increased. This analysis implies that individual differences in perfor-
manceonthetests used by Thurstone could be accounted for by a general
factor and one or more specific factors of the type postulated by
Thurstone.
By 1941 Thurstonerealized that his research had not conclusively dem-

onstrated that Spearman’s theory was wrong (Thurstone & Thurstone,
1941). In his subsequent factor analytic investigations Thurstone used
samples of children who were notrestricted in range of talent for general
intelligence. He found that he was notable to define a factor solution that
postulated the existence of independent factors and that satisfied the
requirementof simple structure. Thurstone’s solution to his problem was
to change his way of defining factors. In his original factor analyses
Thurstone had defined factors that were unrelated to each other. These
factors are called orthogonal. Thurstone abandoned orthogonal solutions
for oblique solutions that permitted factors to be correlated or related to
each other. It is possible to illustrate the import of this procedure by a
simplified example. Assumethat a psychologist administered a battery of
tests containing subsets of tests of verbal and spatial ability. Assume
further that the average correlation amongverbal subtests was .70 and the
average correlation amongspatial tests was also .70. Assumefurther that
the average correlation between a spatial and a verbal subtest was.40.If
one were to factor analyze this matrix of correlations it would be possible
to identify two independentfactors. It is also apparent that tests that
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loaded highly on one of the factors would have a positive loading on the
secondfactor and the factor solution would notsatisfy the requirements
of simple structure. One way of attaining simple structure for such a
matrix would be to permitthe factors to be related to each other. Such an
oblique solution in this case wou!d require the factors to be correlated .4.
Simple structure could be obtained at the expense of permitting the fac-
tors to be nonindependent.
The use of oblique factor analysis left Thurstone without a convincing

refutation of Spearman’s two-factor theory. What accounted for the
positive correlations amongthe factors? One could argue that the factors
were correlated because of the existence of a general factor. It is possible
to demonstrate this by additional statistical manipulation of the correla-
tion matrix. It is possible to perform a second-orderfactor analysis of the
correlation matrix formed by examiningthe correlations amongfactors.
A general factor might emerge that was identifiable as Spearman’s g. R. B.
Cattell (1941) indicated that Spearman’s theory and Thurstone’s theory
might be reconciled by postulating the existence of a hierarchical struc-
ture of ability. The factor g is a general factor present in all measures of
ability. Thurstone’s factors are represented at a lower level of abstraction
in the hierarchy. Thusthe higher-orderfactor is defined by a widerset of
variables (tests) than any of the individual factors that collectively define
it. The g factor is assigned a singular position at the apex of the hierarchy
and may be thought of as a commonfactor that is present in all of the
tests. The g factor is derivable from the relationships that exist among the
more specialized factors postulated by Thurstone.
This historical survey has traced the development of a theory of the

hierarchical structure of abilities whose outline was clearly established
by 1941. In the next chapter several contemporary theories of the struc-
ture of abilities will be considered and we shall compare them to the
hierarchical structure of ability developed at the beginning of the fifth
decade of this century.
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THE STRUCTURE OF INTELLECT

 

THE THEORY OF FLUID
AND CRYSTALLIZED ABILITY

Description

R. B. Cattell (1941, 1963, 1971, 1987; see also Horn, 1985) believed that
second-order factor analyses provided evidence for more than one second-
order factor. He suggested that Spearman’s g could be divided into two
separate factors called fluid and crystallized ability. He subsequently ar-
gued that there was evidencefor the existence of five-secondorderfactors
(Horn & Cattell, 1966).
The distinction between fluid and crystallized ability was closely relat-

ed to a theoretical analysis of two types of intellectual factors called
intelligence A and intelligence B developed by Hebb (1942) on thebasis of
observations of intellectual changes in individuals following brain
damage.Intelligence A was basic biological capacity to acquire knowl-
edge. Intelligence B was an ability that was influenced by acculturation.
Cattell was also influenced by research conducted by Spearman andhis
students in the 1930s dealing with attempts to derive measuresofintel-
ligence that had high g-to-s ratios. Tests of perceptual analogies andclas-
sifications were assumedto be good measuresof g. Such tests wererela-
tively independentof tests of scholastic achievement and knowledgethat
was acquired in schoolsettings.

Cattell’s theory was based on theresults of factor analytic investiga-
tions that started with Thurstone’s primary mentalability factors. Sec-
ond-order factor analysis of oblique factors led to a distinction between
two second-order factors labeled g; and g, (R. B. Cattell, 1963). Factor gy,

18
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fluid ability, was defined by tests that were assumed to measure the
biological capacity of the individual to acquire knowledge. Factor Zo)
crystallized ability, was defined by tests that were assumed to measure
the influence of schooling and acculturation. Thefactor with the highest
loading on the second-orderg. factor was verbal ability. Tests of vocabu-
lary measure g.. Inductive reasoning and spatial reasoning factors tend to
load highly on the second-order g, factor. Cattell developed culture-fair
tests of intelligence that were designed to present individuals with novel
problemsof reasoning using common elementsof experience. Thetests
were assumedto be good measuresof the ability to educe correlates and
relations adumbrated by Spearman. Figure 2.1 presents items from the
Cattell Culture-Fair tests. Such items measure g, rather than g..

Cattell’s theoretical interpretation of g, and g. has several deductive
implications. Changesin the biological state of the organism influence &,
more than g.. Intellectual ability may be influenced by brain damage,
prenatal insults, and nutrition. These events influence g, more than g..
Cattell believed that genetic influences were stronger on g, than on g..
Cattell also argued that there were age-related changes in the functioning
of the brain that lead to an inevitable age-related decline in g,. By con-
trast, g, does not decline with age. Changes in the quality of schooling
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and other attempts to changeintelligence by providing improvedintellec-

tual socialization experiences influence g, more than gy.

Cattell also developed a causal analysis of the relationship between g;

and g.. The g, factor is more likely to influence g, than g,is likely to

influence g,. This assertion is related to the fundamental distinction be-

tween ability and achievement. To assert that one has an intellectual

ability is to assert that one has a capability or potential that may or may

not be actualized. An achievement, by contrast, represents the attain-

ment of something for which ability is a necessary condition. Thusit is

not possible to acquire knowledge in the absence of the ability to learn.

Onecould havethe ability to learn but, for a variety of reasons, one may

not acquire knowledge. A person with the ability to learn may have been

deprived of the opportunity to learn or, for temperamental or moti-

vational reasons, may choose not to actualize the ability. This implies

that ability measures should stand in a causal (but not a unicausal)rela-

tion to measures of achievement. At the same time achievements(intel-

lectual attainments) can influenceintellectual abilities. One can acquire

knowledge and algorithms that change one’s ability to acquire new

knowledge. This implies that the relationship between abilities and

achievements is a complex onethat changesover time. While abilities are

initially the necessary condition for achievement, achievements can

eventually influence abilities. Cattell’s causal analysis of the g,-g, dis-

tinction replicates the ability—achievementdistinction in the domain of

ability. That is, fluid ability is initially a necessary condition for the

developmentof crystallized ability.

Cattell’s second-order factor analyses of Thurstone’s primary mental

abilities factors provided evidence for additional second-order factors.

Cattell was able to identify five different second-orderfactors. In addition

to g, and g., he identified a visualization factor, a memory factorrelated to

retrieval capacity, and a cognitive speed factor (see Horn & Cattell, 1966).

The second-order factors identified by Cattell were not orthogonal.

This permitted Cattell to perform a third-order factor analysis of the

second-order factors. At the third order, Cattell defined two factors—an

educational effectiveness factor anda factor hecalled historical fluid abil-

ity. Factor g, was the factor with the highest loading on thehistoricalfluid

ability factor and g. was the factor with the highest loading on the educa-

tional effectiveness factor.

In recent years muchof the researchrelated to Cattell’s theory has been

conducted by Horn (1985). Horn modified the theory while maintaining

the essential commitmentto the importanceof the g,—g, distinction. He

believed that five second-order factors were necessary to account for the

relationships amongfirst-order ability factors. Table 2.1 presents a repre-

sentative five-factor solution obtained by Horn for a series of measures

used by cognitive psychologists. Horn does not proceed to a third-order

analysis.
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TABLE 2.1 Second Order Oblique Factors2.>
 

 

Primary factors Symbol ga Asd Be 8 &y h2

Auditory
Discrimination among sound

patterns DASP 50 15 .00 21 —.04 .68
Maintaining and judging

rhythms MaJR 35 —-04 -.07 -.09 29 32
Temporaltracking of sounds Tc 29 —-.07 04 .26 .20 61
Auditory cognition of relations ACoR .23 .08 17 24 -.11 .47
Auditory immediate memory Msa 22 -—-.01 —.04 55 -.18 -—.59
Speech perception under

distraction/distortion SPUD ll 61 -.02 -.05 —-.08 53

Auditory acuity Ac -.01 39 —.15 01 04 .26
Listening verbal comprehen-

sion Va ll .30 43 .08 .03 .66

Visual

Verbal comprehension V -.07  —.16 50 16 —-.16 .69

Semantic systems EMS 02 -.11 ol -.16 —-.01 00

Semantic relations CMS -.03 -—.04 47 17 —.05 73

Induction I —.07 01 .28 26 13 59
Figural relations CFR 00 -.05 -.04 57 .09 61
Visualization Vz ~.05 —-.05 .0O .46 .24 54
Figural classes CFC 01 02 10 19 .40 .28

Speed closure Cs —.09 22 14 19 .20 41

Flexibility of closure Cf 02 -.15 -.11 .08 50 32

Spatial operation S —.05 02 -.10 .06 .47 31
Visual memory Mv 04 -—-.16 .16 .00 .16 .18

Factor intercorrelations Za — 28 04 39 44
Asd 28 — .OO 28 34

Bc 54 0O — 62 49
4 39 .28 62 — 41

Zy 44 34 39 41 —
=r 191 1.15 1.63 1.70 1.67
 

“Based on Horn & Stankov (1982).

bAbbreviations: g,, auditory ability; Asd, auditory sensory detection; g,, crystallized ability;

g-, fluid ability; g,, visual general ability.

Horn’s second-order factors are closely related to Cattell’s. Horn used
cognitive measures to derive second-orderfactors rather than Thurstone’s
primary mental abilities factors (see Horn & Stankov, 1982; Stankov &
Horn, 1980). Where Horn differs most fundamentally from Cattell is in
his theoretical interpretation of the meaning of the factors. Horn did not
interpret g, as a biological ability factor. He asserted that fluid and
crystallized ability are equally heritable although they maybe subject to
partially independentgenetic influences. He assumedthat there are sepa-
rate and distinct physiological and cultural influences on theseabilities.
Fluid and crystallized ability develop along partially independent path-



22, 2. THE STRUCTURE OF INTELLECT

ways and g, is not causally privileged with respect to its influence on g..
Horn accepted Cattell’s theory of the effects of age on these abilities.

Figure 2.2 presents a summary of Horn’s theoretical conception of the
organization of abilities. Note that Fig. 2.2 presents both g, and g. as
broad abilities that are related to the eduction of relations in Spearman’s
sense. They are influenced to different degrees by other broad ability
factors. In this representation, g, and g. are assignedprivileged status with
respect to other second-orderability factors. It is apparent that, through
somewhat different conceptual and empirical routes, Horn and Cattell
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arrived at structural theories that are quite similar. Cattell proceeds
through third-order factor analysis to arrive at two factors that are closely
related to fluid and crystallized ability factors derived from second-order
factor analysis. The educational effectiveness factor and the historical
fluid ability factor may be construed, without excessive distortion, as
factors that preserve a privileged hierarchical status for g, and g.. Similar-
ly, the theoretical schemepresentedin Fig. 2.2 assigns a privileged hier-
archical status to g, and g. relative to other second-orderabilities. Horn
assumedthat the abilities represented in Fig. 2.2 are hierarchically relat-
ed. Complex abilities derive from developmentally primitive and simple
sensory detection functions and associational abilities. The distance from
top to bottom of the hierarchyis inversely proportional to the magnitude
of the correlations amongthe abilities. This implies that the correlation
between complex abilities and g, and g, will be higher than thecorrela-
tion between abilities based on developmentally prior and less complex
information-processing characteristics and g, and g..

Evaluation

A full evaluation of the theory of crystallized and fluid intelligencere-
quires a consideration of evidence on changesin intelligence with age,
research on the behavior genetics of intelligence, and a consideration of
the relationship between simple and complex measuresof ability. All of
these topics are considered in subsequent chapters. In this chapter we
shall consider the factor analytic evidence related to the distinction be-
tween g, and g..
Both Horn and Cattell propose to replace Spearman’s conceptof g with

a theory that assumesthat it is necessary to distinguish between two
types of abilities, g, and g.. In effect, both theorists propose that Spear-
man’s g is no longera scientifically useful construct. The evidence in
favor of this position would befar less equivocalif g, and g. were indepen-
dent. In point of fact they are not. The correlation between g, and g.
factors in most studies is close to .5. It is possible to argue that it is
necessary to introduce a superordinate g factor in order to explain the
relationship between g, and g.. We shall consider several different kinds of
evidence that suggest that the distinction between g, and g. does not
constitute decisive evidence against Spearman’s theory.
Table 2.2 presents a summary of several third-order factor analyses

undertaken by Cattell. For three of the four analyses (those for the three
youngest samples) the loading of the g, factor is higher on the historical
fluid ability factor than the loading of the g, factor on the educational
effectiveness factor. The study using adult criminals is the only study
that includes the five second-orderfactors identified by Cattell. Here the
pattern of results is somewhat different. The g,. factor is substantially
loaded on the educational effectiveness factor and hasa near zero loading
on the historical fluid ability factor. The remaining second-orderfactors



TABLE 2.2 Cattell’s Summary of His Higher-Order Ability Analyses
 

 

 

 

 

 

 

A. Children

Educational Possible
effectiveness maturity

gdh) factor factor

5- to 6-year-olds (114)

ZF 94 —.06 13
Rc 41 38 —.12
Personality

Factor X 10 89 .03

Factor Y 01 -.01 93
9- to 12-year-olds (306)

Re .70 —.02 25
Bo 57 .48 —.06

Anxiety —.09 07 32
Personality

Factor 1 —.41 .OO0 05

Factor 2 —.02 62 .04

B. Teenagers and Adults

General
personality

Educational factor

effectiveness

gh) factor Alpha Beta

13- to 14-year-olds (277)

Re .69 .OO 02 —.07

Ze 63 32 —.04 07
Anxiety

ULL. 24 —.01 79 -.51 —.07
Exvia

ULI. 32 18 23 01 .00
Corteria

U.I. 32 .O9 32 —.52 —.07

Personality

Factor A .O1 —.05 99 — .03

Factor B .0O 04 .03 —.74

Factor C 02 .06 —.69 .08
Adult criminals (477)

ge 53 02 ~.08 ~.10
Ze ~.04 73 20 08
gy 42 —.21 —.08 —.40

Zs .60 ~.01 33 10
By 57 38 —.13 18
Person

ULL. .0O 11 —.32 — .66
Anxiety

ULI. 24 — .03 —.41 -.31 02

Personality

Factor A .0O -.01 45 —.00

Factor D 34 .00 11 21
 

“Based on R.B.Cattell (1971).
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are all more substantially correlated with the historical fluid ability fac-
tor than with the educational effectiveness factor. These analyses indi-
cate that, at the third order, the factor that is more closely related to fluid
ability accounts for more variance than the factor associated with
crystallized ability.

Humphreys (1967) reanalyzed Cattell’s study of 13- to 14-year-old chil-
dren included in Table 2.2. He derived a two-factor solution for these data.
In his solution, all of the Thurstone ability factors and Cattell’s culture-
fair intelligence tests that are assumedto be measuresoffluid ability had
loadings ranging from .44 to .64 on thefirst factor. This factor is broader
than the g, and g. factors. A second factor was defined by the Cattell
culture-fair tests of ability. It had loadings from .20 to .35 on thefactor.
This factor was not well defined by anyof thetests. It weakly resembles a
fluid ability factor. Humphreys found that the two factors were correlated
.57. In Cattell’s solution the correlation betweeng, and g, for these data is
.44. Humphrey’s analysis indicates that Cattell’s data provide substantial
support for a single general factor that encompasses both g, and g..
Humphrey’s factor solution has much in commonwiththehierarchical

models used by British psychologists such as P. E. Vernon (1961), whofirst
defined a general factor and then proceeded to define twofactors called
v:ed and k:m.Factor v:ed standsfor a verbal—educational factor and k:m
stands for a mechanical—spatial ability factor. Vernon, like Humphreys,
retained a superordinate g factor in his analyses.
Evidence for the existence of a single general factor is also present in

the factor analyses performed by Horn.Table 2.1 presented theresults of a
factor analysis of auditory and visual tasks reported by Horn & Stankov
(1982). The correlations amongthefive factors obtained in their solution
are presented at the bottom of the table. Note that the correlation be-
tween the fluid and crystallized ability factors is .62—a value that is
higher than the loading of any test in the matrix with any of the five
factors derived by Stankov and Horn. Thefactor with the highest average
correlation with the remaining four factorsis the fluid ability factor. The
correlations between the fluid ability factor and the other factors range
from .28 to .62. The auditory comprehension factor, labeled Ac in the
table, has the lowest correlation with thefluid ability factor. It is a factor
that is not well defined by the existing tests in the matrix. A test of
speech perception underdistraction loads .61 on the factor. No othertest
has a loading in excess of .4 on thefactor. It is also the case that the five
factors extracted by Stankov and Horn are notwell defined by the existing
tests in the matrix. Only the crystallized and fluid ability factors are
defined by two tests that have loadings in excess of .5, and nofactoris
defined by two tests with loadings in excess of .6. The five-factor solution
is not compelling—there is considerable evidence in the matrix for a
general factor that is related to all of the other factors in the matrix.
The strongest evidence for the existence of a single general factor in

matrices of correlations designed to identify first-order factors and sec-
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TABLE 2.3 Loading of Abilities on the g Factor
 

 

 

Study

Factor 1 2 3 4 Mean

Ze 1.02 1.01 95 .94 .98

Ze 81 .80 .88 77 82

By .78 .70 79 73 715

Zs — 58 .66 55 .60

Zr — — .80 70 15
 

2Based on Gustafsson (1988).

ond-order g, and g, factors comes from studies using confirmatory factor
analysis. Gustafsson (1988; see also Gustafsson, 1984) summarized the
results of studies using these techniques. Confirmatory factor analyses
may be usedto test different models of the structure of hierarchical rela-
tionships amongdifferent tests of ability. In these analyses, the expected
structure of relationships based on previous results is specified and then
tests are made of the goodnessof fit of various models to the obtained
relationships. Gustafsson identified five second-order factors in substan-
tial agreement with the theory proposed by Cattell and Horn. Table 2.3
presents the correlations of each of these factors with a third-order gener-
al factor. Note that each is substantially related to the general factor and
the second-order fluid ability factor is virtually indistinguishable from
the third-order general factor. Since g, and g are essentially the same
factor, it is reasonable to remove g, from thehierarchical order of second-
order factors and leave it at the apex of the ability structure. Theresidual
variance in the matrix after the general factor is removed would include a
g. factor that Gustafsson interpreted as being identical to the factor la-
beled k:ed by Vernon. Gustafsson identified one of the residual second-
order factors as being similar to the factor Vernon labels k:m. There may
be other broad second-orderfactors identified with memory and auditory
ability. Thus Gustafsson’s use of confirmatory factor analysis supports a
hierarchical structure of ability that combines features of Vernon’s theory
with the Cattell—Horn theory of several second-orderfactors. The overall
structure of the resultant model is closer to Vernon’s model in that g is
retained as an essential theoretical construct and fluid ability is assumed
to be identical to g. Gustafsson’s analyses lead to a decisive refutation of
the Cattell—Horn theoretical model.

GUTTMAN’S RADEX THEORY

Guttman’s theory is based on a modification of factor analysis. Guttman
(1954, 1965, 1970) ordered ability tests in two ways. Tests may be ordered
on a dimension of complexity. Such an ordering principle is called a
simplex—it permits a rank order. Tests also differ in content. Content
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differences among tests do not form a simplex. Contentrelationships
amongtests form an orderthatis called a circumplex. Contents may be
ordered in a circular way, with contents thatare related assigned adjacent
positions on the circumference of the circle. The combination of a sim-
plicial ordering principle with a circumplicial ordering system creates
what Guttmancalls a radex—aradial expansion of complexity. In a radex,
each test may be assigned a position in a circular space. Tests that are
located near the centerof the circle are closer, on the average, to all other
points in the space. This forms a simplicial ordering dimension. For any
given simplicial ordering, tests with different contents are arrayed cir-
cumplicially.
Marshalek, Lohman, & Snow (1983) demonstrated that Guttman’s

radex theory is compatible with the hierarchical model of intelligence
derived from factor analysis. They factor analyzed a battery of tests and
wereable to specify the g loading of each of the tests. They grouped these
tests into three categories—those with high g loadings (between 54 and
60% of the variance}, those with intermediate g loadings (between 28 and
46% of the variance), and those with low g loadings (between 4 and 25%
of the variance). They used a multidimensional scaling program to deter-
mine the distance between tests in their matrix. Figure 2.3 presents the
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results of their analysis. Note that tests that have high g loadings (repre-
sented by squaresin Fig. 2.3) are located near the centerof the radex. Tests
with low g loadings are located near the periphery of the radex. Tests that
were found to have high loadings on fluid ability factors also had high g
loadings andare located nearthe center of the radex. Tests with different
contents are arrayed at different distances from the centerof the radex
and are groupedin a circumplicial ordering. It is apparent that the radex
representation of the structure of tests of ability is congruent with the
hierarchical ordering of tests of intelligence that retains a superordinateg
factor.

I have argued that there is evidence that supports a hierarchical ability
model that retains a superordinate g factor. This conclusion would not be
acceptable to two additional theorists, Guilford and Gardner. Guilford’s
theory is based on factor analysis and Gardner’s is based on several addi-
tional data sources. Both theorists assume that there is no reason to
retain g in their theories of the structure ofintelligence.

GUILFORD’S THEORY

Description

Guilford (1964, 1967, 1985; Guilford & Hoepfner, 1971) based his theory
on a three-dimensional taxonomyof intellectual tasks. Intellectual tasks
differ with respect to mental operations, contents, and products. Heas-
sumed that there were five operations—cognition (knowing), memory,
divergent production (generation of alternatives), convergent production
(generation of logic-tight conclusions), and evaluation. These operations
can be applied to four types of contents—figural, symbolic, semantic, and
behavioral. Guilford (1977) subsequently modified the figural category
into auditory and visual categories to create five content categories. The
end result of the application of a particular operation to a particular
content can be expressedin termsof one of six products. Theseare units,
classes, relations, systems, transformations, and implications. This theo-
ry implies that there are 150 different types of intellectual tasks. This
conclusion is based on the assumptionthat all possible combinationsof
these dimensions exist. Guilford asserted that it is possible to develop
tests that measure each of these distinct combinationsof abilities.
Each of the abilities in Guilford’s taxonomyis identified by a three-

letter code. And, each ability is assumed to be defined by one or more
tests. Consider the following examples. The code CFUrefers to the cogni-
tion of figural units. It is measured by a test called “Hidden Print.” Sub-
jects are presented pictures of digits and letters outlined by dots. There
are additional dots on the picture that obscurethe digit or letter that is
presented. Subjects are required to recognize the digit or letter that is
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presented. The task involves cognition—the subject is required to gain
knowledge about a stimulus. The content of the material representedis
figural (visual in Guilford’s revised theory). And, the product that results
is a unit—a single letter or digit. The code MSC refers to memory for
symbolic classes. A test called “Memory for Name and Word Classes”is
assumed to measurethis ability. The subject is presented a set of names
such as IRENE, IRIS, and IRVING.The subjectis required to determinein
a recognition task whether such words as IRA and IDA belong to the
class. The task involves the operation of memory. The stimuli are sym-
bolic and the response involves a determination of class inclusion. A test
called “Reflections” is a measure of cognition of behavioral implications
(CBI). Subjects are required to pick the best psychological implication of
statementsof the kind individuals are likely to make in psychotherapy. A
subject might be presented with the statement, “I’m just wondering how
I’ll act; I mean how things will turn out.” These statements are accom-
panied by multiple choice alternatives. The correct answerfor the state-
ment is, “She’s worried aboutit.” This test deals with knowledge of a
behavioral or psychological event. The product is defined as an implica-
tion. Evaluation of semantic transformations (EMT) is measured bya test
called ’Story Titles.” Subjects are presented with a brief story and several
possible titles for the story. The subject is required to choose the most
appropriate title. The test involves an evaluative judgment about seman-
tic (verbal) material and the product of the evaluationis a transformation.

Guilford originally argued that these abilities were unrelated to each
other. Instead of a hierarchical model, Guilford postulated a model of 150
independentability factors. Tests that were similar on two of the three
dimensions of his model were not assumed to be correlated with each
other more than tests that differed on all of the dimensionsof the model.
In his original formulation there were no higher-order factors in the
model and,clearly, nothing at all that resembled g.

Evaluation

Guilford’s theory is based on a large set of factor analyses that he claimed
resulted in the identification of many of the factors that were postulated
in his theory. These factor analyses used orthogonal rotations that re-
sulted in zero correlations between the factors, thereby providing evi-
dence for the independence of the abilities postulated in the model. In
addition, Guilford (1964) explicitly rejected g on the basis of the finding
that 17% or 48,140 correlations that he computed amongtestsof abilities
in his investigations fell within the interval of —.10 to +.10. Guilford
argued that these findings permit a decisive rejection of g.

It should be noted that Guilford’s results do not support his theory. He
found that 83% of his correlations among ability measures exceeded .10.
If his original theory were correct, correlations amongtests of ability
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would usually be zero except for the case in whichpairs of tests belong to
one of the 150 abilities defined in the theory. Even with this caveat, it is
still difficult to reconcile the assumption of a general ability measure
with the finding of a failure to obtain positive correlations among diverse
measures of ability. Guilford’s findings should be interpreted cautiously
for three reasons. First, some of the tests included in his matrices had low
reliability. Tests that are unreliable may not correlate highly with them-
selves and are not expected to correlate highly with other tests. Second,
he often used Air Force officer trainees as subjects. These individuals
were selected for intelligence. Thus his samples frequently had re-
strictions in range of talent. Third, someof the abilities in his model may
not be related to general intellectual ability. In particular, tests with be-
havioral contents may or may not be adequate measuresofsocial skills
(little evidence of validity exists for such measures}, and social intel-
ligence may or maynotrelate to moretraditional cognitive abilities. So,
too, tests involving divergent production in which an individualis re-
quired to produce several answers to a problem including answers that
may only be minimally relevant (e.g., “How manyusescan you think of
for a brick?”) may or may not be good measuresof somegeneral cognitive
ability. Indeed, Cronbach (1968) argued that such tests are better con-
strued as tests of impulsivity than of intelligence or creativity.
Brody & Brody (1976) examined two matrices of correlations among

ability tests obtained by Guilford and his associates. They chose matrices
obtained from samples not obviously restricted in range of talent and they
excluded correlations amongtests of ability with low reliability. Neither
of the matrices they examined included tests of divergent thinking or
behavioral contents. Tenopyr, Guilford, & Hoepfner (1966) obtained cor-
relations among 50 tests of memory. Brody and Brody excluded seven
tests from this matrix that had reliabilities below .6. Only 2% of the 943
correlations among the remaining tests were less than .12, the value
required to reject the null hypothesis at the .05 level that the true correla-
tion was .00. This result suggests that the true valueofall of the correla-
tions in the matrix was greater than zero. Although Tenopyret al. had
obtained a factor solution postulating the existence of 18 separate
orthogonal(i.e., unrelated) factors, Brody and Brody foundthat oneof the
tests in the battery called the SCATtest that is a good measure of general
verbal ability correlated between .16 and .70 with the 42 remainingtests
in the battery. The median correlation of the SCAT with the remaining
tests was .39. These results suggest that the disattenuated correlation of
the SCAT withall of the remaining measures accountsfor approximately
25% of the variance in the matrix.
Brody and Brody performed a similar analysis of data obtained by Dun-

ham, Guilford, & Hoepfner (1966), who factor analyzed a battery of tests
of ability to learn concepts. After excluding tests of low reliability, Brody
and Brody found that less than 1% of the correlations in the matrix had
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values that were notsignificantly different from zero. A multiple choice
test of vocabulary had correlations ranging between .27 and .60 withall of
the remaining tests in the matrix even though Dunhametal. reported an
orthogonal factor solution with 15 separatefactors.
These analyses indicate that Guilford’s matrices provide ample evi-

dence for a positive manifold. Guilford’s assertion that tests of ability
frequently have zero correlations may depend on the use of unreliable
tests of abilities of questionable relevance to general intellectual skills
with samples that are restricted in range of talent. These analyses also
suggest that Guilford’s factor solutions may not be compelling. It is hard
to imagine how onecould obtain results indicating that single tests in a
battery have positive correlations with all other tests in the battery and
still find evidence for several orthogonal factors in the matrix. This skep-
tical assertion is buttressed by a closer examination of Guilford’s factor
analyses.

Howis a factor solution justified? There is no single answer to this
question. Perhaps the most basic issue involved, as it is for every em-
pirical claim, is replicability. Is it possible to obtain similar solutions
whensimilar batteries of tests are given to different samples? Since factor
solutions are derived from correlations amongtests, somereplicability of
correlational relationships is required for the demonstration offactor rep-
licability. Tests should exhibit a comparable pattern of loadings in a new
investigation that includes someorall of the same factors. A numberof
objective indices of factor replicability exist. These involve procedures to
comparetheloadings of the sametests in different investigations on the
same factors. Guilford & Hoepfner(1971) reported that numerical indices
of factor replicability failed to provide clear support for their factor solu-
tions. Guilford “solved” the problem of factor replicability by using “tar-
geted” or “Procrustean” rotations. These proceduresinvolve the specifi-
cation of the expected outcomeof the factor analysis. Guilford and his
associates attempted to define factors that most closely resemble the
factors that are theoretically specified. Guilford did not use confirmatory
factor analyses to test the fit between his obtained solutions and the
theoretically predicted outcome. Horn & Knapp (1973; 1974; see also
Guilford, 1974) examined three of Guilford’s studies. They compared the
results reported by Guilford and his associates for their factor solutions
with results obtained by the use of targeted rotations to randomly gener-
ated hypotheses. For each set of data obtained by Guilford, they selected a
random factor solution. They then used targeted procedures to define
loadings of the variables on the factors. They computed indicesof correct
placement where a test with a loading of .3 or greater on the specified
factor was designated as a hit. If a test did not load on the randomly
designated factor with a loadingof at least .3 it was designated a miss. The
ratio of hits to hits and misses of their randomly selected factors was .83.
The comparable ratio for the factor solutions obtained by Guilford was



32 2. THE STRUCTURE OF INTELLECT

84. These data indicate that the evidence obtained from targeted rota-

tions in support of Guilford’s theory is not convincing since targeted

rotations maybe used to provide comparable support for any theory about
the factor structure of correlations amongtests of ability.
Brody & Brody (1976) examined the loadings of tests on factors in

Guilford and Hoepfner’s comprehensivereportof all of the factor analyses
performedprior to 1971. Table 2.4 presents a summaryof the frequency
distribution of loading they obtained. Table 2.4 indicates that only 7 of
the 99 factors identified by Guilford had two or moretests with replicated
loadings of .5 or more. Forty-three of the factors had never beenreplicated.
The modalreplicated value of the loadings of the test with the second
highest loading on thefactor fell within the interval of .30 to .39. These
analyses indicate that Guilford’s factors are not well defined by existing

tests.
Guilford (1977, 1981, 1985) modified his theory by replacing a modelof

150 unrelated ability factors with a hierarchical ability model. Heas-
sumed that factors could be correlated with each other and that factors
that shared a common dimension would be more closely related to each
other than factors that had no common dimension. The 150first-order
factors would yield 85 second-orderfactors defined by paired dimensions
in the model. The 85 second-order factors would yield 16 third-order

factors defined by each of the 16 dimensions of the model. For example, a
third-order factor might exist for memory, memory for units would con-
stitute a second-order factor, and memory for semantic units would be
one of the 150 first-order actors. Kelderman, Mellenbergh, & Elshout’s

TABLE2.4 FrequencyDistribution of Loadings

of the Two Tests with the Highest Loading on Each

of 99 Factors in the Guilford Model2.5.¢.4
 

 

Replicated4 Nonreplicated

Loadings f(x} f(x)

.10-.79 0 7

.60—.69 l 2

.50-.59 6 36
40—.49 23 31
.30—.39 26 3
Not replicated 43 —

99 99
 

2Based on Brody & Brody (1976).

bThe loading for the factor with the second-highestrating is

tabulated.

¢Singlets are not included.
dThe replicated value refers to the lowest value obtained in

all studies in which the test loaded on the factor. The tabled

value represents the lowest loading of the test with the second

highest loading on the factor.
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(1981) research led Guilford to modify his theory. They used confirmatory
factor analysis to compare the relationship between obtained and ex-
pected factor structures in seven of Guilford’s studies. They found that
noneof the data sets fit Guilford’s orthogonal model. They were able to
find a satisfactory fit between obtained and expected results for three of
seven studies if they permitted the factors to be correlated. Moreover, the
factor correlations were substantial, with the majority of the factor cor-
relations having values in excess of .5. These results indicate that
Guilford’s theory is frequently not compatible with his obtained data and,
whereit is compatible, acceptable fits can only be obtained by assuming
that the factors are substantially correlated.

Guilford’s revised hierarchical theory has not been comprehensively
investigated. Since the definition of the first-order factors in the model
are suspect, it is difficult to believe that the hierarchical structure thatis
derived from the first-order factors is valid. Guilford (1981) reported a
numberof illustrative analyses to provide evidence for the hierarchical
version of his theory. He was hampered in this effort by the use of
orthogonal rotations in his original studies leading to the definition of
factors that were uncorrelated. Hearbitrarily defined dimensions based
on the amalgamation of scores on tests that were assumed to define
factors in his model and then obtained correlations among these aggre-
gate scores. Table 2.5 presents the results of one of these analyses. Table
2.5 presents the loadings of first-order aggregates on two hypothetical
factors that share similarity on content and product categories. ST repre-
sents symbolic transformations and MTrepresents semantic transforma-
tion. If Guilford’s hierarchy were correct, first-order aggregates that share
similarity on two of three categories in the model should load more

TABLE 2.5 A Factor Pattern from Rotation of

TwoSets of Transformation Factors¢
 

Higher factors?
 

 

First-order reps ST MT

CST 2 35

MST 23 19

DST 52 41

NST 52 31

EST 22 02
CMT 38 45

MMT .48 .48

DMT .10 18

NMT 17 .42

EMT .09 15
 

2Angle of rotation was 62°.

bBased on Guilford (1981).
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substantially on a higher-order factor than those that share similarity on
one of three categories. An examination of the data in Table 2.5 provides
some support for Guilford’s theory, but the support is weak. For example,
two of the semantic transformation aggregates have loadings below .2 on
the semantic transformation factor (DMT and EMT], and the aggregate
with the highest loading on the semantic transformation factor has an
equally high loading on the symbolic transformation factor even though
it is similar in only one of the three categories. Guilford has not provided
comparable data for many otherpredicted relationships in his model.

Guilford’s hierarchical model is incompatible with the hierarchical
model based on Gustafsson’s confirmatory factor analyses and the con-
gruent model based on the radex theory. Guilford’s model does not in-
clude a superordinateg factor. It is also the case that the review presented
here suggests that Guilford’s theory is without empirical support. The
factor structure that is postulated appears to be mythical. In the absence
of empirical confirmation it cannot be construedas an acceptable alter-
native to a hierarchical model that retains a superordinate g factor.

GARDNER’S THEORY OF MULTIPLE INTELLIGENCE

Description

Gardner’s theory is very different from the theories of the structure of
intellect we have considered in this chapter. His theory is not based on
the analysis of patterns of correlations amongtests of ability. Gardner
(1983) assumed that the existence of independent types of intelligence
could be established by the use of eight criteria. These are listed as fol-
lows:

1. Potential isolation by brain damage. Gardnerrelied on neuropsycholo-
gical evidence to argue that there are independentintelligences that
are related to different neural structures. Research indicating that lo-
calized brain damage influences a particular ability while sparing
other abilities provides evidence for the independence and separate
identity of the affected ability.

2. The existence of idiot savants, prodigies, and other exceptional indi-
viduals. Prodigies are individuals who exhibit precocious intellectual
skills. Evidence of precocious intellectual developmentin the absence
of parallel precocity in otherintellectual skills argues strongly for the
independent development of separate intelligences. Idiot savants are
individuals who exhibit an exceptional developmentof an intellectual
ability who are retarded or mediocre in other intellectual skills. The
existence of such a pattern of ability argues for the independenceof
different types of intelligence.

3. An identifiable core operation or set of operations. Gardner believed
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that each intelligenceis identified by a specific set of operationsthatis
related to a neural mechanism.For example, he indicated that musical
intelligence (an independentintelligence according to Gardner) has as
oneof its core operations the ability to discriminate differences in the
pitch of tones. Gardner assumedlinguistic intelligence had four core
abilities: (1) rhetorical ability, the ability to convince others; (2)
mnemonic abilities, the use of language as a way of remembering
information; (3) explanatory abilities, the use of language in either
written or oral form to teach or explain; and (4) metalinguistic ability,
the ability of linguistic analysis to clarify meaning that is exemplified
in both the simple question “What did you mean by that?” and in the
sophisticated theories of the abstract structure of language developed
by linguists.

4. A distinctive developmental history along with a definable set of ex-
pert “end-stage” performances. Gardnerbelieved that it is possible to
describe the developmentalhistory of each intelligence. In addition,it
should be possible to describe the performanceof experts. Each intel-
ligence is assumed to have an independent developmentalhistory.

5. An evolutionary history and evolutionary plausibility. Gardner indi-
cated that little is known about the evolutionary history of specific
intelligences. He assumed that each specific intelligence has an evolu-
tionary history that is related to some primordial form of expression in
other species. For example, social intelligence may berelated to pri-
mate social organizational abilities.

6. Support from experimental psychological tasks. The methods of the
experimental cognitive psychologist may be usedto identify the core
operationsof an intelligence. In addition, these methods may be used
to establish the independenceof different intelligences. For example, a
dual-task paradigm maybe used to demonstratethat intellectual tasks
that are based on the sameintelligence may exhibit more interference
than tasks that require separate intelligences.

7. Support from psychometric findings. Psychometric investigations
should provide support for the independenceofdifferent intelligences.
Gardner did not believe that psychometric investigations should be
relied on to provide unambiguous support for the independence of
different intelligences. He believed that such investigations have not
sampled widely amongtheset of abilities and haverelied extensively
on tasks that do notrelate to the intellectual abilities that individuals
exhibit in important social contexts. He also believed that manyof the
tasks used in psychometric investigations may be solved in different
ways. Therefore, they may measure different abilities in different indi-
viduals. Despite these caveats, Gardner asserted that psychometric
investigations should provide evidence for the independenceofdiffer-
ent intelligences. Tests of different intelligences should exhibit lower
correlations than tests of the sameintelligence.
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8. Susceptibility to encoding in a symbol system. Gardner assumedthat
intelligences tend to become encodedin culturally contrived symbol
systems. Linguistic intelligence is encoded in a language with formal
rules. Musical intelligence may be expressed in a notational language.

Gardnerargued that these criteria, when collectively applied, implied
that it is possible to distinguish among six different intelligences: lin-
guistic intelligence, musical intelligence, logical-mathematical intel-
ligence, spatial intelligence, bodily—kinesthetic intelligence, and person-
al intelligence (i.e., the ability to understand one’s own emotions and to
understand the behavior of other individuals).

Critique

It is difficult to evaluate Gardner’s theory because his book does not
present specific studies in support of his claims. A fully developed argu-
ment in favor of his theory would require the presentation of evidence
establishing that each of his intelligencesfulfills each of the eightcriteria
that are assumedto define an intelligence. What I find problematic in his
theory is the specific list of intelligences that are defined by the applica-
tion of his criteria. I shall argue that his list is arbitrary and that his
attempt to restructure the theory of intelligence to omit a general factor
is no more successful than the attempts of psychometric theorists to
dispense with g.

Gardner’s criteria may be used to support the independentstatus of a
set of intelligences that is larger than the set postulated by him. Carroll’s
(1988) psychometric investigations of existing correlational matrices of
ability measures provided evidence for the independentstatusof 30 differ-
ent intellectual abilities. These investigations do not include three of the
six intelligences postulated by Gardner—musical, personal, and bodily—
kinesthetic. Gardner indicated that the definition of an intelligence in-
volves a somewhatarbitrary aggregation of abilities that may bepartially
distinctive. He stated,

spatial intelligence entails a numberof loosely related capacities: the ability to
recognize instances of the same element; the ability to transform or to recog-
nize a transformation of one elementinto another; the capacity to conjure up
mental imagery and then to transform that imagery; the capacity to producea
graphic likeness of spatial information; and the like. Conceivably, these opera-
tions are independent of one another and could develop and break downsepa-
rately; and yet, just as rhythm and pitch work togetherin the area of music, so,

too, the forementionedcapacities typically occur togetherin the spatial realm.
Indeed, they operate as a family, and use of each operation may well reinforce
use of the others. [Gardner, 1983, p. 176]

This quotation indicates that the aggregation of separate componentsof
ability into an intelligence involves an arbitrary decision. Presumably, the
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aggregation is defined by social conventionsthat entail the performance
of intellectual tasks that are mutually reinforcing, leading to the develop-
ment of a composite aggregated intelligence. The issue of aggregation is
crucial in defining the number of independentintelligences. If the ag-
gregation is to be defined on the basis of socially relevant activities that
are mutually reinforcing, there is at least an anecdotal argument to be
madethat social conventions may involve mutually reinforcing abilities
that belong to different intelligences in Gardner’s taxonomy. Gardner
indicated that physical scientists may use spatial and logical—mathe-
matical intelligences. Other socially defined roles may require an indi-
vidual to draw on several different intelligences. A choreographeris usu-
ally a person who has been a dancer and has a developed bodily—
kinesthetic intelligence. Dances are usually choreographed to music.
Therefore, the choreographer usually requires a developed musicalintel-
ligence. And, dances frequently express emotion and meaning. The chore-
ographer must understand nonverbal expressivity. Finally, dances involve
variations on spatial configurations and choreographers musthave a high-
ly developed spatial intelligence. Presumably, the practice of choreogra-
phy mutually reinforces intelligences belonging to each of these four
quasiindependent domains.It is as arbitrary to aggregate across the sepa-
rate abilities that collectively define the spatial domainasit is to suggest
the existence of a choreographic intelligence involving the mutually rein-
forcing family of musical, personal, spatial, and bodily—kinestheticintel-
ligences.

Research on brain damage and neuralstructuresalso indicatesthatit is
possible to define a set of independentintellectual abilities with many
more intelligences than are included in Gardner’s taxonomy. Prosopog-
nosia provides an excellent example. Prosopognosia is a relatively rare
disorder exhibited by individuals with bilateral brain damagein the in-
ferior visual association cortices (Damasio, 1985). The most striking
symptom of the disorderis an inability to recognize familiar faces. More
generally, the disorder may be described as one of the inability to recog-
nize individual representatives of a visually presented class. Thus, pros-
opognosics may notbe able to distinguish between their car and other
cars.
Prosopognosia appearsto provide evidencefor the definition of an inde-

pendent intelligence. The condition has a defined neurological basis.
Prosopognosicsdo not, in general, exhibit other intellectual deficits. They
have intact linguistic, perceptual, and memory abilities. In fact, some of
these patients can discriminate among unfamiliar faces (Benton, 1980). It
should be possible to study the developmentof the ability to recognize
and individuate members of a visually presented class of stimuli. The
ability also is present at an expert level. Gardner described Jomo Kenyat-
ta’s training as a boy in Kenyathat enabled him to identify every head of
livestock in his family’s herd using the cues of color, markings, and size of
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horns. This example suggeststhat the intellectual accomplishmentrelat-
ed to this ability is socially recognized and valuable. Although I am not
aware of any formal research on theissue, it is likely that there are
individuals who may be described as idiot savants and prodigies with
respect to this ability. John Le Carré created a fictional character of a
womanwhorelies on a prodigious memoryfor faces to recognize Russian
spies. It is also the case that this ability has an evolutionary basis. There
is evidence for the presenceof cells in the visual cortex of monkeys that
respond selectively to faces (Perrett, Mistlin, & Chitty, 1987; Yamane,
Kaij, & Kawano, 1988). This brief review of research related to prosopog-
nosia establishes that the separate visual memory for individual mem-
bers of a class of related objects exists and that this ability constitutes a
separate intelligence accordingto the criteria developed by Gardner. Thus
the application of Gardner’s criteria does not lead to the set of intel-
ligences that he postulates.
The arguments developedagainst the specification of particular intel-

ligences defined by Gardner mayalso be used to underminehisassertion
that a model of separate intelligences should be used to replace g. If
separate intelligences are defined on the basis of an arbitrary aggregation
of quasiindependentabilities, then it is an arbitrary act to refuse to aggre-
gate across several intelligences to define a superordinate generalintel-
ligence factor. Certainly the psychometric evidence that I have reviewed
in this chapter provides ample evidencefor a relationship among those
forms of intelligence mentioned by Gardnerthat are studied by psycho-
metricians—spatial, logical-mathematical, and linguistic. There is also
evidence that musical ability is correlated with other measuresof intel-
ligence, although the correlation may be weak—approximately .3—and
may be present amongindividuals with IQs below the mean andbeless
apparent amonghigh-IQ individuals (Shuter-Dyson & Gabriel, 1983).

It is also the case that the neurological evidence for the independenceof
intelligences cited by Gardner is ambiguous. Gardnerindicated that evi-
dence for the neural localization of logical-mathematicalintelligence is
more ambiguous than the evidence for the localization of other intel-
ligences. He asserted, “Logical-mathematical abilities becomefragile
not principally from focal brain disease but, rather, as a result of more
general deteriorating diseases, such as the dementias, where large por-
tions of the nervous system decompose moreor less rapidly” (Gardner,
1983, p. 158). This statement provides an interesting point of contact
between Gardner’s theory and the hierarchical concept of intelligence
derived from psychometric investigations. Abilities that are less depen-
dent on localized neural functioning are morelikely to be good measures
of g. Since they are involved in more central processing roles they may be
highly related to many otherabilities. It should be noted that tests that
are assumedto be good measuresof g in current hierarchical models, such
as the Raven’s Test of Progressive Matrices, would probably be classified
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as measuresof logical—mathematical intelligence in Gardner’s taxonomy.
It is also the case that biological evidence establishing the existence of
general neural conditions that influenceseveral formsof intelligence ex-
ist. For example, Down’s syndrome is a condition that influences the
development of neural structures. The syndrome leads to the develop-
ment of low spatial, logical-mathematical, and linguistic intelligences.

Gardnerrelied on theoretical analyses of mental process that assume
that there are independent modules that are responsive to specific stim-
ulus inputs. Psychologists such as Allport (1980) have developed modular
theories that postulate specific narrow modular abilities. Gardner’s tax-
onomyis based on the aggregation of specific processing modules to
define a more general intelligence.It is also the case that some modular
theorists have assumedthat there are general processes that are neither
modular nor specific to a particular domain. Fodor (1983), a theorist cited
by Gardnerin support of the notion of independent encapsulated modular
processing systems, asserted, “... there must be some mechanisms
which cross the boundaries that input systemsestablish. ... I assume
that there mustbe relatively nondenominational(i.e., domain-inspecific)
psychological systems which operate, inter-alia, to exploit the informa-
tion that input systems provide”(Fodor, 1983, p. 103, italics in original).
Modular theorists whose work is cited by Gardner in supportof his theo-
ry actually hold theoretical notions that are incompatible with Gardner’s
taxonomy. Allport’s theory supports a taxonomy with manyintelligences
and Fodor’s theory assumesthat there are nonmodular general cognitive
processes.
Evidence of the independence of intelligences from the study of pro-

digies and idiot savants is also of questionable relevance in arguing
against the existenceof a generalintellectual factor. Such individuals are
rare and the existence of extreme disparities among separate forms of
intelligence may in part be attributable to the occasional extreme case
that occurs in a normal distribution. Even if two intelligences are sub-
stantially correlated in the population,it is still possible that individuals
will exhibit dramatic disparities in these intelligences as a result of the
normal operation of the laws of chance. The existenceof a statistically
anomalous disparity may indicate little or nothing about the usual rela-
tionship between different intellectual capacities. So, too, the indepen-
dent functioning of intelligences following brain damage maybeoflittle
relevance to understanding the performance of intact individuals. Sepa-
rate neural structures may operate in a joint and interdependent manner

in an individual who is not brain damaged although, following brain
damage, the existence of an autonomouspsychological function may be
apparent. It is also the case that the examples of prodigies and idiot
savants cited by Gardner provide less than convincing evidence against
the existence of a superordinate general intelligence. This is particularly
apparent in the domain of logical-mathematicalabilities. Idiot savants
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exhibit amazing skills as calculators but their ability to understand com-
plex mathematical reasoning is often quite limited. Mathematical pro-
digies almost invariably appear to have high IQ. Gardner mentions
Bertrand Russell as an example of an individual with unusual logical—
mathematical ability. Russell was certainly gifted in linguistic intel-
ligence. I doubt very much that he would havescored low on tests of
linguistic and spatial intelligence.

I have argued that a consideration of several sources of evidence used by
Gardnerto establish the existence of independentintelligences may be
used to support the existence of a superordinate general intelligence fac-
tor. ThusI find his taxonomyto be arbitrary and without empirical foun-
dation. Neither his rejection of a superordinate general factor nor the
specific subset of intelligences that he postulates appears to have a firm
theoretical or empirical basis.

CONCLUSION

This review of contemporary theories of the structure of intellect leads to
several tentative conclusions and leaves manyissues unresolved.First, a
positive manifold among measuresof various cognitive capacities appears
to exist (I omit from this generalization social intelligence, musicalintel-
ligence, and bodily—kinesthetic intelligence). Second, existing knowledge
is best accommodatedbythe hierarchical structure postulated by Gust-
afsson in his confirmatory factor analytic studies providing for a superor-
dinate g factor that is best defined by measuresof fluid ability, several
second-order factors including crystallized ability, and a numberoffirst-
order factors. These generalizations leave the precise structure of abilities
at the first and secondlevels of the hierarchy unspecified.
The commitmentto a hierarchical structure of ability retainingg at its

apex leaves unresolved many fundamental questions about the general
factor. In this concluding section we shall consider issues that bear on the
validity and generality of the theory of general intelligence. We shall
consider whetherthe g loading of tests remains invariant in different test
batteries and samples of tests and whether the assumption of a general
intellectual ability is dependent upon a restriction in the types of mea-
sures of intelligence that have been investigated.

The Invariance of g

Spearman assumed that every measure of intelligence could be charac-
terized by a g-to-s ratio. This implies that the ratio remains invariant
when the measure is administered to different groups of individuals and
when the measureis part of a different battery of tests. The invariance
over subject samplesandtest batteries of the g loadings of tests should be
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relatively easy to establish. Tests could be assigned a g loadingin a partic-
ular investigation and thereplicability of that number could beascer-
tained in any other investigation in which the test was included in a
battery of different tests given to a different sample of individuals. Rela-
tively little systematic research of this sort exists, although the data
required to perform this kind of analysis is clearly abundantly available.
This has given rise to somewhat diverse attitudes to the issue of the
generality of g loadings. Some authorities write as if g loadings were an
invariant property of tests (see Jensen, 1980a); others as if the g loading of
a test varies with the composition of the test battery and the sample to
which the battery was administered (Ceci, 1990). If it were possible to
establish the invariance of g loadings, then it would be possible to exam-
ine the relationship between these loadings and the characteristics of
tests with high and low loadings on g. This might provide clues to a
theory of g.
Thorndike (1987) examined a correlation matrix of 65 tests adminis-

tered to Air Force cadets. He arbitrarily divided the first 48 tests into 6
groupsof 8 variables. He then inserted each of the remaining 17 variables
one at a time into each of the 6 artificially created test batteries and
obtained theg loading of each of the 17 tests in each of the 6 test batteries.
The correlations between g loadings for each of the 15 possible pairs of
matrices were obtained. The 15 correlations ranged between .52 and .94.
These data suggest that g loadings remain invariant in different test bat-
teries. |
Thorndike’s results do not provide information about the invariance of

g loadings over samples of individuals with different characteristics. All
of the correlations were obtained from the same sample. In addition, the
test battery he examined included several tests of motor dexterity that
had relatively low g loadings and might well be construed as not being
tests of intelligence. Table 2.6 presents the 17 tests he used and their
respective g loadings in each of the 6 batteries of 8 tests he created. Note
that tests 12—16 appearto be tests of motor dexterity. Three of these tests
have uniformly low g loadings. Thus the high median correlation amongg
loadings Thorndike obtained is inflated by the inclusion of tests of du-
bious relevance to intelligence construed as general cognitive abilities.
Such tests have low loadings on g and act as statistical outliers that
inflate the correlations among g loadings.
Although Thorndike’s investigation is less than convincing, it does

provide a model for the kind of research that is needed. Are there other
relevant sources of data? Perhaps the most convincing evidence derives
from the confirmatory factor analyses reported by Gustafsson (1988). His
analyses indicate that the tests that are the best measuresof g are those
that load on the fluid intelligence factor. This conclusion rests on the
study of a particular battery of tests that led to the developmentof the
fluid versus crystallized distinction in the first instance. Other batteries
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TABLE2.6 Factor Loadings of 17 Classification Tests When Inserted
in 6 Different Matrices
 

 

 

Matrix

Test ] 2. 3 4 5 6

1. Spatial orientation 2 63 65 63 58 1 62

2. Reading comprehension 62 47 54 53 52 .68
3. Instrument comprehension .48 56 .63 51 49 58
4. Mechanical principles 43 61 59 47 33 57
5. Speed of identification 52 .48 .48 51 59 53
6. Numerical operations I .48 .26 40 .40 50 50
7. Numerical operationsII 52 32 .46 46 53 55

8. Mechanical information .20 30 .26 18 .08 49

9. General information .30 39 35 27 18 .48

10. Judgment 43 35 39 37 39 1

11. Arithmetic reasoning 61 .48 56 53 51 62
12. Rotary pursuit 21 30 33 24 24 .28

13. Rudder control 12 .28 .28 15 09 .28

14. Finger dexterity 34 25 38 35 33 37

15. Complex coordination 46 53 57 51 .48 54
16. Two-hand coordination 25 35 37 35 33 39
17. Discrimination reaction time 52 5 61 9 .60 61
 

9Based on Thorndike (1987).

of tests might well yield a somewhatdifferent structure of g loadings. For
example, the subtest on the Wechsler scales with the highest average
correlation with other tests and accordingly with the highest g loadingis
the Vocabulary subtest (Mattarrazo, 1972). The Vocabulary subtestis usu-
ally construed as a markerfor crystallized ability rather than fluid ability.
Thus, tests that are good measuresoffluid ability do not invariably have
the highest g loadings in batteries of tests. This counterexample is of
limited value since the Wechsler subtests were not designed to measurea
representative set of cognitive abilities. For this reason, I believe that
Gustafsson’s investigations provide weightier evidence with respect to
the invariance of g loadings than research on the Wechslertests. Clearly,
we need more systematic research on the invariance of g loadings.
The hierarchical structure of ability is derived from correlations among

ability tests. A correlation betweentests is derived from an analysis of the
total sample of individuals in a study. If the relationship between mea-
sures were different for different subgroups of individuals in the popula-
tion, then it is possible that different theories of the structure of intel-
ligence might be required to describe these variations. Paradoxically,
individual-difference psychology has often been based on the assumption
that the relationships between measuresare invariant across individuals,
thereby creating a restricted conception of the nature of individual dif-
ferences.
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Detterman & Daniel (1989) reported a study that indicates that the g
loadings of tests are not invariant for subjects whodiffer in general intel-
ligence. They used the large standardization samples for the Wechsler
tests of intelligence (the WAIS and the WISC). They divided their sample
into five groups on the basis of their performance on either the Vocabu-
lary or the Information subtests. They then obtained the average correla-
tions among the remaining subtests for each of these five ability groups.
Figure 2.4 presents their data. Note that the average correlations among
the tests declines as ability level increases. The effects are substantial.
The average correlation amongindividuals in the lowest ability grouping,
with estimated IQs below 78, is approximately twice as large as the aver-
age correlation amongsubtestsfor individuals in the highest ability level,
with estimated IQs in excess of 122. These data indicate that the amount
of variance attributable to the general factor in intelligence varies inverse-
ly with general intelligence. Detterman & Daniel (1989) indicated that
comparable analysesof other test batteries have not been reported. Thus
it is not knownif the effects they obtained are specific to the Wechsler
tests. Given the magnitude of the effect they obtained, it is possible that
additional empirical support for this effect would be obtained from analy-
ses of other test batteries. Their research indicates that a generalfactoris
present among the subtests of the Wechsler tests for individualsatall of
the ability levels that they examined. The amountof varianceattributable
to the general factor, however, is not invariant for different ability groups.
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1989).
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The Generality of g over Tasks

The assumption of a general factor does not provide us with a theory to
explain g or to account for the ubiquitous relationship amongdifferent
measures of ability. It is also the case that the evidence in favor of g
dependssubstantially on the administration of batteries of tests to indi-
viduals. If existing tests, including Guilford’s comprehensive attempt to
develop measures of different abilities, are limited to a small subset of
intellectual skills, then conclusions abouta generalfactorof intelligence
may be unwarranted.

Gardner(1983) argued that the support for g is substantially based on
the examinations of tasks that have limitedreal-life validity. Ceci (1990)
developed a similar argument. He asserted that positive manifolds are
found primarily because individuals whoare engagedin research onintel-
ligence do not examine performancein real-life contexts. Ceci reported
the results of a study by Ceci & Liker (1986) in support of this conclusion.
They studied expertise in predicting race-track odds. They selected 30
men who were long-term patrons of harness racing tracks and who were
very knowledgeable about racing. They used two measures of skill at
predicting the odds chosen by the handicappers paid by the track. They
foundthatthe distribution of expertise at predicting odds was bimodal—
14 of the 30 men wereableto predict the favorite horses in at least 9 of 10
races and the top 3 favorites in at least 5 of 10 races. The remaining 16
men were not as successful at predicting the odds chosen bythe profes-
sional handicappers. The two groups did not differ in IQ. Ceci and Liker
used another measure of expertise. They presented subjects with a com-
plex body of information about unnamedhorses and asked them to set
the odds at their winning a race against a single standard horse with
defined characteristics. Ceci and Liker used regression techniquesto de-
velop a prediction equation for the odds selected for each paired com-
parison for each of the subjects in their study. They included in their
equation a complex interactive variable that was based on a nonadditive
combination of variables that they assumed would berelated to the rea-
soning processes used by experts to define odds at the track. They found
that their 14 experts were morelikely to rely on this complex interactive
variable than their 16 nonexperts. A measure of the reliance on this
interactive mode of reasoning wascorrelated with the ability to correctly
handicap the 10 original races (Ceci & Liker, 1988). Reliance on this
interactive mode of reasoning wasalso uncorrelated with IQ.

Ceci and Liker concluded that individuals of low IQ are able to reason
in a complex way and to solvereal-life problems. They asserted that the
ubiquitous findings of a positive manifold amongtests is dependent on
the selection of the limited set of tasks that are used in intelligencetests.
In manyreal-world contexts IQ may be unrelated to the ability to reason
in a complex way and to perform as an expert.
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Ceci and Liker’s conclusions were challenged by Detterman & Spry
(1988; see also, Ceci & Liker, 1988). Detterman andSpry argued that Ceci
and Liker’s measure of expertise was notreliable. Ceci and Liker defined
expertise by examining ability to predict odds in 10 races. Their results
would have been more convincing if they had demonstrated that indi-
viduals who excelled in this ability would have been able to repeat their
performance on a second occasion. Ceci and Liker reported that their
measure of expertise correlated .56 with the use of complex interactive
reasoning in the second task they developed in which individuals had to
set odds for hypothetical paired comparisons between horses. This sug-
gests that their measure of expertise wasreliable.

Detterman and Spry also criticized Ceci and Liker’s sample selection
prosecutors. Their sample of 30 wasselected from an original group of
110 patronsof the race track. Detterman and Spry arguedthat ability to
predict odds at the tracks mightbe correlated with IQ in a representative
sample of race-track patrons. Ceci and Liker responded that they were not
attemptingto establish the relationship between IQ and performancein a
representative sample of individuals. Rather, they attemptedto see if
expertise amonga group of knowledgeable individuals wasrelated to IQ.
Their strategy was based on the attempt to find individuals who are
capable of sophisticated reasoning and skilled performanceatan intellec-
tually demanding task who did not have high IQ. They concluded that
individuals with low IQ are capable of exhibiting complex patters of rea-
soning and that high intelligence as measured by IQ tests is not a neces-
sary condition for the attainmentof intellectual skills in many real-world
contexts. Ceci and Liker asserted that their results were compatible with
Gardner’s theory of intelligence and contradicted g theory.

My owncritique of the import of the Ceci and Liker study rests on
issues that are different from those raised by Detterman and Spry. Ceci &
Liker’s (1986) study identifies a rather limited form of expertise even
within the context of harness racing. Expertise in that domain would be
reflected by the ability to win money betting on harness races. Ceci and
Liker argued that ability to accurately forecast odds is a necessary condi-
tion for winning moneyat the track. Successful betting involves finding
horses whoseprobability of winning is higher than the odds of winning
assigned by the track. While this argumentis plausible, no evidenceis
presented by Ceci and Liker that the ability to forecast is associated with
the ability to pick horses whose probability of winning is higher than the
odds assigned by professional handicappers chosen by the track. This
definition of expertise is inherently contradictory. Expertise is defined as
ability to predict and emulate the reasoning processesof the handicappers
employed by the track to set preliminary odds for the races. The hand-
icappers’ odds are highly correlated with thefinal odds set by the bets of
race-track patrons. Since the payoff odds guaranteea profit to the track,
the patron whoslavishly bet the horses by following the handicappers’
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odds is guaranteed to lose money. The only way to win moneyat the track
is to bet on the horses using a system to determine oddsthatis different
from the system usedbythe professional handicappers. Perhaps the non-
experts who wereinferior at predicting the odds set by the professional
handicappers were superior at this task because they reasonedin a differ-
ent way that might be superior to the professional handicapperin predict-
ing the actual outcomeofraces.

Ceci and Liker stated that their measure of cognitive complexity was
not isomorphic with the complex process of reasoning that were involved
in handicapping harness races. They indicated that handicapping actual
races in an 8- or 10-horsefield involves the formulation of “schemas” that
“cast a group of horses into a probabilistic construction of how the race
will develop” (Ceci & Liker, 1986, p. 264). Ceci and Liker did not measure
the ability to form schemas, nor did they measure the accuracy of the
schemas that were developed by their subjects. As a result, there is no
evidence that individuals who were expert handicappersin their study did
in fact excel at the level of expertise required for successful selection of
winning horses in a race. |

Ceci and Liker presented an interview with one of their experts with an
IQ of 92 who demonstrated an understanding of the complex interactive
nature of the relationships amongthe several variables that are assumed
to determine the correct odds of winning a race. They indicated that the
majority of their experts and someof their nonexperts were able to articu-
late the complex reasoning they employedin setting odds.It is possible
that individuals might use complex reasoning processes without under-
standing the processes that they employ. Thereis a difference between the
model developed to explain the performance of an individual and the
model that the individual believes he or sheis using.It is possible to argue
that intelligent behavior is exhibited by the individual who develops a
model to explain the behavior of someone whoactsintelligently. Acting
intelligently without awarenessof the basis of the action may or may not
be indicative of high intelligence. Consider an example in supportof this
assertion. In order to explain the behavior of an animal wholeaps overa
barrier, it is necessary to assumethat the animal has coordinated a large
numberof dynamicvariables, including calculationsrelating to distance,
the force of gravity, and the like. The ability to instantaneously coordi-
nate information from diverse stimulus arrays that change as organisms
locomote can only be accounted for by a complex model of the sort that
has been of concern to Gibsonian students of perception (Gibson, 1979).
But this ability, however it is accomplished, is not necessarily indicative
of the kind of intelligence that is exemplified in many cognitive tasks
used to assess intelligence. Perhaps cognitive tasks used to assessintel-
ligence all involve someability to articulate and explain the basis for
cognitive performance. Although Ceci and Liker interviewed their sub-
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jects and found that their experts were more likely to articulate complex
patterns of reasoningin their interviews, they did not present these data,
nor did they score their interviewsfor evidence of cognitive complexity of
reasoning processes exhibited, nor did they report whether such scores

were related to IQ.

This discussion of Ceci and Liker’s research deals with lacunae. Let us
assumethatall of these nagging doubts and questions weresatisfactorily
answered by a more extensive research project. Supposethatthe ability to
acquire expertise in reasoning about the outcomesof harness racing was
totally unrelated to IQ and that large numbers of individuals could be
found who exhibited genuine expertise and had relatively low IQ. Would
this support the conclusion that IQ and general intelligence were not
related to intellectual performance in many contexts? Perhaps not. Al-
though the pattern of reasoning exemplified by experts in handicapping
races is relatively complex, it is possible to argue that its complexity is
limited by the relatively small numberof variables involved andtherela-
tively encapsulated nature of the activity that is involved. Consider two
other “real-world” intellectual activities as comparisons—ability to play
chess and ability to function as a physician. On the surface, chess exper-
tise shares much in common with handicapping harnessracing. Both
activities involve arcane knowledge in a relatively restricted context.
Both involve considerations of complex interactive relationships among a
limited number of units. In both, the possible outcomes are dependent
upon somewhat unpredictable responses. There also appear to be some
differencesin the activities. The possible set of outcomesin chessreadily
becomesindefinitely large and there is a large body of formalized knowl-
edge codifying standard responses to standard classes of situations that
are likely to be encountered. The expert player of chess must master a
large body of formalized knowledge. Expertise at chess also appears to
require a good memory and an ability to engage in long and complex
chains of reasoning. Is it possible to attain expert status at chess with a
low IQ? I don’t know the answerto this question. I would find Ceci’s
arguments far more convincing if he obtained evidence that expertise in
chess could be obtained by individuals whoare low in IQ.

Expertise as a physician appears to be different from expertise as a
handicapper of harness races. Physicians need to be conversant with an
extensive body of information. In addition, they need to master technical
literature in several scientific disciplines. Admission to medical schoolis
based on successful academic performancethat is correlated, as we shall
see, with IQ test scores. This leads to a relationship between IQ and the

developmentof expertise in medicine. There are virtually no individuals
with medical expertise and low IQ scores.This is a contingent truth that
derives from the structure of our educational system. Could individuals
with low IQ develop expertise in medicine if we had different standardsof
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admission to medical school? I am inclined to answerthis question in the
negative. That is, we have extensive evidence indicating that the ability
to master complex scientific concepts is related to intelligence.
Whatdo these speculationstell us about the relationship between gen-

eral intellectual ability and expertise? Real-world tasks may be crudely
ordered along such dimensions as the amount of knowledge and the de-
gree of explicit formulation of knowledge that is required for successful
performanceof the task. General intelligence may beincreasingly related
to the development of expertise as the size of the knowledge base in-
creases and as the degree of acquisition of formal knowledge required for
expertise increases. This leads me to suggest that intensive study of a
domain in which(1) the codification of knowledge in formal theories is
limited, and (2! the numberof variables to be considered is limited may
result in the development of expertise for individuals who do not have
high general intellectual ability. Such expertise is likely to be domain
specific and to apply only to domains of somewhat limited complexity
and range of knowledge required. Thus I am tempted to argue that Ceci
and Liker’s demonstration does not indicate that general intelligence is
unrelated to the developmentof real-world expertise. Ceci and Liker have
raised a fundamental question about general intellectual ability. In order
to provide convincing evidence in favor of their position they would need
to provide somewhatclearer evidence of the relationship between IQ and
expertise in harness racing. And, morecritically, it would be necessary to
obtain information about the relationship between general intelligence
and expertise in a variety of situations including those that appear to
involve more extensive bodies of information than handicapping harness
races. Ceci and Liker’s study is too problematic and too limited in scope
to support their far-reaching conclusions. We shall return to the issues
that they address after reviewing research relating general intelligence to
occupational and academic success.
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g AND BASIC INFORMATION-

PROCESSING SKILLS: THE SEARCH
FOR THE HOLY GRAIL

 

Our review of studies of the structure of ability tests supports a hier-
archical modelof ability with g at its apex. Such a taxonomyprovides
little or no information about the reasoning processes that are measured
by various tests. What distinguishes the performance of individuals who
are or are not able to solve an intellectual task? Psychometric studies
provide little or no insight into the reasons for individual differences in
performanceon varioustestsof ability. In the last 15 years many psychol-
ogists have developed theories of individual differences in intellectual
processes based on experimental research. These theories are reviewed in
Chapters 3 and 4 of this volume.

Two broad approachesto laboratory studies of individual differences in
ability have emerged. One approachis related to the ideas of Galton and
Spearman andis based on the attemptto relate general intelligence to
relatively simple information-processing skills (see Carlson & Widaman,
1987). The other approach is based on developmentsin cognitive psychol-
ogy and leads to relatively complex models of task performance. The
former approach will be considered in this chapter, the latter in Chap-
ter 4.

Psychologists seeking to relate general intelligence to performancein
relatively simple tasks tend to share several theoretical assumptions.
They assumethat individual differences in intellectual ability are influ-
enced by genotypesand otherbiological events that influence the struc-
ture and function of the nervous system. Differences in neural function-
ing maybe indirectly measured by experimental tasks that measure speed
or accuracy of processing simple stimuli. Differences in basic parameters
of information processing influence the development of the complex in-
tellectual skills and knowledge that are assessed bytests of intelligence.
Psychologists in this tradition are usually committed to a “bottom-up”
(i.e., the complex derives from the simple} and to a reductionist(i.e.,
individual differences in intelligence are ultimately rooted in differences
in the functioning of the nervous system) model of intelligence. I have
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somewhat facetiously subtitled this chapter “The Search for the Holy
Grail” to capture the commitmentshared by manyof these psychologists
to the development of measures of intelligence that tap fundamental
biologically determined processes using tasks that are assumed to be
relatively isolated from the cultural experiences of individuals. These
psychologists seek to develop laboratory-based measures of intelligence
that are relatively “culture free.” Such measures may be used to measure
ability as opposed to achievement. Measures of intelligence assess an
individual’s intellectual attainments and, hypothetically, the ability to
acquire new information and skills. No measureof intelligence can assess
a dormantability that has not been actualized. The boundary between
ability and achievementis fluid. Perhaps measures can be developed that
are relatively “uncontaminated” by an individual’s achievements. The
construct assessed by such measuresis akin to Cattell’s construct, histor-
ical fluid ability. These constructs are archaic; theyrefer to abilities that
are present at birth and even at the momentof conception.

The search for a pure measure of ability using simple information-
processing tasks is an intellectually coherent enterprise. If individual
differences in general intelligence derive from biologically based dif-
ferencesin the structure of the nervous system that influence the way in
which individuals process information, then, in principle, it is possible to
develop measures of an archaic biological capacity. Of course, this does
not imply that such measures have been discovered. Nor does it imply
that the assumptions that are shared by many psychologists working in
this tradition are valid. Obtained relationships between measuresof gen-
eral intelligence and performance in simple information-processing tasks
may or may not provide independent support for the validity of the as-
sumptions that have motivated this research.

In this chapter I shall review research on reaction time, inspection
time, and infant habituation. I shall describe the relationship between
performance onthesetasks andontests of intelligence. I shall then con-
sider the somewhat vexed question of the theoretical explanation of the
obtained relationships and I shall speculate about the relationship be-
tween the results of these studies and the implicit theoretical assump-
tions held by many psychologists engaged in this research.

REACTION TIME AND INTELLIGENCE

The studyof the relationship between intelligence and reaction time to
stimuli was initiated by Galton and wasperiodically investigated during
the first three decades of this century (Peak & Boring, 1926). Contempo-
rary research on this topic is largely attributable to Jensen (1982a,b;
1985b; 1987a), who developed an apparatus based on the work of Roth (as
cited by Eysenck, 1967) that may be used to obtain measuresof several
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parameters of reaction time. Jensen’s apparatus is presented in Fig. 3.1.
The subject is instructed to place a finger on the button in the middle of
the bottom row of the apparatus. The subject is required to move this
finger from the home button to the button below anyoneof the eight
lights that may comeon in an unpredictable fashion.In the typical experi-
ment using this apparatus, the subject is instructed to respond asrapidly
as possible after the onset of the light. The subject is initially presented
with a simple reaction-time task in which onlya single light may appear.
This is followed by a series of choice reaction-time tasks involving a
choice first among two, then four, and then eight lights. The time be-
tween the onsetof the light and the movementof the finger on the home
button is called the reaction time or decision timefor the task. The time
from therelease of the finger from the home button to the button below
the appropriate light is called the movementtime. Typically, subjects are
presented with 15 to 30trials at eachsetsize of lights (1, 2, 4, and 8}. This
experimental procedure permits one to obtain several measuresof reac-
tion time for each subject. These include the median reaction time for
each set size of stimuli, the standard deviation of reaction times at each
set size, the median and the standard deviation of movement times at
each set size, and theslope and theinterceptof the line defining changes

               
FIGURE 3.1 Jensen’s reaction-time apparatus. (Based on Jensen, 1980a.}
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in reaction time as a function of set size. Each of these measures may be
related to scores on intelligencetests.

Jensen believed that reaction-time measures provide an index of the
speed and efficiency with which the nervous system processes elemen-
tary information. He found that the slope relating reaction timeto set
size was positive, providing support for what he called Hick’s law (Hick,
1952). Hick found that reaction time wasa linear function of the log ofset
size. Jensen argued that each doubling of the numberofalternatives in a
choice reaction-time task led to a constant increase in reaction time. He
interpreted the linear function relating reaction time to set size as a
measure of the ability to process information of increasing complexity.
He assumedthatintelligence is inversely related to reaction time and to
the slope and intercept of the function relating reaction timeto set size.
Thus intelligence was related to the speed of processing information of
increasing complexity.
A substantial body of data has been collected relating intelligence to

reaction-time measures obtained using Jensen’s apparatus. Jensen (1987a)
summarized the results of 31 studies. His conclusions are buttressed by
findings obtained by Detterman (1987; see also Barrett, Eysenck, & Luck-

ing, 1986; Carlson & Jensen, 1982) in a study of 860 Air Force enlistees

using a related version of the reaction-time task. These data support
several generalizations about the relationship between reaction-time
measures and scores on varioustests of intelligence. Both movement
time and reaction time are negatively correlated with intelligence. Jensen
(1987a} reports average correlations between median reaction timesin the
no-choice, two-choice, four-choice, and eight-choice conditionsand intel-
ligence of —.19, —.21, —.24, and —.26 respectively. The comparable cor-
relations for movement-time measures and intelligence were —.17, —.17,
—.15, and —.14. These correlations are weighted averages of 15 samples
with 1129 subjects. Detterman (1987) reported a correlation of —.18 be-
tween reaction time and IQ in his sample of 860 Air Force enlistees.
These correlations may becorrected for restrictions in range of talent and
attenuation. The corrected correlation between the meanofthe fourreac-
tion times and IQ is —.309. Detterman reported a correlation of —.33
between meanreaction time and IQ correctedfor restrictions in range of
talent. Jensen (1987a) reported that the meancorrelation in these studies
between theslope of the increase in reaction time overset size and IQ was
—.117. This correlation when corrected for attenuation andrestriction in
range of talent becomes —.183. Detterman obtaineda positive correlation
of .07 between his slope measure and IQ. Thus,it appears that the slope of
reaction-time measuresis not consistently related to IQ. Measures of the

variability of reaction time are positively correlated with measuresof the
speed of reaction time. Jensen reported a correlation of .65 between these
measures that becomes 1.00 whencorrected for attenuation. Since mea-
sures of speed and variability of reaction time appear to be redundant,it is
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not surprising that there is a relationship between the variability of reac-
tion-time measuresandgeneral intelligence. Jensen (1987a) reported aver-
age correlations ranging between —.21 and —.28 for the relationship be-
tween IQ and measuresof the variability of reaction timefor different set
sizes. These correlations, when corrected for restrictions in rangeoftal-
ent and attenuation, ranged between —.33 and —.43.Finally, it is possible
to combine several parameters obtained from a reaction-time task into a
multiple correlation and obtain multiple r’s close to .50 (Jensen & Vernon,
1986; Detterman, 1987).
These date support the generalization that the speed and variability of

reaction time is inversely related to IQ. Reaction-time measures consid-
ered singly predict approximately 10 to 15% of the variance in IQ. These
empirical relationships appear to be well established. The interpretation
of these findings remains vexed. The available data contradict several
initial assumptions held by Jensen. He assumedthat the slope of the
function relating set size to reaction time would provide a theoretical
index of the rate of processing information based on the functioning of
the nervous system and wouldberelated to intelligence. The data indi-
cate that slope measuresare not as highly related to IQ as measuresof

speed and variability of reaction time. He also assumed that choicereac-
tion-time tasks that involve processing of information about the location
of a stimulus would be more highly related to IQ than reaction-time
measures in which the stimulus appears in a single constant location.
The data provide very little evidence in support of this assumption. Al-
though the correlation between the median reaction time in the no-
choice condition and IQ is slightly lower than the comparable correlation
in the choice reaction-time conditions, the difference is very small (—.19
versus correlations ranging between —.21 and —.26). In addition, the cor-
rected correlation between the variability of reaction-time measures and
IQ in the no-choice condition is —.40. The comparable correlations for
the choice reaction-time tasks range between —.33 and —.43. These data
indicate that there is little or no difference in the magnitudeof therela-
tionship between IQ and performance in simple and choice reaction-time
tasks.

Frearson & Eysenck (1986) developed a variant of the choice reaction-
time task using the Jensen apparatus that maylead to highercorrelations
between measures of choice reaction time and intelligence than those
usually obtained with the Jensen procedure. The procedure usedis called
the odd-man-out technique and involves the presentation of a stimulus
display with three lights. Figure 3.2 presents stimulus displays used by
Frearson and Eysenck. Thesubject is required to choose the stimulus that
is located at the greatest distance from the remaining two stimuli that are
closest to each other. In their original study using this technique, Frear-
son and Eysenck obtained a correlation of —.62 between the meanreac-
tion time for odd-man-out presentations and scores on the Raven progres-
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FIGURE 3.2 The 24 patterns used in the odd-man-out paradigm. The target is marked
with a cross. (Based on Frearson and Eysenck, 1986.)

sive matrices. They also computedtherangeof reaction times for each of
their odd-man-out presentations and obtained a mean range score. This
score correlated with scores on the Raven —.52. The correlations between
reaction-time measures obtained in the usual way with the Jensen appa-
ratus and scores on the Raven for this sample of 37 subjects were com-
parable to those reported by other investigators using the Jensen apparat-
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us. Frearson and Eysenck obtainedcorrelations ranging from —.25 to —.36
between their measures of mean reaction time at each of four set sizes
and scores on the Raven. The comparable correlation for measures of the
variability of reaction time at each of four set sizes and scores on the
Raven varied between —.23 and —.31. These data suggestthat the correla-
tions between odd-man-outreaction times and intelligence are substan-
tially higher than correlations between simple and choicereaction times
obtained in the usual way with the Jensen apparatus.

Frearson, Barrett, & Eysenck (1988) reported the results of a follow-up
investigation using the odd-man-out technique with a sample of 107 sub-
jects. They obtained measures of the meanreaction time for the odd-man-
Out presentations as well as two measures of the variability of perfor-
mance on the odd-man-out presentations—the mean of the ranges of
response timefor each of the stimulus presentations and the mean of the
interquartile ranges of response times. In addition, they obtained scores
on the Wechsler test of intelligence as well as the Raven test. Table 3.1
presents the correlations between the odd-man-out performance mea-
sures and various measuresof intelligence as well as correlations between
the usual reaction-time measures andtheintellectual indices. The corre-
lations presentedin Table 3.1 do not provide clear support for the findings
obtained by Frearson and Eysenckin their earlier study with a smaller
sample. Thatis, correlations based on the odd-man-out techniqueare not
always substantially larger than correlations between traditional reac-
tion-time measures and intelligence. There is some indication that cor-
relations between measures of reaction time based on the odd-man-out
procedure are higher with nonverbal measuresof intelligence. And, the
correlation between the mean odd-man-out reaction time and perfor-
mance on the Ravenstest (—.48) is higher than the correlation between
the Raven test score and the usual reaction-time measures.
The twostudies reported by Frearson and Eysenck using the odd-man-

TABLE 3.1 Correlations between Measures of Reaction Time Using Jensen’s
Apparatus Including Odd-Man-OutPresentations and Measures of Intelligence
 

 

 

Intelligence

VIQ PIQ IQ Raven

Reaction time (RT}
Mean RTforset size 2 —.22 —.21 —.24 —.17
MeanRTforset size 4 —.17 —.16 —.19 —.13
Variance of RT for set size 2 — .35 — .38 —.39 —.36

Odd-man-out measures

Mean RT —.19 —.39 —.30 —.48

Meanrange of RT —.20 —.41 —.30 ~-.18
Meaninterquintile range ~.30 ~.53 —.43 —.50
 

2Based on Frearson etal. (1988).
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out procedure suggestthat this type of choice reaction-time task may be
more predictive of performance of measuresofintelligence that include a
spatial componentor that are good measures of fluid or general intel-
ligence than the conventional measures obtained using the Jensen appa-
ratus. The odd-man-out task appears to add to the conventional choice
reaction-time task a spatial discrimination componentin which the sub-
ject is required to compare distances betweenpairs of stimuli. In the next
section of this chapter we shall consider research involving inspection-
time tasks that indicates that measures of the ability to discriminate
between stimuli that are different may correlate with intelligence more
highly than reaction-time measures. From this perspective, the odd-man-
out technique maybe a hybrid task that combines elements of an inspec-
tion-time task involving a discrimination task and a choice reaction-time
task. Additional research is needed to establish that odd-man-out reac-
tion-time measuresare consistently more predictive of intelligence than
other choice reaction-time measures. The preliminary results obtained
with the task are promising.
Whyis there a relationship between the speed and variability of reac-

tion times and IQ? This question has been answeredin tworatherdiffer-
ent ways. Although Jensen’s original theoretical assumptions were not
fully supported, he would maintain that the obtained relationship is to be
explained by a bottom-up reductive model of intelligence. He believed
that the characteristics of the nervous system determine the speed of
reaction time and that individuals whose nervous systems function more
effectively develop more complex intellectual skills. Thus the reaction-
time measures are viewed by him asreflecting culture-free measures of
neural functioning. By contrast, many of Jensen’s critics argue that reac-
tion-time tasks are not simple, that they provide ample room for the use
of strategies, and that the relationship between IQ andreaction timeis to
be explained by a reversed causal model in which individuals who have
good intellectual skills acquire techniques and strategies that enable
them to perform in a more optimal mannerin a reaction-timetask. Let us

consider someof the specific issues that have been discussedin thelight
of the available data.

Longstretch (1984; 1986; see also Jensen & Vernon, 1986) had three
criticisms of Jensen’s theoretical interpretation of his findings. First, he
argued that Jensen’s slope measures were confounded with ordereffects.
In Jensen’s research, subjects performed the several reaction-time tasks in
a fixed order going from simple reaction time to choice reaction time with
set sizes of 2, 4, and 8. Reaction-time measures for different set sizes
confoundset-size and practice effects. It is known that reaction times
tend to decrease with practice (Welford, 1980). A short reaction time for a
set size of 8 in Jensen’s experiments may come about because an indi-

vidual benefited from practice on the earlier reaction-time tasks. The
correlation betweentheslope of the reaction-time measures and IQ may
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occur because individuals with high IQ are able to benefit more from

practice than individuals with low IQ. Note that this interpretation at-
tempts to provide a theoretical rationale for a relationship between IQ
and reaction timethat is not reductive. It assumesthat general abilities
associated with IQ enable individuals to benefit from experience and

adapt to novel tasks. In effect, such an explanation reverses the causal
analysis explicit in Jensen's theoretical interpretation.
Jensen (1987a} argued that the small numberof trials he used in his

experiments(typically 15 at each set size) precluded the developmentof
practice effects in his studies. He reported (Jensen, 1987a) that the reac-
tion timefor the first three trials is not substantially different from the
reaction time for the last three trials for a particular set size. Thereis,
however, evidence of the existence of practice effects in experiments in
which the order of presentation of reaction-time tasks is experimentally
varied. Widaman & Carlson (1989) found that the slope of the function
relating reaction time to set size was lower when they followed Jensen’s
procedure of using an ascending order than it was when they used a
descending order in which the larger set sizes preceded the smaller set
sizes. In addition, they found a significant negative correlation between
the slope of the reaction-time increaseoverset size and intelligence when
they used the ascending order of presentation used by Jensen (r = —.26).
The comparable correlation for the reversed order of presentation was
positive (.21). These data suggest that the relationship betweentheslope
of the change in reaction time and IQ maybeattributable to the rate at
which individuals of different IQ are able to benefit from practiceeffects.

(For contradictory results see Larson & Saccuzzo, 1986.) This criticism of
Jensen’s theoretical analysis does not deal with the findings relating IQ
and simple reaction time in Jensen’s research. These are typically based
on the first 15 reaction-timetrials and are unlikely to be attributable to
practice effects.

Second, Longstreth arguedthat visual attention effects might influence
reaction-time measures. Subjects who attend to the center of the visual
array experience lights from the periphery of the display in regions of the
visual field in which optimal visual acuity is unlikely to be present.
WidamanandCarlsontested this notion by varying the distance between
the lights in various set-size conditions and foundlittle evidence in sup-
port of this notion. These attentionaleffects are not likely to be operating
in the simple reaction-time study—the light comeson in a single posi-
tion in the center of the display—and we haveseen that reaction time in
the simple reaction-time experimental situation is as highly correlated
with intelligence as reaction time in the choice reaction-time experimen-
tal situation.

Third, Longstreth argued that response bias effects may be present in
the experimental arrangements usedby Jensen. The lights occurat differ-
ent locations and therefore involve different movementsto the lights.
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Jensen argued that the use of a home button avoids this problem. Thatis,
different amounts of time required to execute the different responses
should affect the less important movement-time measures but not the
reaction-time measures. Longstreth noted that responses with different
movements might require different amounts of preparation. Thus, feed-
back from the response components of the reaction-time task might in-
fluence the reaction-time measure as well as the movement time. There
is a second way in which responsebias effects might influence reaction-
time measures. Individuals might release their finger from the home
button before they have determined the direction of the movementre-
sponse. The decision to move the hand toward the light could be made
after the individual has actually responded. Individuals with high intel-
ligence may be morelikely to discover the strategy of moving before the
information-processing requirements of the task have been completed
than individuals of low intelligence. Jensen argued that response bias
effects are unlikely to occur in his studies because the responseis “bal-
listic.” The term ballistic is used to suggest that the movement response
is programmedprior to its execution and cannot bealtered onceit is in
progress. Whatever the possible role of response bias effects described
above, it should be noted that they are not present in the simple reaction-
time task and thusare unlikely to accountfor the relationship between
reaction-time measures and intelligence since that relationship occurs
where they do not exist.
Detterman (1987) asserted that reaction time is not a simple task. Reac-

tion-time measures might be influenced by a variety of exogenousvari-
ables including the ability to understand instructions, familiarity with
the equipment used, and motivation. While it is plausible to argue that
any of these variables may in fact be responsible for the relationship
between IQ andreaction time, no evidence exists that any of these vari-
ables are responsible for the obtained effects. Some of these variables are
unlikely to provide an explanation of the obtained relationships. The
equipment should besufficiently novel for all subjects and the instruc-
tions should be unambiguous. Variations in these factors are unlikely to
account for the relationship between IQ and reaction time, particularly
among individuals who are above average in IQ such as those used by

Dettermanin his research.

Detterman also argued that reaction-time measures may beinfluenced
by speed—accuracy trade-offs. Speed—accuracy trade-offs usually are evi-
denced when individuals who respond rapidly are more likely to make
incorrect responses than individuals who respond slowly. Such trade-offs
occur when individuals adopt different criteria for the execution of a
response. Rapid responding can occur at the cost of additional errors in
responding. This phenomenacannotexplain the relationship between IQ
and reaction timesinceintelligence is negatively correlated with errors in
these tasks (Detterman, 1987; Jensen, 1987a). If high-IQ subjects were
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responding morerapidly at lower levels of accuracy than low-IQ subjects,
IQ should be positively rather than negatively correlated with errors.
There is a second more complex way in which speed—accuracy trade-

offs may be involved in reaction-time tasks. Brewer & Smith (1984) re-
ported the results of experiments comparing the performance of retarded
subjects and college students on choice reaction-time tasks for one to two
thousand trials. They studied the trial-by-trial variation in responding
following and preceding the occurrence of a wrong response. They noted
that subjects tended to decrease their reaction times prior to the occur-
renceof an error. Onthetrial following an error, subjects increased their
reaction times. Thesetrial-by-trial variations are interpretable by assum-
ing that individuals monitor the trial-by-trial variation in their perfor-
manceandattemptto adoptcriteria of responding that place mostof their
responses in a narrow “safe” band just above the threshold of response
speed thatis likely to result in errors. Retarded subjects demonstrated the
same phenomenaof trial-by-trial variation as the college students, but
their adjustments to the occurrence of an error were muchlessefficient
and they tended to overcorrect their response speeds following an error
and then exhibit downward drifts that created errors. These phenomena
contribute to the obtained increase in the variability of reaction time
amongthe retarded subjects relative to the nonretarded subjects.
To what extent do the phenomenaoftrial-by-trial variations in adjust-

ments to error explain the relationship between reaction time andintel-
ligence in the studies reviewed by Jensen? There are several reasons to be
cautious in accepting the phenomenadescribed by Brewer and Smith as
the basis for explaining the IQ—reaction-timerelationship. First, Brewer
and Smith comparedretarded subjects to college students. Larson & Al-
derton (1990) obtained measuresof the increase in reaction time follow-
ing an error in performingseveral relatively simple judgment tasks. They
found that this measure correlated —.17 with general intelligence in a
large sample of military recruits. The correlation between a measure of
variability of reaction times and intelligence in their sample was —.36.
The partial correlation between variability of reaction times and intel-
ligence controlling for the degree of post-error slowing was —.35. These
data indicate that the relationship between variability of reaction times
and intelligence is not attributable to differences in a person’s ability to
moderate changes in reaction times following errors. Second, the phe-
nomenaare present in reaction-time experiments in which subjects are
given 200 practice trials and 2000 experimental trials. The correlation
between the variability of reaction time and intelligence in simple choice
tasks is obtained for the first 15 or 30 reaction-time responses following a
brief set of practice trials. Third, errors in a simple reaction-time task as
opposed to a choice reaction-time task are unlikely to occur. Yet the
correlation between variability of reaction time andintelligence does not
vary in simple and choice reaction-time tasks. For these reasons, speed—
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accuracy trade-offs either of the classic kind or of the type studied by
Brewer and Smith are unlikely to provide an adequate explanation of the
relationship between reaction-time measures and intelligence.

Attentional mechanisms may mediatetherelationship between IQ and
reaction time. Speed of responding and variability of responding are high-
ly correlated—indeed they maybeperfectly correlated when the obtained
correlation is corrected for attenuation. Individuals whoare high in intel-
ligence are not consistently faster in responding to a stimulus than indi-
viduals who are low in intelligence. The capacity to process stimuli
rapidly is not the variable that determines differences in reaction time
among individuals who differ in intelligence. High- and low-IQ subjects
are likely to exhibit an equal numberof rapid responses. Differences in
the median reaction time may beanartifact of variations in a subject’s
ability to maintain a consistent response speedthatis close to his or her
optimal performancelevel.
Larson & Alderton (1990) demonstrated that the relationship between

variability of reaction times and intelligence was substantially deter-
mined by performance on the slowest reaction-time trials. They rank
ordered their subjects’ reaction times from fastest to slowest and then
grouped the rank-orderedtrials into 16 groupsof 5 trials. They then ob-
tained the mean reaction time for each of the 16 groupings from the
fastest to the slowest. This procedure produced 16 reaction time means
for each of their subjects. These means were correlated with an index of
general intelligence. The magnitude of the correlations increased mono-
tonically from fastest to slowest reaction-time groupings. Thecorrelation
between the meanof the fastest band and general intelligence was —.20.
The correlation between the meanof the slowest band andgeneralintel-
ligence was —.37. These data indicate that the relationship between reac-
tion-time indices and general intelligence is substantially mediated by
performanceon trials where subjects are performingat their least optimal
level. These data suggest that individuals with high intelligence are able
to maintain levels of performancein relatively simple tasks that are close
to their optimal level whereas individuals with low intelligence are un-
able to maintain constantly optimal levels of performance.

It is also possible to explain the relationship between intelligence and
the variability of responding in reaction time by the appeal to a neu-
rological or, perhaps, a neuromythological model. Jensen (1980a) assumed
that individual differences in intelligence are related to the rate of oscilla-
tion of an excitatory function for neurons.Individuals of high intelligence
are assumedto have neuronsthat oscillate more rapidly than individuals
with low intelligence. If the onset of a stimulus occurs when the neuron
is in an excitatory phase, the reaction-time response will be rapid. If a
stimulus is presented during the refractory phase of a neuron, the reac-
tion-time response will be delayed until the neuron enters its excitatory
phase. Individuals who differ in intelligence will exhibit equally rapid
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reaction-time responses for those stimulus presentations that coincide
with neuronal excitatory phases. The reaction times of individuals who
are low in intelligence will be longer than the reaction times of indi-
viduals who are high in intelligence when the stimulus occurs during a
refractory phase of neuronal reactivity. This difference in reaction timeis
attributable to variations in the speed of oscillation of the neuronalexcit-
atory cycle. If oscillations are slow, it will take longer for a neuron to
enter the exitatory phase of its cycle when a stimulusis presented during
the refractory phase than whenoscillations are rapid. And, individuals of
high intelligence are assumed to have morerapid oscillatory cycles than
individuals of low intelligence.

Jensen’s neurophysiological model explains the central feature of the
relationship between IQ andreaction time. There is, however, little or no
evidence in favor of the model. Evidence of a relationship between intel-
ligence and theoscillatory cycle of systems of neurons does not exist.
Such evidence might be obtained by experimentsthat assessthe effects of
prior stimulation on evoked potential responses to stimulation. In the
absence of any physiological evidence, the model adds nothing more than
a physiological metaphorto the assertion that intelligence is positively
related to the ability to maintain consistent attention to stimuli. If the
physiological model is not supported, the assumption that the rela-
tionship between reaction-time measures and IQ is to be understood as
providing evidence for a bottom-up reductive explanatory system for in-
telligence is not justified. Indeed, the causal direction of the relationship
remains ambiguous.It is possible that individuals who havehigh intel-
ligence becomeskilled at controlling their attention. Consider a fanciful
scenario. Individuals who, for whatever reason, excel in academicsettings
and whodevelop their intellectual capacities and score high on tests of
intelligence may find school a rewarding setting. They become responsive
to attentional requirements associated with formal instruction in school
settings. The developed attentional skills are manifested in reaction-time
tasks. We have no persuasive evidence that favors either of two spec-
ulative scenarios—one that assumesthatintelligence causes individuals
to develop the attentional skills to excel in reaction-time tasks or the
other that assumes that basic neurological processes that are related to
the performance of individuals in reaction-time tasks cause individuals to
develop the abstract intellectual skills that are assessedbytests of intel-
ligence.

To assert that we do not have an appropriate causal explanation of the
direction of the relationship between IQ andreaction time does not imply
that such an explanation is unattainable. There are three types of research
that could, in principle, provide evidence that would support one of these
causal analyses. Studies that relate reaction-time performanceandintel-
ligence to physiological measures could provide evidence for physiologi-
cal mediation of the relationship. Behavior genetic analyses of reaction-
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time measuresand otherbasic psychological processesas well as studies
of the genetic and environmental influence on therelationship between
the measures (i.e., behavior genetic covariation analyses) could help to
clarify the role of genetic influences on the developmentof therela-
tionship between experimental tasks and individual differences in intel-
ligence. Finally, longitudinal studies could help to elucidate the develop-
ment of a relationship between intelligence and simple information-
processing skills. Although there are few studies of this type thatclarify
the relationship between reaction time and intelligence, we shall consid-
er related research in this volume.
Given our lack of understanding of the reasons for the relationship

between intelligence and reaction time, what, if anything, is the impor-
tance of this research?It is surprising to find anyrelationship between the
complex skills and problems found in contemporary measuresof intel-
ligence and somethingas apparently simple as the variability of the time
to respond to a light in a simple reaction-time task. At the same time,it
should be recognized that the correlation between these variables is not
high. Even with adjustmentsfor restrictions in range and attenuationit is
unlikely that the true correlation between these variables exceeds .4.
Thus reaction-time measures considered singly may account for as much
as 16% of the variance in intelligence. This may be too small an amount
to assume that reaction-time measures provide insight into the funda-
mental characteristics that account for individual differences in intel-
ligence.

INSPECTION TIME

It is theoretically possible to measure the speed of apprehension of a
stimulus without the use of reaction-time measures. Nettlebeck (1973)
and Vickers (1970; Vickers, Nettlebeck, & Willson, 1972) developed an
experimental procedure to measure the speed of apprehensionof a stim-
ulus. They assumed that judgments about a stimulus occur in a
cumulative fashion based on discrete inspections of the stimulus until
somecriterion level for stimulus judgmentis obtained. They attempted
to estimate the minimal duration of a single inspection that provides
information about a stimulus.
The original inspection-time task involved tachistoscopic presentation

of two adjacent vertical lines differing in length in a 1:1.4 ratio followed
by a “masking stimulus” that covered both lines and was assumed to
prevent additional iconic processing of the stimulus. The duration of
presentation of the lines was varied and a psychophysical function was
obtained. The task was used to ascertain the minimal exposure time
required to attain some predetermined level of accuracy of judgment
about which of the two lines was longer. Inspection time was usually
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defined as the estimated exposure time required to obtain 95% accurate
judgments.

Nettlebeck & Lally (1976) reported the first study relating inspection
time to IQ and reported a correlation of —.89 between their inspection-

time measure anda test of intelligence. Comparably high correlations
were reported by Brand & Deary (1982). These extremely high correla-
tions were obtained from small samples that included retarded subjects
and normals. The retarded subjects frequently had inspection-time scores
that were extreme and these extreme values in small samples tended to
inflate the value of the correlations that were reported.
A considerable body of research relating inspection-time measures to

intelligence was reviewed by Nettlebeck (1987) and Kranzler & Jensen
(1989; see also Brebner & Nettlebeck (1986); Lubin & Fernandez, 1986).
The studies differ in many ways. Inspection times have been assessed
using visual, auditory, and tactile stimuli. Different procedures to calcu-
late thresholds were used and different stimulus displays were used in
different studies. Some psychologists used tachistoscopic displays, others
used computer displays. The visual stimuli used varied considerably. In
some studies the location of the stimuli on the computer screen varied
from trial to trial. The IQ tests used differ and the composition of the
samples tested varies by age and IQ range. Kranzler & Jensen (1989) used
meta-analysis to summarize all of the available studies dealing with in-
spection-time measuresandintelligence. Kranzler and Jensen’s summary
of the available literature is based on a total sampleof 31 studies and 1120
subjects. Kranzler and Jensen reported that the meancorrelation between
inspection time and measuresof intelligence is .29. The correlation be-
tween IQ and inspection time corrected for attenuation andrestrictions
in range of talent is —.49. The correlation appearsto be slightly higher in
adult samples (r = —.54 versus —.47 for children) and to be higher for
performance than for verbal measures of IQ. Kranzler and Jensen also
report a meta-analysis that excludes studies that were criticized on meth-
odological grounds by Nettlebeck (1987) in his comprehensive analysis of
the inspection-time literature. The corrected correlation between inspec-
tion time and IQ is —.54 for this restricted set of studies.

The correlation between inspection-time measures and intelligence
may actually be somewhat higher than the value of .54 reported by
Kranzler and Jensen as the optimal estimate for the adult population. Raz
and Willerman (1985) and their associates (Raz, Willerman, Ingmundson,
& Hanlon, 1983) obtained somewhat higher correlations in a series of
studies using auditory pitch discrimination measures. These studies were
based on an auditory version of the inspection-time paradigm. Auditory
stimuli that differ in pitch may be backwardly masked by tones that
follow the presentation of the stimuli to be judged. Variations in the
interstimulus interval between theoffset of the critical stimulus and the
onset of the tone can be used to discover the amountof time required to
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reach somepredeterminedlevel of accuracy of judgment. Razet al. (1983)
presented subjects with either a low- or a high-pitched tone for 20 ms on
eachtrial. The tones were easily discriminated if they were not masked.
Each tone wasfollowed by a maskingtone. Theyvaried the interstimulus
interval between theoffset of the target tone and the onset of the masking
tone and determined thebriefest interval at which their subjects could
accurately judge whether they had been presented with a low or a high
tone. Their subjects were college students who had beenselected as scor-
ing either high or low on the SAT. They correlated SAT group membership
with two threshold values—athreshold score and a logarithmically trans-
formed threshold score. These scores correlated with SAT group mem-
bership —.33 and —.53, respectively. A second experiment was performed
as a replication of this study, again using college students selected as high
or low scorers on the SAT. In the replication experiment, subjects were
administered a Cattell Culture-Fair test of intelligence and thresholds
were obtained for stimuli presented for both 20- and 30-ms durations.
Four threshold values were obtained—thresholds for interstimulusinter-
vals for stimuli presented at each of two durations and logarithmic trans-
formations of these threshold scores. These scores were correlated with
Cattell IQ test scores. The correlations ranged between —.41 and —.73.
Logarithmically transformed threshold scores correlated more highly
than the original scores (the correlations were —.69 and —.73). Perfor-
mance curves for subjects differing in IQ are presented in Fig. 3.3. An
examination of these curves indicates that the largest difference is ob-
tained whenthe interstimulus interval is low. The results of these two
experiments indicate that individuals who score high on an IQ test are
able to judge differences in pitch more accurately than individuals who
score low on an IQ test whenthe time available for processing the stim-
ulus is brief.
Raz and Willerman (1985) reported an additional replication of these

findings using stimuli that differed both in pitch and in duration. Their
high- and low-pitched tones werepresentedfor durations varying between
10 and 20 ms. The subjects were instructed to ignore variations in the
duration of presentation of the tone and to judge only the pitch of the
tone. The logarithmically transformed threshold values for the in-
terstimulus interval between the offset of the tone and the onset of a
masking stimulus and Cattell IQ scores correlated —.47, —.44, and —.53

for three different presentation times.
In the last study in this series, Raz, Willerman, & Yama (1987) intro-

duced a different auditory task. Subjects were presented with two 20-ms
presentations of two unmaskedtonesthat wereclearly different in pitch.
There was an 85-msinterval between the presentationsof the first and
second tone. The subjects were required to indicate whetherthefirst or
the second tone washigherin pitch. The difference in pitch between the
tones was reduced and threshold measures were obtained for the minimal
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difference in pitch that subjects could accurately discriminate. The cor-
relations between fourdifferent measures of pitch discrimination and
Cattell IQ test scores ranged between —.42 and —.52. In a replication
experiment using college students selected for extreme scores on the SAT,
they obtained correlations of —.50 and —.52 between their measure of
pitch discrimination and Cattell IQ scores. Raz et al. (1987) do not report
data indicating the relationship between their pitch discrimination mea-
sure and the auditory inspection-time measures. Since both measures
related to IQ, it is reasonable to expect that they are correlated with each

other. In addition, both auditory inspection-time measuresandpitch dis-
crimination measures require subjects to make a judgment about the
pitch of two briefly presented tones.It is also the case that the duration of
presentation of the tonesis a critical variable in both types of measures.
In the case of auditory inspection time, it is the variable that is manipu-
lated, and the threshold that is obtained is a duration threshold. In the
case of the procedure used by Raz et al. (1987), the use of brief durations
(20 or 30 ms)is critical. Pitch discrimination for tones presented for long
durationsis notrelated to IQ in relatively high-IQ samples. Deary, Caryl,
Egan, & Wight (1989) reported near-zero correlations between pitch dis-
crimination ability and intelligence in a college sample. Although the
empirical relationship between pitch discrimination measuresforbriefly
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presented tones and auditory and visual inspection-time measures re-
mains to be empirically investigated, it is possible to argue that both
kinds of measures may berelated to speed of information processing.
Deary argued that faster inspection times would enable individuals to
make more individual inspections of the characteristics of briefly pre-
sented tones thereby increasing the accuracy of the discrimination. He
stated, “. .. the argument whichpits processing speed againstfidelity of
stimulus representation may well be a nonargument: the experiments
reported here are commensurate with an explanation whichstates that a
fast inspection time is primarily an advantage in information processing
speed, and that this results in more faithful representation of briefly
presented stimuli” (Deary, 1989).
Willerman and Raz andtheir associates do not report corrected correla-

tions for any of the correlations they obtained in their studies. They do
not report test-retest correlations for their various measuresof auditory
inspection time and pitch discrimination. In addition, the use of college
students with extreme scores on the SAT makesit difficult to apply
conventional corrections for restrictions in range of talent. Nevertheless,
it is clear that somerestriction in range of talent exists in their samples
and it is undoubtedly the case that the test—retest correlation of the
various experimental measures they useis less than 1.00. Therefore, their
obtained correlations are lower than the hypothetical true correlation
between their experimental measures and scoresontestsof intelligence.
If a representative correlation of .5 is corrected for attenuation assuming
test—retest correlations of .75 for their experimental measures (the value
for test—retest measures of inspection time} and .9 for their measure of
intelligence, the corrected correlation is .6, indicating that the experi-
mental measures may accountfor approximately 36% of the variance in
intelligence test scores. Jensen and Kranzler’s meta-analysis of all of the
inspection-time data suggests that inspection-time measures accountfor
approximately 25% of the variance in scoreson intelligence tests. These
analyses indicate that inspection-time measures are more predictive of
intelligence test scores than reaction-time measures. They also indicate
that the relationship between inspection timeandintelligence test scores
is sufficiently high as to suggest that these experimental measures must
be determined by something thatis substantially related to the determi-
nants of performanceontestsof intelligence. There is no rule or law that
indicates whena particular amountof variance accounted for by a mea-
sure is to be classified as substantialor trivial. I am comfortable dismiss-
ing the relationship between reaction timeandintelligence as being too
insubstantial to provide important clues to understanding the nature of
individual differences in intelligence. I cannot respond in the same way to
the data on inspection time.If inspection-time measures accountfor 25%
of the variance in scores on intelligence tests and if the measures used by
Willerman and his associates accountfor 36% of the variance in perfor-



INSPECTION TIME 67

manceontests of intelligence, then this relationship is too substantial to
dismiss. An understanding of the nature of the relationship should pro-
vide clues to an understanding of the nature of individual differences in
intelligence.

Several lines of research help to elucidate the meaning of the obtained
relationship between inspection time and measureof intelligence. If in-
spection-time measuresare related to a general information-processing
capacity they ought to be independent of modality. That is, there should
be a relationship between measuresof inspection time derived from visu-
al displays and measuresof inspection time derived from stimuli present-
ed in other modalities. Deary (1980; 1986; Deary, Head, & Egan, 1989)
found that auditory inspection time and visual inspection timewereper-
fectly correlated, but this result was dependent on the performance of
retarded subjects. When these subjects were omitted, the correlation was
not significantly different from zero. Irwin (1984) also found that auditory
inspection timeand visual inspection time were unrelated in a sample of
50 schoolchildren. These results may beattributable to methodological
problems in the assessment of auditory inspection time. White noise
masks were used in these investigations and there is some evidence that
they may not have been effective in masking the pure tones. Thus indi-
viduals were able to process the tones after the onset of the mask. In
addition, the distribution of auditory inspection items was skewed, with
some individuals having extremely long inspection times. This waspar-
tially attributable to a small subset of subjects who were not able to
adequately perform the discrimination task even with relatively long pre-
sentation times. Deary et al. (1989) devised an improved auditory inspec-
tion-time task using a more effective masking stimulus. They excluded
subjects who were unable to make the discrimination accurately when
the tones were not masked. They found correlations ranging between .24
and .53 in a sample of 120 undergraduates between their measure of
auditory inspection time and three different measures of visual inspec-
tion time (see also Nettlebeck, Edwards, & Vreugdenhil, 1986).

Visual inspection time hasalso beenrelated to tactile inspection-time
measures. Edwards(1984, as reported in Nettlebeck, 1987) failed to obtain
a relationship between tactile reaction times and visual inspection-time
measures. Nettlebeck & Kirby (1983) used a tactile discrimination task in
whichtheir subjects were required to report which of twofingers wasfirst
stimulated by rapidly vibrating keys. They reported that their subjects
complained that their fingers rapidly became numb whenperforming this
task. Nettlebeck (1987) speculated that this problem may have rendered
the measures meaningless and this may accountforthe failure to obtain
correlations between tactical and visual inspection times. Deary (1988)
speculated that tactile information processing may beless centrally relat-
ed to higher-order intellectual processes than either visual or auditory
information processing.
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A numberof hypotheses have been advanced to explain the relationship
between inspection time and intelligence. It may be the case that indi-
viduals with high intelligence understand instructions in these tasks bet-
ter than individuals who have low intelligence and thus perform better
for reasonsthat have little or nothing to do with their basic information-
processing skills. There are two arguments against this hypothesis. Cor-
relations between inspection-time measuresandgeneralintelligence test
scores have been obtained in children as young as 6. For example, Ander-
son (1986) reported correlations between visual inspection-time measures
and Wechslerintelligence test scores in small samplesof children aged6,
8, and 10. The correlations in these three groups of children were —.38,
—.55, and —.33 respectively. If a relationship between inspection time and
IQ can be obtainedin children as youngas6,it is unlikely that variations
among a sample of university students are attributable to a failure to
understand instructions. Raz et al. (1987) obtained data in one of their
experiments that also provides evidencethat contradicts an instructional
explanation for the relationship betweenintelligence and inspection-time
measurement. They presented subjects with a loudness discrimination
task for tones presented in one of two intervals for 20 ms. Thesubjects
were required to indicate in which of two intervals the tone occurred.
They obtained loudness thresholds for three different conditions involv-
ing masked and unmaskedstimuli. The correlations between their loud-
ness thresholds and Cattell IQ test scores were .16, .17, and —.06, respec-
tively. These correlations should be compared with those obtained
between their measures of pitch discrimination and Cattell IQ test
scores. The loudness thresholds were obtained from a sample of students
with the same characteristics as those used in the experimentson pitch
discrimination. In addition, the instructions and the experimental pro-
cedures used in both experiments were quite comparable. The obtained
correlations are clearly different. Their measure of pitch discrimination
threshold for briefly presented tones had a significant negative correlation
with IQ and their measure of loudness threshold had a nonsignificant
positive correlation with IQ in two of three conditions and a weak nega-
tive correlation in the third condition. Raz et al. (1987) indicated that
decorticated cats can perform loudness discriminations but are pro-
foundly impaired in their ability to perform pitch discriminations. They
interpreted their results as indicating that the characteristics of the infor-
mation-processing demandsassociated with simple tasks accountfor the
relationship between IQ and task performance and notthe ability to
understand instructions. It is also the case that these results provide
evidence against the interpretation of the inspection-time—IQ rela-
tionship in terms of motivational or attentional variables. It is hard to see
why motivational or attentional variables that might explain a rela-
tionship between IQ and performancein a pitch discriminationor audito-
ry inspection-time task would not lead to a comparablerelationship be-
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tween loudness discrimination and IQ. Theresults of the Raz et al. (1987)
experiment on loudness discrimination need to be replicated. The sample
was small (N = 24) andreliability data for the three threshold measures
were not presented. Quite apart from their substantive relevance, they
constitute an important methodological advance. Studies attempting to
relate cognitive processing measures to IQ would benefit from the useof
control experiments in which subjects are presented with structurally
similar tasks using similar instructions and making comparable atten-
tional and motivational demands that measure parametersof information
processing that are not assumedto be related to IQ. Such experiments
could, in principle, eliminate explanations of relationships that do not
focus on information-processing characteristics of the tasks that are as-
sumedto relate to IQ.

Differences in performance between subjects with high and low IQ may
be attributable to the capacity of high-IQ subjects to resist boredom.
Subjects whoare easily boredfail to pay attention and may makefrequent
errors. Deary (1988; Deary & Caryl, 1990) indicated that this type of
reasoningfails to explain the psychophysical regularities obtained in in-
spection-time research. Subjects who may make frequent errors at one
duration of stimulus presentation may well make zero errors at longer
durations. If subjects were inattentive, unmotivated, and bored, one
would expect to find errors distributed at many different durations of
stimulus presentation in inspection-time tasks. Subjects in inspection-
time experiments generate regular psychophysical data in which the du-
ration of stimulus presentation appears to be a determining variable of
the probability of correct response.
The inspection-time—IQ relationship may beattributable to differential

familiarity with inspection-time tasks. Sternberg (1985) proposed that
intelligence is best measured in tasks that pose new problemsfor indi-
viduals. If a task is completely novel and the relevance of previously
acquired skills and abilities to the task are not apparent, it will not be a
good measure of intelligence. If a task may be solved in a habitual way
then it may also not engage higher-order intellectual processes and may
not serve as a good measure of intelligence. We shall review research
related to Sternberg’s hypothesis in Chapter 4. If individuals with differ-
ent IQ test scores were differentially familiar with inspection-time tasks
it is possible that this might explain the relationship between IQ and
inspection time. Several empirical findings are relevant to an evaluation
of this hypothesis. Nettlebeck (1987) indicated that inspection-time mea-
sures do exhibit improvement with practice and he reported that studies
have found between 17 and 30% improvementas a function of experience
with the task. There is no evidence, nor is there reason to believe, that
subjects with high IQ scores have had more experience with tasks that are
similar to inspection time than individuals with low IQ. The test-retest
correlations between initial and terminal performances on inspection-



70 3. INFORMATION-PROCESSING SKILLS

time tasks is high, suggesting that the determinants of performance on
the task do not change as a result of practice on the task. Anderson
reported that children with experience with video games—anactivity
that superficially appears to resemble inspection-time tasks—do not have
shorter inspection times than individuals who are inexperienced. Raz &
Willerman (1985) reported that improvementwith practice on their mea-
sures of auditory inspection time wasnotrelated to IQ. (There was no IQ
x trial blocks interaction.) Although subjects do improve with practice
on the task, this improvement appears to occur at the same rate for
individuals who differ in IQ test score. These findings suggest that the
inspection-time—IQ relationship is not attributable to differential famil-

iarity with inspection-time tasks.

The inspection-time—intelligence relationship may be explained by ap-
peal to strategic differences in the approachto thetask. Studiesof visual
inspection time have used light-emitting diodes or computerdisplays as
well as tachistoscopic presentationsof stimuli. Many undergraduatesper-
forming these tasks report an apparent movementartifact for non-
tachistoscopic stimulus displays in which subjects report movements of
the lines after the onset of the mask. These cues might be used to solve
the problem, and individuals whoare able to use these cues might obtain
shorter inspection times. In addition, the ability to use such cues might
be correlated with IQ. Thus the inspection-time-—IQ relationship might

be attributable to individual differences in the use of strategies rather
than to individual differences in ability to process information. Mac-
Kenzie & Bingham (1985) obtained data on the useof strategies in inspec-
tion-time tasks. They divided their subjects into two groups—those who
reported apparent motion cues and those whodid not. They found that
the correlation between visual inspection-time measures and IQ in the
group of subjects who reported that they did not see apparent motionsin
the displays was —.72. The comparable correlation in the group who
reported seeing apparent motion was —.20. MacKenzie & Cumming
(1986) replicated these results and obtained correlations between visual
inspection-time measuresand IQ of —.66 for 15 university students who
reported that they were not able to see apparent motion and a correlation
of —.19 for the 22 subjects who reported apparent motion effects. Deary
(1988) cited unpublished data obtained by Egan indicating that the cor-
relation between IQ andinspection time is equivalent amongindividuals
whodiffer with respect to their ability to observe apparent motioneffects.
The available evidence suggests that the use of a strategy of relying on
apparent motion effects does not influence the inspection-time—IQ rela-
tionship. In addition, there are several inspection-time tasks where appar-
ent motion effects are attenuated or not present at all. For example, ta-
chistoscopic presentations reducevisualafter-effects and such effects are
not present in auditory tasks. The relationship between inspection time
and intelligence does not appear to conspicuously vary over these differ-
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ent classes of tasks. Where there is reason to believe that the masking
stimulus was ineffective in auditory inspection-time tasks using white
noise masks, the correlation between inspection time and IQ appears to
be low (see Deary, 1988; 1989), and where moreeffective auditory masks
were used the correlation between auditory inspection time and IQ ap-
pears to be somewhathigher. And, Raz et al. (1987) reported correlations
between auditory pitch discrimination and IQ using unmasked stimuli.
All of these results do not demonstrate that the inspection-time—IQrela-
tionship is not attributable to the useof strategies that differentiate high-
and low-IQ subjects—it is impossible to disprove the mull hypothesis.
Whatcan besaid is that there is no credible evidence that supports the
hypothesis that the relationship between IQ and inspection timeis attrib-
utable to differences in the useof strategies.

Let us assumethat the ability to discriminate between briefly present-
ed simple stimuli is related to the more complex skills tapped in tests of
intelligence. Assumefurtherthat the relationshipis notartifactual andis
not attributable to strategies. Would these assumptions establish that
heritable characteristics of the nervous system influence information pro-
cessing and ultimately influence the development of individual dif-
ferences in intelligence? I think not. The obtained correlation does not
establish the direction of influence betweenits constituents. We have no
plausible theory that explains how alleged differences in the functioning
of the nervous system mightlead to differences in a complex skill such as
the ability to define words. Lacking such a theory, we might, perhaps with
equal plausibility, speculate about ways in which individual differences
in complex reasoning skills might influence the ability to make simple
discriminations.

As with research on reaction time, longitudinal research, behaviorge-
netic research, and physiological research might contribute to an under-
standing of the causal basis of the inspection-time—IQ relationship. What
may be concludedis that the relationship is substantial and thebasis for
the relationship is not clearly understood.

INFANT HABITUATION

Studies of information processing in infancy maycontribute to an under-
standing of the causal direction of the relationship between information-
processing abilities and intelligence. Bornstein (1989; Bornstein & Sig-
man, 1986; see also Fagan, 1984; Fagan & McGrath, 1981; Fagan & Singer,

1983) summarized research indicating that measures of habituation ob-
tained during thefirst year of life are predictive of IQ scores obtained in
early childhood. Infant habituation is defined as a decrementin attention
following the repeated presentation of a stimulus. Several different pro-
cedures andstimuli have been usedin these studies and several different
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types of measuresof habituation have been obtained. Typically, changes
in attention are measured by observingthe direction of an infant’s gaze.
Stimuli may be presented for a fixed duration for several trials. Infants
usually exhibit a decrease in the time that they attend to stimuli follow-
ing repeated presentations. The slope of the function defining decline in
attention may be obtained. Newerstudies tend to use infant-controlled
habituation procedures. The duration of the infant’s initial attentional
responseto the stimulusis noted, and the duration of subsequent stim-
ulus presentations is controlled by the duration of the infant’s initial
responses. The duration is decreased until some predefinedcriterion of
attention is reached—typically 50% of the duration of initial attentional
responding. In a numberof studies, measures of response recovery are
also obtained. If the stimulus is changed, there is usually an increase in
attentional responding to the new stimulus. This is called dishabituation
or response recovery.

Contemporary theoretical analysis of habituation and dishabituationis
usually derived from the work of Sokolov (1958/1963; 1969). Sokolov
believed that the presentation of a novel stimulus elicits an orienting
response accompanied bya series of psychophysiological changes includ-
ing visual orientation to the stimulus. Repeated examination of the stim-
ulus is assumedto create a neural model or representation of the stim-
ulus that encodes its properties. Subsequent presentations of the
stimulus elicit a comparison process in which the new stimulus is com-
pared to the developed representation of the stimulus.If the stimulus is
sufficiently similar to its representation, inhibitory mechanismslead to
the inhibition of the orienting reflex and a decline in attention.If there is
a mismatch betweenthe representation of the stimulus and a new stim-
ulus, disinhibitory mechanisms occur, initiating a new orienting reflex
and a renewedattention to the stimulus. The rate of habituation is, on
this theory, a measureof the rate of development of a representation of
external stimuli. Measures of response recovery may be thought of as
representing the fidelity of the stimulus representation. Dishabituation
can only occurif there has been sufficiently detailed representation of the
previous stimulus to permit a mismatch betweentherepresentation of
the old stimulus and the new stimulusto occur. If the representation of
the prior stimulus hasfailed to encode relevant dimensions of the stim-
ulus, including those features on which the changedstimulusdiffers from
the original stimulus, the probability of a mismatch will decrease. It
should be apparentthat indices of the rate of habituation and responseto
novel stimuli are thought to reflect fundamental properties of informa-
tion processing. These measuresare at least metaphorically analogous to
the dimensions of information processing assumed to be measured in
inspection-time tasks. |

Table 3.2 presents Bornstein’s summary ofstudies relating infant habit-
uation measures to measures of intellectual functioning in early child-
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hood (Bornstein, 1989). The studies summarized in Table 3.2 derive from
14 separate experimental reports and include 685 children in all. The
correlations reported in the last column of the table are uncorrected cor-
relations. Several generalizations about these data are warranted. The
results are remarkably consistent in indicating that infant habituation
and recovery measures are consistently related to measures of intel-
ligence and intellectual functioning obtainedin early childhood. Thereis
relatively little variability in the reported magnitudeof the correlations
that have been obtained. With the exception of one study that measures
habituation in neonates,all of the correlations are above .30. The habitua-
tion measures are all obtained in the first 6 monthsof life. Thus they
occur at a time when the sophisticated skills tapped by intelligence tests
in early childhood are not present. Whatever the interpretation of the
correlations, it clearly cannot be argued that they occur because children
whodevelop good academic andintellectual skills of the type measured
on intelligence tests becomeskilled in basic information-processingabil-
ities. Intelligence cannot be the cause of the abilities tapped by infant
habituation measures unless intelligence is construed as a latenttrait
that is present prior to its manifestation in performanceontestsof intel-
ligence. The available studies summarized in Table 3.2 do not permit one
to reach a firm conclusion about the long-term predictability of measures
of infant habituation. The studies reporting the correlation between in-
fant habituation and recovery measuresandintellectual performance of
older children aged 6-8 do report slightly lower correlations than those
obtained for the relationship between these infant measures andperfor-
manceontests of intelligence administered at ages 2 through 5. Sigman,
Cohen, Beckwith, & Parmalee (1986) reported correlations of .36 and .28
between infant measures and IQ obtained at age 8. These are the only
studies of children as old as 8 in the set of studies summarized by Born-
stein. It is possible that the correlations between infant measures and
later IQ will decrease as IQ tests are give at a later age. Or, it is possible
that the results reported by Sigman et al. (1986) will turn out to be
anomalous, and infant measures will be as predictive of later IQ as they
are of IQ in early childhood. Additional research is required to reach a
firm conclusion onthis issue.

Bornstein (1989) summarized data from six studies on the test—retest
reliability of measures of habituation. The test-retest correlations de-
cline as the time between test administrations increases. The correla-
tions range between .3 and .7. A reasonable estimate of the long-term
stability of habituation measures during the infantyearsis .4. I calculated
the weighted average correlation for all of the data reported by Bornstein
and obtained a correlation of .44. If this correlation is corrected for at-
tenuation, assuminga test-retest correlation of .40 for infant habituation
measures and a test-retest correlation of .9 for the various intellectual
measures, the disattenuated correlation between infant measures and
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early childhood intelligence becomes .733, indicating that close to 54%
of the variance in childhood IQ is predictable on the basis of measures of

infant habituation obtained during thefirst 6 monthsoflife. The correc-
tion reported is conservative. Correctionsfor restrictions in rangeof tal-
ent were not performed. In any case, this analysis suggests that infant
habituation and response recovery measures are remarkably predictive of
early childhood intelligence.
What bearing, if any, do these results have on the interpretation of

findings relating performance on simple experimental tasks such as in-
spection timeto intelligence? It is difficult to answer this question with-
out knowing more about the relationship between the abilities that are
assessed in infant and adult experimental tasks. Inspection-time mea-
sures and infant habituation indices may both be construed as measures
of the speed and accuracy of processing stimulus information. Whether
this represents a superficial and metaphorical analysis or a deep struc-
tural relationship is unclear. Research relating performance on an infant
version of the pitch discrimination task to intelligence assessedat a later
age would be informative. If infant pitch discrimination ability predicted
later intelligence, then it would be reasonableto interpret the correlation
between adult pitch discriminationability for briefly presented tones and
intelligence as being attributable to the influence of pitch discrimination
on intelligence rather than the converse. More precisely, those charac-
teristics of the information-processing system that determineability in
simple tasks could be assumedto be present prior to the developmentof
more complexskills and even, perhaps, to be causally related to the devel-
opment of the complex skills and knowledge assessed in adult tests of
intelligence. Since such research is not available, the exact relationship

between the infant research on information-processing ability and intel-
ligence and the adult research on the relationship between intelligence
and basic cognitive processing ability remains indeterminate.
Although the prior longitudinal status of the infant measures renders a

causal interpretation in whichintelligence influences infant habituation
nugatory, the alternative causal analysis in which infant habituation is
assumedto influence the development of complex intellectual skills may
also be unwarranted. The relationship may be mediated by the influence
of environmental events that influence the development of infant cog-
nitive processing and childhoodintelligence. Two of the studies reported
in Bornstein’s summary, Sigman (1983) and Sigmanetal. (1986), assessed
infant habituation at birth. The significant correlations obtained by these
investigators cannot readily be interpreted in terms of the influenceof
postnatal environmental stimulation in infancy and early childhood.It is
possible that environmental events that influence developmentin utero
are correlated with postnatal environmentalevents and that these events
influence both infant and early childhood intellectual ability. It is also the
case that the correlations reported by these investigators between habitu-
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ation and intelligence were lower than havereported by other investiga-
tors. Perhaps postnatal environmental events contribute to the develop-
mentof both intelligence and infant habituation and these eventsare less
likely to influence the habituation performance of neonates. Or, it may be
the case that the reliability of habituation measures obtained at birth is
low. I believe that the causal interpretation of the research on infant
intelligence is vexed and the bearing of this research on studiesof rela-
tionship between IQ and performance on elementary information-pro-
cessing tasks is indeterminate.

CONCLUSION

In this chapter I have reviewed studies relating scores on tests of intel-
ligence to performanceonthree kinds of tasks—reaction time, inspection
time, and infant habituation and response recovery. The stimuli that are
used in these investigations includetones, lines, and lights. Noneof these
investigations used alphanumeric symbols, and thustherole of formal
tuition or differential exposure to certain classes of stimuli has been
minimized or rendered irrelevant as an explanation of performance on
these tasks (see Ceci, 1990). Differential familiarity with flashinglights,
line lengths, and tonesdiffering in pitch do not appear to be reasonable
interpretations of the obtained correlations between performance on
these tasks and intelligence. The stimuli used in the infant habituation
tasks are probably equally novel for all infants, but they may be more or
less similar to the stimuli that are encountered in the environmentsof
different children. We do not knowif performance on the infant tasks is
determined by variations in patterns of stimulation encountered in the
early postnatal environment. Some of these tasks have nontrivial rela-
tionships with performanceon intelligence tests and may accountfor a
substantial portion of the variance in intelligence test scores. Given the
substantial relationships that have been obtained, it should be the case
that a theoretical analysis of the determinants of performance on these
tasks should provide insights into the nature of the abilities that are
measuredbytests of intelligence.
These tasks appearto involve the ability to process information accu-

rately and rapidly. The tasks with the most substantial correlations to
intelligence, such as inspection time, pitch discrimination, and infant
habituation,all appear to involve the ability to notice differences between
stimuli under difficult conditions. The use of backward masking in the
standard visual inspection-time tasks forces individuals to detect stim-
ulus differences under conditions where there is limited opportunity to
inspect a stimulus. The pitch discrimination task measures ability to
distinguish differences between stimuli that are presented too briefly for
full examination andextraction of relevant information. The measuresof
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infant performance we have examined are assumed to involve a hypo-
thetical comparison between a representation of a stimulus and a new
stimulus. Responserecovery requires the ability to distinguish between
an old and a new stimulus. Althoughthe infant tasks are not speeded, the
infant’s limited intellectual repertoire may makethetask difficult with-
out the degradation of the stimulus accomplished by the rapid presenta-
tions used in the adult tasks.

If the ability to detect differences is the fundamental common element
presented in thesetasks, it is possible to suggest that Spearman’s prin-
ciples of eduction of correlates and relations are not the optimaldefini-
tion of the foundation of general intelligence. Before one can note that
two different things are related, it is necessary to know that they are
different. In the absence of the detection of difference, things which are
different will be treated as identical. And, one cannot educe a correlate or

relation between twothings thatare identical. If two things are identical,
then the only relation or correlate that may be educed between them is
the identity relation.
This discussion leaves unresolved the nature of the discriminatory pro-

cesses that relate to individual differences in intelligence. It leaves unre-
solved whetheror not the common elementthatis present in some of the
tasks that are related to scores on tests of intelligence is some kind of
discriminatory ability. Clearly, discrimination per se is not the funda-
mental attribute of tasks in which individual differences in performance
are correlated with scores on tests of intelligence. Raz et al. (1987) dem-
onstrated that ability to discriminate between tones thatdiffer in loud-
ness does notrelate to intelligence. Perhaps the ability to detect varia-
tions in the intensity of stimuli does not relate to intelligence. This
implies that inspection-time measures for visual stimuli that differ in
brightness would notrelate to individual differences in intelligence. And,
again pursuing the analogy of research on audition, inspection-time in-
dices for stimuli differing in color might be predictive of individual dif-
ferencesin intelligence. It is apparent that there are many different detec-
tion experiments that could be done to obtain measuresof the ability to
discriminate between briefly presented stimuli that differ on somedi-
mension. An examination of the class of discrimination measures that
predict individual differences in intelligence, as opposed to the class of
measures that do not, might provide insight into the relationship be-
tween information-processing skills and intelligence. It is possible to sug-
gest tentative hypotheses to guide this research. Raz et al. (1987) sug-
gested that differences between parallel and serial processing might
explain whypitch discrimination correlates with intelligence test scores
and loudnessdiscrimination does not. They assumedthat pitch discrimi-
nation involves parallel information processing and loudness discrimina-
tion involves serial processing of information.If this hypothesis is cor-
rect, it would be possible to design experiments involving discrimination
of simple visual stimuli that tap differences in parallel and serial process-
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ing of information. For example, Treisman (1982; Treisman & Gormican,

1988; Treisman & Souther, 1985} indicated that there is a preattentive
automatic processing of stimulusfeatures of visual stimuli that appears
to involve parallel processing. She finds that the ability to detect stimuli
that differ in certain dimensions may not vary as the numberofdistrac-
tors in the set of stimuli increases. Other stimulus features appear to be
processed serially since the time to detect a stimulus that differs from
others on these features increasesasset size increases.It is interesting to
note that Treisman suggested that line lengths, the discriminative feature
used in the original inspection-times tasks, are discriminable on the basis
of preattentive properties that are not related to the numberof elements
in the set. By contrast such properties of line arrangements as con-
vergence and parallelism are processed serially—the detection timefor
such properties is an increasing function of the numberof distractors
presented in the set of stimuli. If the critical feature of discrimination
tasks that determinestheir relationship to intelligence is the presence or
absenceof serial and parallel processing, then one would expect that the
inspection time for judgments of convergenceandparallelism of lines, or
discrimination thresholds for such lines, would notbe predictive of indi-
vidual differences in intelligence.
There are many otherpossible hypotheses that could be explored about

the class of psychophysical measuresthat are predictive of intelligence.
Consider anotherpossible visual dimension. Livingstone & Hubel(1988)
distinguished between two primate visual systems—an evolutionary old
magno system that is designed to provide information about moving
objects and the overall structure of the visual world, and the parvo system
that is important for analysis of the details of visual images. Livingstone
and Hubel detail the anatomical and physiological substrates of these
systems and relate them to a variety of perceptual phenomena.If it is
assumedthat variations in the functioning of the parvo system and not
variations in the magno system arerelated to individual differences in
intelligence, then Livingstone and Hubel’s analysis provides a numberof
suggestions of the kind of perceptual phenomenathat one might examine
to obtain possible relationships with intelligence. What should be appar-
ent is that research attempting to delineate the class of psychophysical
measures that do or do not predict performanceontests of intelligence
should inform us about the nature of individual differences in intel-
ligence.

I have argued that we do not have a firm theoretical understandingof
the reasons why performance on somerelatively simple experimental
tasks is predictive of performance on tests of intelligence. Nor do we
understand the way in which the abilities measured by these tasks are
causally related to performanceontests of intelligence. Nor do we know
if the reductive, bottom-up models favored by someresearchersin this
area are justified. Such models are, at best, plausible. No more, noless.



4
MULTIPLE AND COMPLEX

CORRELATES OF INTELLIGENCE

 

In this chapter we shall consider several different approachesto the ex-
perimental investigation of individual differences in intelligence. The
experimental approaches considered in Chapter 3 were examined from
the perspective of a monarchical, reductive, bottom-up modelof intel-
ligence. In this chapter we shall consider approachesto the experimental
study of individual differences in intelligence that relax one or more of
the commoncharacteristics of the theoretical perspective used in Chap-
ter 3.

First, we shall consider studies in which performanceonseveraldiffer-
ent experimentaltasks is related to psychometric indices of intelligence.
These studies are designed to measure several elementary componentsof
information processingthat collectively define either general intelligence
or verbalor spatial ability. Second, we shall consider studies that attempt
to define a complex correlate of general intelligence. These studies may
be understood as a contemporary version of Spearman’s attempt to char-
acterize general intelligence by the ability to educecorrelates and rela-
tions. Third, we shall consider the componential approach to general
intelligence whichis distinguished by theeffort to study the components
of performance on complex tasks.

MULTIPLE COGNITIVE CORRELATES
OF INTELLIGENCE

Many different experimental tasks may be used to study the cognitive
correlates of intelligence. Several tasks have been studied that are based
on well-defined paradigms used in cognitive psychology. E. Hunt (1978!
was oneof thefirst researchers to relate individual differences in intel-
ligence to a theoretical parameter derived from the contemporary study of
cognitive processes. He used a task studied by Posner, Boies, Eichelman,
& Taylor (1969) in which subjects were required to state whether two

80
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letters were the sameor different. The judgmentof similarity may be
based on the physical identity of the letters—e.g., the pair “aa.” Or the
judgment may be based on nameidentity, as in the pair “Aa.” The reac-
tion times for similarity judgments of physically identical letters are
shorter than the reaction timesfor letter pairs with the same name. The
difference in reaction timesis attributable to the need to access long-term
memoryfor lexical categories in order to judge nameidentity. Hunt found
that the difference between reaction time for name-identity (NI) judg-
ments of similarity and physical identity (PI) judgmentsof similarity (NI
— PI) was inversely related to measures of verbal ability, implying that
individuals with high verbal ability are able to access long-term memory
codes for lexical material more rapidly than individuals with low verbal
ability.

Individual differences in spatial ability have been related to the speed
with which an individual is able to rotate a visual image. Shepard &
Metzlar (1971) found that the time taken to decide whether the two-
dimensionalrepresentation of a three-dimensionalfigure was the same or
different from a previously presented target figure was a monotonically
increasing function of the angle of rotation of the figure. The slope of the
function defining increases in judgmenttimeas a function of the angle of
rotation of the target stimulus is a measure of the speed of mental rota-
tion and this measure mayberelated to spatial ability measures.
Speed of access to memory for arithmetic stimuli may be measured by a

task studied by S. Sternberg (1970). Individuals are presented with a set of
numerals followed by a single probe digit. The subject judges whether the
probe digit was or was not includedin the set of stimuli that was pre-
viously presented. Decision time is a monotonically increasing function
of the numberof digits in the initial comparison set, suggesting that
individuals engage in serial processing of the stimuli in order to deter-
mine whetheror notthe probe digit is included in the set of stimuli. The
slope of the function relating decision times to set sizes may be taken as
an index of the speed of scanning memory fordigits.
The three tasks described above each provide a slope measure of the

speed of processing information. Theydiffer with respect to the kind of
information that is processed—lexical, arithmetic, or visual—spatial. The
slope measures that are obtained are formally analogous to the slope
measure of increase in choice reaction timeas a function of set size. Each
of these measuresis related to a general law in cognitive psychology and
variations in a parameterof speed of processing information may bein-
vestigated as a correlate of general intelligence or of a specific ability
measure. Studies that combine these measures, along with several vari-
ants of these procedures, have been undertaken with the aim of surveying
the relationship between measures of information processing andintel-
ligence. Such studiesare, in principle, capable of clarifying several related
issues. Are certain information-processing parameters more predictive of
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intelligence than others? To what extent are these several measuresre-

dundant? Is it possible to combine several measures of information pro-

cessing into an index that is more predictive of intelligence than any

single component? Do measures of information-processing parameters

possess discriminant and convergentvalidity for different abilities? That

is, are parametersof spatial processing more predictive of spatial reason-

ing ability than they are predictive of verbal reasoning, and are parameters

of verbal processing of information morepredictive of verbal reasoning
ability than of spatial reasoning ability? We shall examinethese andrelat-
ed questions by considering the results of several studies that have stud-
ied one or moreof these or related tasks in a single investigation.

P. A. Vernon (1983) obtained reaction-time measures for several cog-
nitive tasks including visual inspection time and simple andchoicereac-
tion time using Jensen’s apparatus. In addition, subjects were required to
judge pairs of words that were either physically identical or not. He used a
semantic version of this task in which subjects were required to judge
pairs of words that were synonymsor antonyms. A digit recognition task
was included that required subjects to indicate whetheror not a digit was
included in a previously presented list containing from 1 to 7 digits. A
dual-task procedure was used in which subjects were given the digit rec-
ognition task, interrupted after the presentation of the initial digits by the
presentation of a same—different judgment task for words, followed by the
presentation of a single digit. The subject indicated whether the digit was
or was not present in the previously presented list. Measures of response
speed and variability of response times were obtained for each of these
tasks and these measures were correlated with performanceontests of
intelligence. The multiple correlation between various measuresofre-
sponse times on these tasks and IQ was .46. The subjects in the experi-
mentwere college students and therefore hada restricted range of talent
for IQ. The multiple correlation, corrected for restriction in range of
talent, was .67. Comparable results were obtained for measures of the
variability of responding in this sample. The multiple r for the variability
measures and IQ was .43, which, when corrected, became .63. These
analyses indicate that approximately 40% of the variance of scores on
tests of intelligence is predictable from scores on a battery of tests of the
speed and consistency of response speedfor tasks that have very low error
rates. The medianlatency of responding on these tasks is below 1500 ms,
suggesting that they do not involve highly complex reasoning processes.
Although the multiple correlations involving the combined results of
several measuresare higher than the correlations of any individual mea-
sure, it is not clear that these values are conspicuously higher than the
correlations obtained by Raz & Willerman (1985; Raz, Willerman, &
Yama, 1987) for various measures of auditory pitch discrimination and
intelligence. Also, the replicability of the multiple correlations remains
to be investigated. Vernon, Nador, & Kantor (1985) reported comparable
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multiple correlations for similar batteries of tests and IQ in different
samples. Although the overall magnitude of the multiple r is replicable,
the exact weights assigned to the several predictor variables that enter
into the multiple prediction equation are probably not replicable. These
results indicate that it is possible, given several measures of elementary
information processing, to predict IQ.

Vernonet al. (1985) proposed that the correlation between generalintel-
ligence and performance on elementary information-processing tasks is
related to the complexity of information processing required for a task.
Vernon & Jensen (1984) measured complexity by noting the medianlaten-
cy required to perform each task. They found that group differences in IQ
were positively related to median reaction times. Vernon and Jensenre-
ported that the correlation between the mean difference in reaction times
between a group of university students and a group of vocational stu-
dents, whose mean IQ was lower than that of the university students,
correlated .97 with the median reaction time on the task. They suggested
that median reaction time on these tasks is a measure of the complexity
of the information processing required for successful completion of each
of these tasks. And, the more complex the cognitive processes involved in
performing a task, the more g loaded the task. Although the correlation
reported has a dramatically high value, the conclusion may not be com-
pelling. The mean differences are not presented in standard deviation
units. There is a correlation between the medianreaction timefor a task
and the standard deviation of reaction times on the tasks. It is conven-
tional to compare meandifferences in terms of the standard deviations of
the scores. If this were done, the correlation would be lower. In addition,
tasks that differ in reaction timealso differ in a number of dimensions
other than complexity. For example, the largest difference in reaction
time between university and vocational college students is obtained on a
dual processing task that requires individuals to perform a same-—differ-
ent judgmentfor pairs of words that are interspersed between presenta-
tions of a digit recognition task. We shall review evidence suggesting that
dual processing tasks are highly correlated with intelligence. Finally, Ver-
non et al. (1985) found a negative correlation of —.95 between mean
differences in reaction times on these tasks between two groupsof univer-
sity students who had small differences in IQ (122 versus 117) and median
reaction timefor the task. In this instance, larger differences between the
groups occurred for those tasks that had the shortest reaction time—a
result exactly opposite of that reported by Vernon and Jensen for the
differences obtained between university students and vocational college
students. Obviously, the relationship between differences in the magni-
tude of mean differences and medianreaction timesfor different tasks for
groups differing in IQ is not constant.
Larson & Saccuzzo (1989; see also Larson, Merritt, & Williams, 1988)

presenteda battery of timed tasks to 343 Navyrecruits. They chose tasks
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that varied in complexity of information-processing requirements and

they correlated performance on these tasks with performanceontests of
intelligence. They used the following tasks.

1. A simple reaction-timetask.
2. A visual inspection-time task.

3. A numbers task in which subjects were given a single target digit to

recall followed by a rapid presentation of a sequence of digits. The

subjects were required to indicate the digits immediately preceding

and following the target digit.
4. A choice reaction-time task called the arrows task in which the posi-

tion of an arrow cued the appropriate response.

5. A mental counters task in which subjects were required to note the

location of a box above or below a line and add +1 for boxes above the

line and —1 for boxes below the line. The appropriate score for each

trial varied between +3 and —3. A description of this task is presented

in Fig. 4.1.

Larson & Saccuzzo (1989) derived three parameters of increasing com-

plexity of information processing from their subjects’ performance on

these tasks. The first parameter was an encoding parameter defined by a

WHAT THE COUNTER COUNTER
STEP SUBJECT SEES ADJUSTMENT VALUES

. — oO _ X +1 X 110

Please select your answer:

1.200
2. 20-1 (Correct answeris #2)

3. 10-1
4. 21-1

FIGURE 4.1 Sample items from mental counters test. (Based on Larson & Saccuzzo,

1989.}



MULTIPLE COGNITIVE CORRELATES OF INTELLIGENCE 85

composite of the inspection-time measure and the standard deviation of
simple reaction times. The secondlevel of complexity was encoding plus
memory comparison and it was defined by the standard deviation of
choice reaction-time performance. This was based on performance on the
arrowstest that required subjects to respond in a different way to stimuli
depending on the position of an arrow that served as a cue. Thus the
subject was requiredto recall the position of the cue while responding to
a stimulus.Thethird level of complexity was called encoding plus memo-
ry comparison plus momentary workload. It was defined by performance
on the mental counters test. The correlations between thesethree derived
parameters and a composite measure of intelligence were .27, —.29, and
54, respectively. The disattenuated correlations, corrected for unre-
liability of measurement, were .42, —.45, and .72. The correlationsfor the
first two parameters and a measureof generalintelligence are not signifi-
cantly different. The third parameter, i.e., performance on the counters
test, has a significantly larger correlation with IQ than the other param-
eters.
Larson and Saccuzzo’s findings provide only partial support for the

hypothesis that complexity of information processing determines the
magnitude of the relationship between IQ and information-processing
tasks. There was no difference between thefirst and second parameter.
Thus the introduction of a memory component to encoding does not
increase the magnitude of the correlation between a simple cognitive task
and IQ. This finding is analagous to the results obtained with the Jensen
apparatus. Thevariability of reaction times in a simple reaction-time task
is as predictive of IQ as the variability of performance in a choice reac-
tion-time task. The significant increment in predictability associated
with their third parameter, performance on the counters test, may be
attributable to several possible differences between this task and the
other tasks used by Larson and Saccuzzo. Performance on this task is
defined by a measure of the numberof correct responses rather than by
indices based on reaction times. In addition, the counters task requires an
individual to perform simple arithmetic calculations. Familiarity with
alphanumeric symbols and with the task of performing mental arith-
metic may influence performanceonthis task. It appearsless related to a
basic ability to encode or respond to simple stimuli than the other tasks
and comescloser to being a task where theassertion that performance
may be influenced by formal schooling appears to have a prima facie
validity.
Matthews & Dorn (1989) obtained theoretically defined parametric

measures of information processing from performance on a variety of
timed tasks and related these measures to performance on the Cattell
Culture-Fair test of intelligence. Their subjects were presented with a
variety of choice reaction-time tasks and several modifications of these
tasks. The choice reaction-time tasks used by Matthews and Dorn in-
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cluded three “control tasks” that required subjects to respond to three
different colors, lights, or shapes. They introduced several variations of
these three basic tasks in order to derive parameters for more complex
information-processing components. Thevariations included the follow-
ing tasks.

1. A degraded shape task in which the shapespresented to subjects in the
choice reaction-time task were degraded with visual noise.

2. A memory load task in which subjects were presented with seven
digits followed by a reaction-time task followed by the requestto recall
the seven digits that were previously presented.

3. An incompatible response task in which subjects had to respond with
different response keys to a previously encountered choice reaction-
timetask.

4. An alternation task in which subjects had to respond on alternate
trials to a shape or a color discriminationtask.

5. A rare-event task in which subjects were required to respond to shape
stimuli on 90% of the trials and color stimuli on 10% of thetrials.

6. A cue control task in which a plus sign signaled thestart of a trial
followed by the presentation of one of the three choice reaction-time
tasks.

7. A category cue task in which different letters cue which of the three
choice reaction-time tasks would be presented.

The preceding tasks were used to defineseveral different parameters of
information processing. The parameters wereas follows.

1. Feature extraction defined as the difference in reaction time for de-
graded and nondegraded shapecontrol stimuli.

2. Short-term memory: memory load — shape control.
3. Response selection: incompatible response — shape control.
4. Flexibility I: The difference between alternation and the averageper-

formance under shape and color control stimuli.
5. Flexibility II: The difference between performance on rare-eventtrials

and the average performance on shape and color control reaction
times.

6. Consciousattention. The difference between the category cue and the
cue control reaction times.

It should be apparent that each of these derived parameters is assumed to
measure performance under conditions in which there is an additional
information-processing requirement added to the basic choice reaction-
time tasks. A mean reaction time and the standard deviation of reaction
times were obtained for each of the measures included. The correlations
of these measures with Cattell Culture-Fair IQ tests ranged from —.15 to
—.52. The color control choice reaction-time task had the highest correla-
tion with IQ. The more complex versions of the reaction-time tasks did
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not have highercorrelations with IQ than the basic control tasks. Table

4.1 presents the correlations between the meanand standard deviation of
control reaction times and IQ as well as the correlations between the

meansand standard deviation of the several derived parameters and IQ.
Table 4.1 indicates that performanceon the choicereaction times with-

out the introduction of additional information-processing demands is
more predictive of IQ than the measures of derived parameters. The find-
ings of the Matthews and Dorn study appear to be congruent with the
results obtained by Larson and Saccuzzo. Larson and Saccuzzo found that
the addition of a dual-task memory componentto a reaction-time task
did not lead to a significant incrementin the prediction of IQ.It is also
the case that none of the complexities added to the choice reaction-time
tasks presented by Matthews and Dorn involved the use of mental cal-
culations or the use of alphanumeric symbols. Their data support the
notion that the increment to predictability of intelligence associated
with performance on the counters test is not the result of the added
complexity of information processing per se, but rather of the introduc-
tion of a mental task that is congruent with activities associated with
formal education. Matthews and Dorn tentatively concluded that the
relationship between performance on simple information-processing
tasks and intelligence is attributable to speed of apprehensionability or
encoding ability.

The studies we have considered used multiple measuresof performance
in a single investigation. E. Hunt (1978; 1987; Hunt, Frost, & Lunneborg,
1973; Hunt, Lunneborg, & Lewis, 1975; Lansman, Donaldson, Hunt, &
Yantis, 1982) used a theory of the verbal comprehension processto obtain
measures of several correlates of verbal ability. He assumed that these

TABLE 4.1 Correlations between IQ and

Means and Standard Deviations of Reaction-

Time Measures2
 

Correlations with
 

 

Mean SD

Measures

Color — 52 —.35
Shape —.4] —.32
Cue control —.42 — .43

Derived Parameters

Feature extraction —.26 —.26

Short-term memory —.15 —,.21

Responseselection —.10 01

Flexibility I —.15 10

Flexibility II —.12 —.19
Conscious attention —.31 —.12
 

2Based on Matthews & Dorn (1989).
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several elementary processes collectively determined individual dif-
ferences in verbal ability.

Huntet al. (1975) studied individual differences in the ability to identi-
fy sublexical units of speech. They presented subjects with phonemesin a
dichotic listening task in which different phonemes were presented to
each ear. The subjects were required to identify which of the two
phonemes waspresentedfirst. Performance on this task was contrasted
with performance on a similar task in which the stimuli were nonspeech
sounds (a buzz, hiss, or tone). Figure 4.2 presents the data obtained by
Huntet al. (1975) indicating the numberof correct judgments madein

"HSS" "BZZ"
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FIGURE4.2 Verbal ability is related to the ability to perceive sublexical elements. The
task was to detect the order of dichotically presented speech or nonspeech sounds. High-

verbal people were better at detecting speech sounds than were low-verbal people. There was
no difference for nonspeech sounds. (Based on Hunt, 1987.)
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this task for the two classes of discrimination problems for individuals
whodiffer in verbal ability. The data clearly indicate that there islittle or
no relationship between verbal ability and the ability to discriminate the
order of presentation of nonspeech sounds. Verbal ability is positively
related to the ability to discriminate the order of presentation of
phonemesthat serve as a sublexical unit of language.

Huntet al. (1975; see also Huntet al., 1973) studied the speed of access
of written symbols to a language code using the paradigm developed by
Posner et al. (1969), who presented subjects with pairs of letters on a
computer display that were physically identical (AA) or nameidentical
(Aa) or different (aB). The subjects were required to distinguish between
letter pairs that were the sameor different and were further instructed to
consider the first two pairs as the same. Table 4.2 presents their data
relating performanceon this task to a classification of subjects as being
high or low in verbalability. Table 4.2 indicates that subjects who are high
in verbal ability need less additional time to identify letters with the
same namebut different physical representations as identical than sub-
jects whoare low in verbal ability. These results suggest that verbal abili-
ty is related to the speed of access to overlearned verbal codes that are
stored in long-term memory.

Goldberg, Schwartz, & Stewart (1977) used an analagoustask to study
the time required to identify words that were either physically identical
(DEAR - DEAR), homophonically identical (DEAR - DEER}, or tax-
onomically identical (DEER - ELK). Their data are presented in Table 4.3,
which indicates that high-verbal subjects and low-verbal subjects differ
slightly in the time taken to determine the physical identity of words.
High-verbal subjects are able to determine the identity of homo-
phonically and taxonomically identical words more rapidly than indi-
viduals whoscore low in verbal ability. These data suggest that subjects
whoare high in verbal ability are able to access lexical meanings more
rapidly than individuals low in verbal ability.

Individuals whodiffer in verbal ability have also been foundto differ in
the speed with which they can verify sentences that describe a very sim-
ple visual stimulus as true or false. A typical stimulus used in these
studies is presented in Fig. 4.3. Hunt, Davidson, & Lansman(1981) ob-
tained measuresof performance on a sentenceverification task as well as

TABLE 4.2 Mean of Median Reaction Time for Same—Different

 

 

Identification¢

Nameidentical (NI) Physical identical (PI) NI — PI

High verbals 588.1 524.5 63.6
Low verbals 631.7 542.8 88.9
 

“Based on Hunt, Lunneborg & Lewis (1975).
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TABLE 4.3 Mean Reaction Times (ms) on Same-

Different Identifications for Subjects Differing
in Verbal Ability
 

 

Matching task High verbals Low verbals

Physical 732.8 868.7
Homophone 806.3 1168.7

Taxonomic 907.4 1267.3
 

aBased on Goldberg, Schwartz, & Stewart (1977).

performance on a numberof tasks designed to measurespeedof accessof
lexical information in long-term memory. They found that the partial
correlation between individual differences in verbal comprehension and
performance on the sentence verification task holding constant perfor-
mance on a semantic matching task was .31. This correlation indicates
that verbal ability is related to the speed with which an individual can
verify sentences that describe pictures and that this ability is partially
independentof the ability involved in determining that words are seman-
tically identical.
We have considered the relationship between performance on several

tasks and verbal ability. The tasks may be ordered in terms of the degree
to which they approximate complex abilities that are acquired as one
gains facility in the comprehension of a language. Clearly, the ability to
discriminate between phonemesrequiresrelatively little linguistic so-
phistication. It may be thought of as a measure of primitive processing
capacities that may be related to complex skills. By contrast, the sentence
verification task can only be performed by someone whoisliterate.It is
possible to study individual differences in verbal ability using tasks that
are dependent on highly developed linguistic skills. Sternberg & Powell
(1983) developed a theory of vocabulary acquisition. They assumed that
individual differences in vocabulary were notsolely attributable to indi-
vidual differences in exposure to words with different meanings. They
assumedthat the acquisition of vocabulary was determinedbytheability
to infer the meaning of words from incompletely specified contexts. All of
us are able to define words for which we have never encountered a formal
definition. We maybe able to do this because weinfer the meaning of the
word from context. Sternberg and Powell believed that most of the words

PLUS ABOVE STAR

-+-

*

FIGURE 4.3 Thesentenceverification paradigm. The participant is shown a sentenceor

phrase, followed by a picture. The task is to determine whetheror not the sentence accu-

rately describes the picture.
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in an individual’s vocabulary are acquired in this way. In order to test this
theory, they presented high school students with passages containing
unusual low-frequency nounsthat are almost never encounteredin writ-
ten English. None of the words used were in the working vocabulary of
the students. They constructed passages using these words and asked
students to provide a definition of the word. They found that a measureof
the quality of the definitions provided by the students had correlationsof
.62, .56, and .65 with IQ, vocabulary, and reading comprehension,respec-
tively. These results explain why individual differences in vocabulary are
a good measure of general intelligence. The acquisition of vocabulary is
correlated with the ability to determine meanings from imperfectly spec-
ified contexts. Thus abstract skills related to fluid ability are probably
involved in vocabulary acquisition.
The research we have considered permits one to develop a modelof

individual differences in verbal ability that assumesthat such differences
are related to individual differences in partially independentskills. E.
Hunt(1987) summarized the theoretical import of research on individual
differences in verbal ability as follows.

Whatis verbal ability? The theoretical position taken here is that the “dimen-
sion” of verbal ability is the result of a somewhat correlated collection of skills.
These skills depend upon a variety of more primitive psychological processes,
including access to lexical memory, rapid consolidation of information into

long-term memory, the possession of knowledge about how to processdis-

course in general, and the possession of knowledge about the topic of the
discourse being comprehended. Some of these primitive processes can be
thoughtof as properties of the brain, closely linked to physiological processes.
The efficiency of consolidation of information into long-term memory is an
example. Other processes, such as the use of restaurantscripts, are learned, and
are highly culture dependent.

If the various verbal skills are distinct, why do psychometric analyses so
consistently uncover a single dimension of verbal ability? It could be that all
the primitive processes of language comprehensionare derived from a single
underlying brain process, and that the expression of different processesis corre-
lated across individuals for that purpose. There may be sometruthtothis, but
it is an impossible proposition to prove or disprove. The moderately high cor-

relations between measures of different aspects of language comprehension
could also be explained by interactions between them as they are developed.
Being able to consolidate information into permanent memoryrapidly would
aid in the acquisition of lexical knowledge, and increasing one’s vocabulary
would increase one’s ability to develop text and situation models, which could
be used to increase lexical knowledge by defining new words in context. Since
each subprocess of verbal comprehension encourages the development of the
others, it is hardly surprising that, across individuals, the same people are

usually good at different verbal comprehension tasks (E. Hunt, 1987).

Keating, List, & Merriman (1985; see also Keating & Bobbitt, 1978)
related performance on verbal and spatial information-processing tasks to
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tests of verbal and spatial psychometric ability. They hoped to demon-
strate whatis called discriminant and convergentvalidity for their mea-
sures. That is, they assumed that evidence for the theoretical specificity
of information-processing parameters would be obtained if various pa-
rameters relating to spatial skills would correlate with each otherat a
higher value than they correlated with parametersrelating to the process-
ing of verbal information.In addition, the same pattern of convergent and
discriminantvalidity should be demonstratedfor correlations with abili-
ty scores. That is, they assumed that parameters of verbal processingof
information would correlate with verbal tests at a higher level than they
correlated with spatial tests, and parametersof spatial processing should
correlate with spatial ability at a higher value than they correlated with
verbal ability. They also included data from two different age groups,
eighth graders and adults, in order to see if the assumed relationships
between elementary processingskills and ability measures were constant
across developmentallevels.
Among the verbal measures they obtained were differences in name

versus physical identity judgments for letters, a delayed version of this
task in which the letters were presented sequentially, and a semantic
processing measure in which subjects were required to judge whether the
second word of a pair of words belonged to the same category asthefirst
word in the pair. They varied the association strength of the first and
second word and obtained a measure of the slope of reaction time for
wordsof differing degrees of association. Among the spatial components
they investigated was a letter rotation task based on a task developed by
Cooper & Shepard (1973) in which letters are presented in normal or
reversed orientation and with different degrees of rotation from the up-
right. Subjects were required to judge whetherthe letter was presented in
reversed or normal orientation. The time required to make these judg-
ments is a monotonically increasing function of the degree of rotation of
the stimulus. They obtained a measure of the slope of reaction time to
make a judgmentof reversed or normal orientation as a function of the
degree of rotation of the stimulus. They also included a measureoffacial
rotation and a measureof letter rotation in which subjects were presented
with a cue (an arrow) that indicated the direction of the rotation of the
stimulus.
Keating et al. (1985) foundlittle evidence for convergent and discrimi-

nantvalidity for their various parameters of information processing. They
reported average correlations of .23 for their three verbal parameters, .37
for their spatial parameters, and .08 for the average correlation between
verbal andspatial parameters for eighth graders. The comparable correla-
tions for adults were —.13, .17, and .12. Thesedata indicate that there was
little evidence for convergent and discriminant validity in the rela-
tionship amongthese different measures.
The correlations between spatial and verbal ability measures and spa-
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tial and verbal parameters derived from information-processing tasks also
providedrelatively little evidence of discriminant and convergentvalid-
ity. Table 4.4 presents the correlations between the various measures of
information processing and spatial and verbal ability for eighth graders
and adults. The data indicate that the correlations are relatively low and
inconsistent. For adults, the best predictor of verbal ability is performance
on a spatial rotation task. Spatial ability is predicted by performance on
rotation tasks, but also by performance on a semantic processing mea-
sure. For eighth graders, verbal ability is best predicted by performance on
the semantic processing task, but it is also predicted by performance on
two of the rotation tasks. Spatial ability is not related to any of these
measures.

Keating et al. (1985) (see also Keating & Bobbitt, 1978) contended that
their results provide little or no support for the attempt to derive cog-
nitive correlates of intellectual skills. They argued that the imposition of
more stringent validity criteria and the search for convergent and di-
vergent validity correlations explain the generally negative outcome of
their study in comparison to other studies that are reported in theliter-
ature. Their conclusion may be premature for tworeasons.First, their use
of measures of the slope of reaction time to various stimuli, while the-
oretically justified, may not provide an optimal approach to the discovery
of the cognitive correlates of ability. Recall that measures of the vari-
ability of choice reaction times to stimuli tend to be more predictive of
general intelligence than the slope of reaction times for choice reaction
times for different set sizes of stimuli. In short, Keating et al. (1985) may

TABLE 4.4 Intercorrelations of Processing Parameters and Ability Measures,
Eighth Graders and Adults2.5
 

 

Standard Oriented Delayed

Facial letter letter Letter letter Semantic Verbal Spatial
rotation rotation rotation matching matching processing ability ability

(FR) (SLR) (OLR) (LM) (DLM) (SP) (VA) (SA)

FR — 52D *** 15 22 —.04 — .06 — 22 12

SLR 18 — 42** 11 18 12 —.24 — .06

OLR 02 .30* — .03 16 .02 —.07 -.09
LM 11 —.17 —.12 — .26* 23 —.14 .03

DLM_ -.13 .08 .03 —.20 — 21 13 03

SP .26* .68 *** .20 —.08 —.12 — —.39** —,Q7

VA — .32* .O2 —.11 —.09 .O1 — .08 — .26*

SA —.16 — .43** — 23 17 — 22 — .38** 41 ** —
 

“Based on Keating, List & Merriman (1985).

>Adults’ data are below the diagonal; eighth graders’, above.
*p < .05.

**p < O01.

***pD < 001.
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not have used the best measures of elementary cognitive processes in
their study.

Second, the difficulty may in part be attributable to the search for
convergent and divergent validity correlations in the first place. Thatis,
the relationship between elementary parameters of information process-
ing and intelligence may not be content specific. The parameters may
relate to more fundamental processes that correlate with generalintel-
ligence rather than the difference between verbal andspatial ability. Keat-
ing et al. assumed that the search for the cognitive correlates of general
intelligence as opposedto spatial and verbal ability is theoretically unin-
formative. Theyasserted, “. . . a high correlation of total RT with Raven’s
matrices’ scores demonstrates that they share commonvariance, but the
psychological sourceis not illuminated by the correlation”(Keatinget al.,
1985, p. 151). This notion is based on the theoretical assumption that the
cognitive correlates of psychometric ability measuresexist at the level of
specific abilities. If there are cognitive correlates of general intelligenceit

is entirely possible that experimental tasks that measure reaction times
to spatial or verbal stimuli would not demonstrate the pattern of correla-
tions with verbal andspatial ability measures that are required to provide
evidence for discriminant and convergent validity demonstrations. The
research reviewed in Chapter 3 was undertaken under the assumption
that there are cognitive correlates of general intelligence and that these
should generalize to measures of verbal and spatial ability in so far as
those measuresrelate to g. Thus the data obtained by Keating et al. may
indicate more about inadequaciesof their theoretical assumptionsthanit
does aboutthe general value of research for cognitive correlates of general

intelligence.
McGue & Bouchard (1989) related performance on several information-

processing tasks to a battery of measures of mentalabilities that permit-
ted them to derive separate verbal, spatial, perceptual speed and accuracy,
and visual memory factors. They used three experimental tasks—the
Posner measure of reaction time for name and physical identity judg-
ments of letters, the Sternberg measure of the time taken to identify a
probe digit as belonging to a previously presented set of digits, and the
Shephard—Metzler measure of the time to judge visually rotated spatial
imagesas being the sameordifferent from a comparison figure. For each
of their experimental measures they derived slope and intercept mea-
sures. Table 4.5 presents the correlations they obtained between perfor-
mance on their experimental tasks and performance on the psychometric
tests. Table 4.5 indicates that there is some evidencefor discriminant and
convergent validity in these data. Parameters derived from the Posner
measure of lexical processing of information relate more highly to scores
on the verbal tests and the verbal factor than they doto scores on other
factors. Similarly, performance on the Shepard—Metzlerspatial rotation
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TABLE 4.5 Correlations between Ability Clusters and Information-Processing
Measures2.>
 

 

 

Information- VR SP PSA VM
processing
measure Xe Fe X F X F X F

Posner identity

NI + PI —.39* —.49* —,21* 10 —.31* —.36*  —-.17* -—.17*

NI — PI —.13*  —.27* .07 13 .00 .06 — .06 —.07
Sternberg probe

+ Intercept -—.21* -—.23*  —-.16* —-.11 —.19* —.20* —.07 -.10
— Intercept —.24* —.27* —-—.16* —.10 —.21 —.24 —.1] —.13

+ Slope —.16* —.22* — .04 -.01 — .03 — .04 —.03 — .04

Slope —.13* —-—.15* —.05 — 02 —.10 — .09 01 — .03

Shepard-Metzlar rotation

Intercept —.19* —-—20* -—.29* -—-.34* —-30* —-—.17* —.12* -.10

Slope .04 13 -.13 -.19 —.22 —.19 —.05 ~ .06
 

“Based on McGue & Bouchard (1989).

PVR, verbal reasoning; SP, spatial ability; PSA, perceptual speed and accuracy; VM, visual memory.
¢X = mean score on the subtests that define each factor; F = factor score.
*p < .05.

task is more highly related to performance on the spatial psychometric
tests than to performanceon the other psychometric composites. In addi-
tion, these data indicate that the predictability of specific parameters of
information processing is not completely content specific. Note that
measures that are good predictors of performance on one of the psycho-
metric composites tend to be predictive of performance on the other
psychometric composites. For example, the NI + PI scores from the
Posner measure is significantly correlated with mean performance on
each of the other three psychometric composites. And, the intercept mea-
sure of speed of rotation derived from the Shepard—Metzlertaskis signifi-
cantly related to verbal ability as well as to the spatial ability and percep-
tual speed and accuracy composites. These data provide evidence for the
pervasive nature of the general ability factor. Specific parameters of infor-
mation processing that are assumed, on theoretical grounds, to be mea-
sures of a content-specific processing parameterare predictive of psycho-
metric performance in other content areas. The data presented in Table
4.5 also indicate that intercept measures are almost invariably morepre-
dictive of performance on psychometric indices than slope measures.
Note that the best predictor of performance on the psychometrictasksis
the NI + PI parameter derived from the Posner task. The parameter that
has theclearest theoretical definition, NI — PI, is invariably less predic-
tive of performance on psychometric tests. Thusit is not speed of access
to lexical processes that provides an optimal measure of either verbal or
general intelligence, but the average speed of judgments involving both
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TABLE 4.6 Genetic Model Analysis for Information-Processing Measures
 

 

Monozygotic apart Dyzygotic apart

Measure (r) (z] h2

Posner identity

NI + PI 46 —.11 43

NI — PI 05 .20 10

Sternberg probe
+Intercept 95 .06 03

—Intercept 7 28 7

+ Slope .06 —.12 —

—Slope 19 —.07 17

Shepard-Metzlar rotation

Intercept .40 46 39
Slope .42 19 39
 

“Based on McGue & Bouchard (1989).

physical and nameidentities. So, too, the intercept measures derived
from the Shepard—Metzler and Sternberg tasks are more predictive of
specific and general intelligence than the slope measures that are as-
sumed to measure theoretically defined parameters of speed of rotation
and speed of serial processing of digits. These data help to explain the
disappointing results obtained by Keating & Bobbitt (1978). Slope mea-
sures in reaction-time studies as well as those derived from otherinfor-
mation-processing tasks are simply less predictive of psychometricintel-
ligence than intercept measures or measures of the average speed of
processing information.
The McGueand Boucharddata were derived from a sample of separated

monozygotic and dyzygotic twins. We shall examine twin studies of the
heritability of intelligence in Chapter 5. For our purposeshere, it should
be noted that McGue and Bouchard wereable to derive measures of the
heritability of the several measures included in Table 4.5. Table 4.6 pre-
sents the results of this analysis. These data indicate that heritability
estimates for these data are higher for intercept than for slope measures
on both the Posner and the Sternberg tasks. The heritability estimates for
slope and intercept measures do notdiffer on the Shepard—Metzlar task.
These data provide a possible theoretical explanation of the difference in
predictability of slope and intercept measures. Parameters of information
tasks that exhibit high heritability are likely to be predictive of psycho-
metric indices of intelligence. These data should be accepted cautiously.
Theyare based ontheresults of a single investigation, and the sample of
dyzygotic twins reared apart is small. Nevertheless they are provocative
and they suggest that speed of information processing maybe a heritable
characteristic of individuals that is related to performance on psycho-
metric tests of ability.
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THE COMPLEX CORRELATES
OF INTELLIGENCE

What makes a task a good measure of intelligence? Spearman assumed
that the eduction of correlates and relations was the defining property of
good measuresof intelligence. We shall consider two contemporary ex-
perimentally based characterizations of such tasks.

Dual-Task Paradigms

Stankov (1983; 1987; 1988) argued that attentional processes are highly
related to intelligence and that tasks that use a dual-task paradigm in
which individuals are required to work on twodifferent problems at the
same time tend to increase the g loading of performance on the task
relative to performance of the task in isolation. Roberts, Beh, & Stankov
(1988) studied performance in a dual-task paradigm that was designed as
an analog of Jensen’s reaction-time experiment. They studied perfor-
mancein a card sorting task in which subjects were required to sort decks
of playing cards by color, suite, or number range and suite. These catego-
ries constituted sorts into 2, 4, or 8 different categories. The task was
assumed to pose information-processing requirements that were anal-
agous to those used byJensen in his choice reaction-time experiments.
Card sorting without information processing was also measured in a task
in which subjects were required to sort the cards into twopiles alter-
nately without regard to the content of the card. This task is analagous to
a simple reaction-time task. A competing task was also introduced in
which subjects had to indicate the semantic category of words that were
presented orally. Measures of performance on these tasks were correlated
with scores on the Raventest.

Table 4.7 presents the correlation between measures of the time taken
to sort cards under competing and noncompeting task conditions and
performance on the Raven. Thedata presented in Table 4.7 indicate that
performance onthe card sorting task is correlated with scores ontests of

TABLE 4.7 Correlations between Card Sorting Performance

and Ravens Test Scores
 

 

Card sorting task Single (S) Competing (C) C-S

Alternative piles .03 —.07 — 23

Color (2 categories) -.21 —.65 —.54

Suite (4 categories) —.49 —.7] —.62

Number(8 categories! —.30 -.59 —.75
Sum of reaction times —.47 —.76
 

“Based on Roberts, Beh, & Stankov (1988).
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intelligence. The correlations appearto be significantly higher than those
usually obtained with the Jensen apparatus. Since the sample size was
small (N = 48) it is difficult to tell whether or not the time taken to sort
cards into various categories is more highly correlated with intelligence
than choice reaction timeto lights. What is perhaps of greater interest in
these data is the effect of the introduction of a competing task. The
correlations between card sorting times and performance on the Raven
test exhibit large increases for card sorting performance under dual-task
conditions. The correlation of .76 for the sum of card sorting time and
intelligence indicates a very substantial relationship betweena relatively
simple performancetask andintelligence. In addition, the increments in
card sorting times under dual-task conditions are also substantially relat-
ed to performance on the Raven.Intelligence is inversely related to the
increment in performance times associated with performing a simple
task under dual-task conditions.
The results obtained by Roberts et al. should be replicated and the

boundary conditions of the phenomenathey studied need to be estab-
lished. Matthews and Dorn foundthat the dual-task paradigm they used
did not add to the predictability for intelligence of a reaction-time task.
What maybecritical is the use of a dual-task paradigm that involves
relatively complex processing skills. The subjects in the Roberts et al.
study were required to classify words. This task involves higher-order
cognitive processes and apparently changed the character of the card sort-
ing task sufficiently to increase its correlation with intelligence. Mat-
thews and Dorn required their subjects to memorize a set of digits and
perform a choice reaction-time task while recalling the digits in order to
respondto a question about the digits after completing the reaction-time
response.In contrast to the results reported by Robertset al., they found
that the dual-task condition was less predictive of intelligence than the
reaction-time measure obtained under single-task conditions. The dif-
ference in the outcome of these studies may be attributable to the addi-
tional cognitive processing demandsassociated with the dual task used
by Robertset al. In their task the subject had to encode semantic informa-
tion and classify it. By contrast, the dual task used by Matthews and Dorn
required the subject to memorize a set of digits but not to process or
transform thosedigits in any way. This suggests that dual tasks in which
the secondary orinterfering task involves a transformation or categoriza-
tion of stimulus information will add to the predictability for intelligence
of the primary task. Simply performing a primary task while holding
untransformed information in memory does not add to the predictability
for intelligence of primary tasks.
The results obtained by Roberts et al. mayalso berelated to the results

obtained by Larson and Saccuzzo with the mental counters task. This
task, which is very predictive of intelligence test scores, also measures
attention. The subject is required to memorize the results of previous
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arithmetic calculations while encoding rapidly presented new informa-
tion that must be transformed from a visual to a numerical code, and then
the arithmetic results of the calculation must be added to the previous
arithmetic results. Thus the results of previous calculations must be
retained while encoding and transforming new inputs. This task would
appear to have dual-task components.

A numberof issues remain unresolved in this brief review of studies
using dual-task paradigms. Whatis needed is a moreprecise specification
of the properties of primary and secondary tasks that will increase the
predictability of primary tasks for intelligence. The data reviewed here
suggest that the secondary task must require some transformation of
information and must make demandsonthe attentional resources of an
individual. This hypothesis leaves undefined the characteristics of the
primary task that is used to predict intelligence in a dual-task paradigm.
It is not knownif a primary task that involvesrelatively little transforma-
tion of stimulus information would exhibit increased predictability for IQ
in a dual-task paradigm. The primary task used by Roberts et al. was
analagousto a choice reaction-time task with someinitial processing of
stimulus information. Would a simple reaction-time task exhibit in-
creased predictability of intelligence if it were paired with the oral classi-
fication task for words used by Robertset al.? This and related questions
remain to be investigated.

Sternberg’s Theory of Nonentrenchment

R.J. Sternberg (1981; 1982; 1985; Sternberg & Gastel, 1989a,b; Tetewsky
& Sternberg, 1986; see also, Raaheim, 1974) proposed thatintelligenceis
best assessed by tasks that cannot be solved in a habitual manner. The
hallmark of intelligence is the ability to solve novel intellectual prob-
lems. Sternberg indicated that much of the experimental study of the
correlates of intelligence used tasks that he describes as entrenched—
that is, that measure the ability to solve problems using algorithms that
are well practiced. And, he suggested that more substantial correlations
between experimental tasks and general intelligence could be obtained by
the use of tasks that are relatively novel or nonentrenched.

Sternberg & Gastel (1989a) varied the degree of nonentrenchment of
intellectual tasks by presenting undergraduates with a statementverifica-
tion task in which the subjects were presented with a counterfactual or a
familiar presupposition that wasrelevantor irrelevantto a series of state-
ments that subjects were required to state were true orfalse. Table 4.8
presents a representative sample of the statements that the subjects were
required to verify. They assumedthat the verification of statements pre-
ceded by counterfactual presuppositions was a more nonentrenched task
than the verification of statements preceded by familiar presuppositions
and, consequently, they assumed that performance on the formertasks
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TABLE 4.8 Representative Verification Statements
 

Keyed response
 

 

Familiar Counterfactual

presupposition presupposition

1. Familiar presupposition: Trees need water.
Counterfactual presupposition: Trees eat

people.
a. Librarians eat mapletrees. False False
b. Cherry picking requires great bravery. False True

c. Trees are carnivorous. False True

d. Trees have branches. True True

e. Trees are harmless. True False
f. Lumberjacks chop downtrees. True True

2. Familiar presupposition: Cats are furry.

Counterfactual presupposition: Cats are
strongly magnetized.

a. Cats “stick” to refrigerators. False True
b. Cats attract paperclips. False True

c. Cats have sharp claws. True True
d. Cats eat iron filings. False False
e. Cats like eating fish. True True
f. Catnip is metallic. False False
g. Suspendedcats tend to face east—west. False False

3. Familiar presupposition: Kites fly in theair.

Counterfactual presupposition: Kites run

on gasoline.
a. Kites emit exhaust.
b. Kites need fuel. False True
c. Kites havetails. False True

d. Kites need wind. True True

e. Kites have four wheels. True False
f. Kites are faster than airplanes. False False
g. Kites can explode when they crash. False False
h. Kites are sold in stores. False True

True True
 

“Based on Sternberg & Gastel (1989a).

would be morepredictive of general intelligence than performanceon the
latter task. They also obtained scores on three measuresof fluid ability
including the Cattell Culture-Fair test. Table 4.9 presents the correlations
between the decision time required to verify different classes of state-
ments and performance on the psychometric tests.
An examination of the correlations reported in Table 4.9 indicates that

thereis little or no difference in the magnitudeof the correlation between
ability measures and decision times for novel and non-novel items. And,
on the most general measure of fluid ability—the Cattell Culture-Fair
test—the correlations are identical. Sternberg and Gastel also obtained a
difference score by subtracting the time required to verify statements
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TABLE 4.9 Correlations between Decision Timesfor

Different Kinds of Statements and Fluid Ability Measures
 

Ability measures
 

 

CTMM Cattell

Letter sets syllogisms Culture-fair

Non-novel —.46 —.66 — 32
Novel —.52 —.68 — 32
 

2Based on Sternberg & Gastel (1989a).

with familiar presuppositions from the time required to verify statements
with nonfamiliar presuppositions. These difference scores tended to be
positive, reflecting the added difficulty of verifying statements when ex-
posed to unfamiliar presuppositions. They found that the correlations
between these difference scores and the three psychometric measures—
Letter Sets, Syllogisms, and the Cattell test—were —.34, —.38, and —.15,
respectively. The negative correlations indicate that the incremental time
required to solve novel items is inversely related to performanceontests
of fluid ability. Sternberg and Gastel attributed the difference in correla-
tions between the Cattell test and the other twotests to differences in the
degree to which these three measures shared content with the statement
verification task. The correlation with the Cattell test, which was least
similar in content to the statementverification task, is morelikely to be
attributable to an overlap in process than the correlations between the
statement verification task and the other two measuresof fluid ability.

Sternberg and Gastel’s data provide relatively little support for the hy-
pothesis that intelligence is best measured by nonentrenchedintellectual
tasks. Their data actually provide two different tests of this hypothesis.
First, if nonentrenched measures are morepredictive of general intellec-
tual ability than entrenched measures, then the novel tasks should be
more predictive of fluid intelligence than the non-novel verification
tasks. The data presented in Table 4.9 indicate that the correlations be-
tween fluid ability and performance on these two types of statement
verification tasks are virtually identical. Second, the difference scores
between performance on these two typesof tasks should provide an index
of the ability to respond to nonentrenched tasks and should be predictive
of performanceontests of general intelligence. Sternberg and Gastel do
report that these correlations are negative, as would be expectedontheir
hypothesis. It should be noted, however, that the correlation between the
difference scores and the Cattell test was not significantly different from
zero. This correlation provides the best test of the hypothesis since the
correlation is least contaminated with content similarity. This correla-
tion should provide the best measure of the extent to which theability to
deal with novelty is predictive of a nondomain-specific general intellec-
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tual ability. (For additional analyses and critique of this research see
Humphreys, 1990; Larson, 1990; R. J. Sternberg, 1990.)

Sternberg & Gastel (1989b) obtained measuresof performancein a vari-
ety of inductive reasoning tasks that varied in entrenchment. They used
three types of induction problems—analogies, classifications, and series
completions. The problemswere either uncuedor precuedby a relevant
or irrelevant statementor cue that preceded the problem.The precue was
either familiar or novel. The novel precued items wereall counterfactual.
Sternberg and Gastel obtained correlations between performance on these
tasks and performance on several measuresoffluid ability that permitted
them to obtain a fluid ability factor. The data obtained from the various
induction tasks could be used to derive several measures of a subject’s
ability to cope with nonentrenchedtasks. Difference scores between pre-
cued and uncued performance should provide one such measure on the
assumption that subjects who were college students would be more fa-
miliar with solving induction problems that were uncued.Similarly, in-
duction problemsthat are cued with novel, counterfactual statementsare
less entrenched than induction problems that are precued with familiar
factual statements, and the difference between these measures should
provide an index of the ability to cope with nonentrenched problems.
Sternberg and Gastel do not report the correlations between these mea-
sures and performance on their psychometric measuresof fluid ability.
They do report correlations between performance on psychometrictests
and performance on cued and uncued induction problems. The relevant
correlations are presented in Table 4.10. An examination of the correla-
tions presented in Table 4.10 indicates that the correlations between per-
formance on cued induction tasks andfluid ability are higher than the
correlations between performance on uncued induction tasks and fluid
ability. The differences between the correlations are clearly not signifi-
cant, and the difference in predictability of fluid intelligence between
relatively nonentrenched tasks andrelatively entrenched tasksistrivial.
And, Sternberg and Gastel do not provide additional morerefinedtests of
their hypotheses based on the novelty data and on several possible dif-

TABLE 4.10 Correlations between Response Times (RTs) and Error
Rates (ERs) with Fluid Ability Measures¢
 

  

 

Uncued Cued

RT ER RT ER

DATverbal reasoning -.19 —.45 —.23 —.57

Cattell abstract reasoning —.32 —.02 -.4] —.08
Insight problems ~—.20 — 36 —.26 —.39
Reasoning factor —.31 —.36 —.39 —.45
 

“Based on Sternberg & Gastel (1989b).
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ference scores or other measuresthat could be derived from their data on
inductive reasoning.
This brief review of the data presented by Sternberg and Gastel in

support of the assertion that nonentrenched measuresare better predic-
tors of general intelligence than entrenched measuresindicates that their
studies do not provide clear support for their theory. Measures of perfor-
mance on nonentrenchedtasksare predictive of performanceontestsof
general intelligence. They are not conspicuously more predictive than
measures of performance on relatively nonentrenchedtasks.

COMPONENTIAL ANALYSIS

Componential analysis as a method for studying individual differences in
intelligence wasfirst presented in a relatively complete form by Sternberg
in 1977 (see also R.J. Sternberg, 1980). Sternberg began by studying perfor-
mance on analogy tasks that were similar to those usedin tests of fluid
ability. Performance on these tasks was assumedtobe highly related to
performanceontests of intelligence since they were assumedto belong to
the domain of tests of intelligence. Componential analysis begins with a
relatively complete theory of the task. The theory specifies the compo-
nents or elements of successful task performance and providesrules for
the way in which these elementary components combine to determine
task performance. In performing a componential analysis of a task, it is
necessary to provide estimates of parametric values for each of the ele-
mentary processes or componentsthat are theoretically assumedto deter-
mine performance onthe task. Research in the cognitive correlates tradi-
tion usually is based on some model of the cognitive processes that
determines performance on the task, but no attempt is madetotest the
full model in a single investigation. A simple task is selected that is
assumed to measure, in isolation, one component of performance on
some measureof intellectual ability. By contrast, componential analysis
frequently involves a test of a complete theory of performance on a task in
a single investigation.
Componential analysis may be thought of as the basis for a process-

oriented theory of intelligence. Assume that a componentialanalysis of
some intellectual task has been successfully tested. The theory of the
task may specify certain components that are assumedto be general. For
example, R.J. Sternberg (1977) assumed that the encodingof the terms in
an analogy problem was a general componentthat wasnecessary to solve
the problem. Encoding of stimulus meaningsis clearly an intellectual
skill that is required to solve manyintellectual problems. In principle, it
should be possible to obtain a measure of encoding skill from the compo-
nential analysis of performance on an analogies problem that will relate
to encoding performance onotherintellectual tasks. To the extent thatit
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is possible to specify a sufficiently general set of cognitive components,it
oughtto be possible to explain performanceondifferent intellectual tasks
by developing componential analyses of task performance. Estimatesof
componentabilities should generalize to new tasks. Thus it should be
possible to predict a person’s performance on a new task from a compila-
tion of componentscores derived from other tasks. Components may be
construed as the elements of intelligence. It should be obvious that this
research program bears more than a superficial similarity to Thurstone’s
theory of multiple intelligences. Thurstone assumedthatit is possible to
decompose task performanceinto the several different independentfac-
tors that were assumedto be involved in a particular intellectual task.
And, knowledge of a person’s score on a particular factor could be used to
predict his or her performance on any task. Where componential analysis
differs most fundamentally from Thurstone’s approachis in the use of a
specific theory of task performance andin the use of experimental pro-
ceduresto test that theory. Thurstone assumedthatthe factors that deter-
mined performance on a task could be determinedbya factor analysis of
the matrix of correlations amongability tests. By contrast, componential
analysis is based on an explicit and testable theory of task performance.

In order to explain componential analysis I shall present in somedetail
a study by Sternberg & Gardner (1983, Experiment 3) that represents one
of the more developed applications of this approach to the studyof intel-
ligence. Sternberg and Gardner presented 18 Yale undergraduates with
three different kinds of induction problems—analogies, series comple-
tions, and classification problems. Each of these problems was further
subdivided into three different contents—verbal problems, schematic
pictures, and geometric forms. Table 4.11 presents examples of the three
classes of verbal induction problemsusedin this experiment. An example
of a geometric classification problem that is structurally analagousto a
verbal classification problem is presented in Fig. 4.4. These problemsare
relatively easy for Yale undergraduates and error rates are low. Perfor-
mance on these tasks is measured in terms of the time taken to solve
these problems.

Sternberg and Gardnerdeveloped an explicit theory of task performance
for each of the three classes of induction problemsthat they investigated.
They assumedthat the time taken to solve an analogy problem was the
sum of the time taken to execute each of several components used in the
solution. The componentsare the following: (1) encoding, a component
that involves the time taken to classify or encode thefirst two terms of
the analogy, (2) inference, the act of inferring the relationship between the
first two termsof the analogy; and (3) application, which is the applica-
tion of the relationship between the A andthe B term to the C term and a
hypothetical ideal completion term that is assumed to be an extrapola-
tion of the A—B relationship to the C term. The subject must then encode
each of the two D termsprovided that complete the analogy, and compare
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TABLE 4.11 Examples of Verbal Induction Problems2.4
 

Analogies

Mouth:Taste::Eye: (a) Help, (b) See
Shell:Nut:: Peel: (a) Orange, (b) House
Tree: Forest: :Soldier: (a) General, (b) Army

Series completions

Second:Minute:Hour:

Decade: (a) Time, (b) Century
Rarely:Sometimes:Often:

Many: (a) Frequently, (b) Most
Baby Carriage:Tricycle:Bicycle:

Measles: (a) Illness, (b) Acne
Classifications

(a) Dictionary, Encyclopedia (b) Lemonade, Rum

Gasoline

(a) Furnace, Stove (b) Refrigerator, Air Conditioner

Oven

(a) Germany, France (b) Vietnam, Korea

Italy
 

2Based on Sternberg & Gardner(1983).

>In the analogies, subjects had to choose the answeroption that wasrelated to the third analogy

term in the samewaythat the second term wasrelated to the first. The correct answer optionsare

b, a, b. In the series completions, subjects had to formulate a rule that carried over from the first

term to the second andthesecondto the third and thenuse this rule to carry over from the fourth

term to one of the two answeroptions. The correct answer optionsareb, b,b.In theclassifica-

tions, subjects had to chose as the correct answeroption the pair of words with which the word at

the bottom fits best. The correct answer options are b, a, a. The format of the items that the

subjects actually saw (in terms of physical placement of terms on the card) was the sameas that
for the schematic picture and geometric items.

each of the possible D answersto theideal. If one is identical to the ideal
solution a response could be executed. If it is not, the subject is required
to justify one answeras being closerto the ideal than the other. For verbal
and geometric analogies the subject is assumed to perform these compo-
nents in serial order. Each component is assumedto be executed in real
time. The time taken to solve a particular item is the sum of the time
required to execute each of the componentprocesses.

Sternberg and Gardner were able to develop measures of the speed of
executing componentsthat entered into problem solutions. Several pro-
cedures may be used to develop parametric estimates of componentsin
componential analysis. In the Sternberg and Gardner experiment the
method of precueing was used in which various elements of the problem
are cued, leaving a reduced task to be solved. For example, the first two
terms of an analogy problem may bepresented and the subject may be
given a sufficient period of time to encode the termsandinfer the relation
between them before the second two termsof the analogy are presented.
In addition, independent subjects rated several elements of the task with
respect to difficulty. The degree of the relationship between the terms to
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FIGURE 4.4 Geometric induction problems. (Based on Sternberg & Gardner, 1983.]

be encoded in an analogy was rated as well as the distance between a
particular solution and the ideal solution. These ratings provide a basis
for ordering the problems in terms of the difficulty or time required to
execute the particular component.
The modelof the task could be tested by comparing the expected time

to execute all of the components and the obtained times for each item
averaged over individuals. The multiple correlation between expected and
obtained solution times for the nine classes of problems investigated
ranged from .70 to .97, indicating that the models developed for these
tasks were predictive. It was also the case that the models were not
perfectly predictive and that there is significant residual variance.
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Sternberg and Gardner suggested that models of serial execution of com-
ponentprocessesfor these tasks maybe an oversimplification. In any case
there is good evidence that the specific models developed to explain per-
formanceonthesetasksare valid approximationsof the factors that deter-
mine performance.

Sternberg and Gardner also demonstrated that performance on these
tasks was predictive of performance on psychometric tests. They derived
a reasoning factor from a battery of psychometric tests that may be con-
strued as a measure of general intelligence or, perhaps equivalently, of
fluid ability. Performance on thenine classes of induction problemscorre-
lated with the intelligence factor scores between —.47 and —.72. The
negative correlations indicate that the time to solve these problemsis
inversely related to intelligence.It is interesting to note that performance
on these tasks was not related to a psychometric factor that was defined
as a measure of perceptual speed. Thus, rapid performance of component
processesin induction tasks is not a measureof speed per se but is more
optimally construed as the time required to execute complex cognitive
processes. Are individual componentscorespredictive of intelligence?
There are individual componentscores for each of several components
obtained for each of the nine classes of problems investigated by
Sternberg and Gardner. The correlations of these componentscores with
general intelligence are not presented by Sternberg and Gardner. Whatis
presentedare the correlations for various collapsed componentscores and
intelligence. Table 4.12 presents these data. The correlations reported
vary considerably. The correlations collapsed over contents provideinfor-
mation about the separate componentscores obtained by summingover
the different contents in each of the three tasks. An examination of the
relationship between componentscores for a particular induction prob-
lem andintelligence indicates that the most consistent relationshipsare
obtained between the componentsof reasoning and comparison andintel-
ligence. The reasoning componentscore is a combined parameterrepre-

senting the time required to execute the inference of the relationship
between elementsin the problem and the mappingof that relationship to
other terms and extrapolating the relationship to an ideal. Comparison
involves a comparison betweenthe ideal and theoffered solutions to the
induction problem. Thesedata do indicate that at least some components
do relate to performanceon tests of intelligence. These correlations are
based on componentscores that are averaged over different tasks. They
beg the question of whether individual componentscores wouldrelate to
intelligence.

Perhaps the mostcritical test for the componential analysis presented
by Sternberg and Gardner concerns the extent to which the component
processes that are identified in the different kinds of tasks are related to
each other. An analysis of the correlations of component scores across
tasks is required in order to ascertain whetherthe theoretical identity of
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TABLE 4.12 Correlation of Component Scores with Factor Scores
 

Factor score
 

Componentscore Reasoning Perceptual speed
 

Collapsed over tasks and contents
Encoding —.375 —.07

Reasoning — 79*** .08

Comparison — JH*** 07

Justifcation —.48* ~.05
Collapsed over tasks
Schematic picture
Encoding .46 -.03
Reasoning —.70*** ll

Comparison —.64** —.19
Verbal
Encoding —.02 —.06

Reasoning —.61** .0O

Comparison — .66** 24

Justification —.29 ~.04

Geometric
Encoding —.25 —.11
Reasoning —.67** 21

Comparison —.65** —.12

Justification —.37 — .06

Collapsed over contents

Analogies
Encoding 01 —.35
Reasoning —.70** 17
Comparison —.61* —.12

Justification —.58* 07

Series completions

Encoding —.51* .20
Reasoning —.50* 01

Comparison — .66** 18

Justification —.19 —.10

Classifications

Encoding —.16 —.10

Reasoning —.64** .02

Comparison —.67** .04

Justification — —
 

“Based on Sternberg & Gardner(1983).

bNegative correlations indicated faster times are associated with high paper-and-

pencil test scores.

*p < .05, two-tailed; **p < .01, two-tailed; ***p < .001, two-tailed.

components extends beyond the fact that some have the same name.
Components with the same namethat are presumed to measure the same
processes should correlate more highly with each other than components
with different names. The full correlation matrix was not presented.
Sternberg and Gardnerreported that the average correlation across tasks
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for parameters with the same namecollapsed over contents was .32. This
correlation should be compared with the comparable correlation for com-
ponents with different names, which was .24. The correlation of .32 is
disappointing. The correlation is obviously subject to restrictions in
range of talent attributable to the use of undergraduates from a highly
selective college. It should be noted that a correction for restriction in
range of talent should also be applied to the average correlation for com-
ponents with different names and this would havetheeffect of increasing
that correlation. The evidence for the identification of separate compo-
nents that determine performance on these tasks is determined not only
by the average correlation of components with the same namebutalso by
the difference between those correlations and correlations of components
with different names, and that difference is small.

Alderton, Goldman, & Pellegrino (1985) performed a componential
analysis of errors rather than latency on two verbal inductive reasoning
problems—analogies andclassifications. They presented subjects with
subsets of analogies and classification problems in which part of the
information necessary to solve the problem waspresented. For example,
they presented subjects with the first two terms of the analogy. The
subjects were askedto infer the correct solution of the problemspresent-
ed on the basis of partially presented information. The subjects were
required to infer the rule governingthe relationship between the termsof
the problem that were presented or to state the answerthat they assumed
would be correct. The subject’s verbal reports were used to obtain mea-
sures of several different components assumedto be involved in correct
solution of these problems. These included the following components:
accuracy of production, measured by the probability of generating the
correct completion term; inference accuracy, the probability of correctly
inferring the rule defining the relationship amongthe elements; recogni-
tion, the probability of generating a correct answerfor items on which an
incorrect completion had been provided; and distraction, the probability
of generating an incorrect answerfor an item for which a correct comple-
tion had beenprovided. The probability of correct solution of an item was
assumed to be determined by the combinedrelationship among these
components.

Alderton et al. (1985) found that these componentscores could be used
to predict performance on the two induction problems. Component
scores accountedfor 88 and 91.5% of the variancein the probabilities of
solving different analogies and classification items, respectively. Compo-
nent scores are not only predictive of item difficulties, but they may be
used to predict variations in performancefor each subject in the experi-
ment. Three models of performance were tested on an individualbasis:
model 1, that assumed that performance was determinedsolely by the
ability to infer the appropriate relationship or completion term plus a
guessing factor; model 2, which adds to the equation a recognition factor;
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TABLE 4.13 Proportion of Subjects’ Best Fit by Each Model

of Forced-Choice Accuracy2
 

Problem Model 1 Model 2 Model 3
 

Analogy problems
All subjects (N = 80} .08 .80 13
Upper quartile (N = 20) .0O 95 05
Lower quartile (N = 20} 25 50 25

Classification problems
All subjects (N = 80} .16 18 67

Upper quartile (N = 20) 10 .40 50

Lowerquartile (N = 20) 15 .05 .80
 

2Based on Alderton, Goldman, & Pellegrino (1985).

and model 3, which adds to model 2 a distraction factor. Table 4.13 pre-
sents the proportion of subjects whose performance was optimally fit
with each of the three models of solution. An examination of the data
presented in Table 4.13 indicates that the best-fitting model wasdifferent
for each of the induction problems. Model 3, which includesa distraction
parameter, wasthe optimal predictor for the largest proportion of subjects
for classification problems. The distraction parameter wasof less impor-
tance in analogy problems and was not neededto predict performancefor
a majority of subjects. The difference in the role of distraction may be
explained by a consideration of the role of the initial two termsin an
analogy problem as opposedtotherole of initial terms in classification
problems. Theinitial term in an analogy problem mayconstrainthesetof
acceptable alternative correct answers morerigorously than the initial
terms constrain classification problems. Thus subjects whocorrectly in-
fer the relationship between the initial terms of an analogy problem are
rarely distracted by a consideration of alternative incorrect answersto the
problem. If initial items in a classification problem are less likely to
constrain the acceptable answer to the question, it is possible that a
subject who has inferred the correct answer to 'the problem maybe dis-
tracted by alternative incorrect solutions to the problem. Table 4.13 also
indicates that the best-fitting model varies as a function of ability level.
The distraction componentis less likely to be importantfor subjects in
the upper quartile of verbal ability than for subjects in the lower quartile
of verbal ability.
The multitrait-multimethod matrix for these data indicating the aver-

age correlations between the sameand different components within prob-
lem type and across problem type is presented in Table 4.14. The data
indicate that all of the componentsare positively related to each other.
Components from different problems with different names have an aver-
age correlation of .42. Two valuesare presentedfor the average correlation
across tasks for components with the same names, .57 and .51. The for-
mer value excludes the application component on the grounds that it
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TABLE 4.14 Intercorrelations of Process-Outcome Measures

for Analogy and Classification Problems¢
 

 

Process—outcome measure Mean r

Within analogy, different label® 45

Withinclassification, different label 37
Analogy with classification, different label 42

Analogy with classification, same label¢ 57 (.51)
Analogy production with classification production .66
Analogy independence with classification inference 53
Analogy recognition with classification recognition 53

Analogy application with classification application 32
 

“Based on Alderton, Goldman & Pellegrino (1985).

>Excludes Distraction.

¢Correlation in parenthesis includes application.

plays a different role in each of the two tasks. The average correlations
including the distraction parameter are not presented. The correlation
across tasks for distraction was close to zero. If all of the components
assumed to determine performance on these two tasks were included in
the average correlation for components with the same name,it is appar-
ent that this correlation would be virtually identical with the average
correlation across tasks for components with different names.If the aver-
age correlation is computedfor the three componentsthat are assumed to
operate in a comparable way for both classes of problems, then the cor-
relation for components with the same nameis larger than the correla-
tion between components with different names.
The Sternberg and Gardner study and the Alderton et al. studies pro-

vide a basis for a general discussion of the contributions of componential
analysis to an understanding of individual differences in intelligence.
Componential analysis represents a genuine advanceovertraditional psy-
chometric methods of understanding intelligence. The method provides
insights into the processes involved in the solution of an intellectual task.
These insights are obtained in several different ways. Explicit models of
the componentsinvolved in the solution of a problem are developed and
theories of the way in which these components combine to determine
performanceona taskare tested. In Sternberg’s early research it was not
always possible to empirically distinguish between models of the solu-
tion of analogies. For example, one can assumethatan analogy solutionis
self-terminating or exhaustive. In the formercase, all of the possible
correct alternatives are not evaluated with respect to an ideal solution.
The evaluation process is terminated when an acceptable solution is
found. In the latter case, each of the possible solutions to an analogy is
evaluated. Theories of the way in which individuals solve various prob-
lems that differ in other respects have been tested. For example, compo-
nent processes may be executedin a serial fixed order or there may be
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backtracking and a return to an evaluation of other relationships. Suc-
cessful attempts have been madeto distinguish between different theo-
ries of the processof solution of a problem, and the method of componen-
tial analysis can be used to distinguish among theoretical models with
respect to the extent to which they provide an optimal fit to obtained
data. Thus the method permits testing of the adequacy of different pro-
cess theories.

Theability to test different theoretical models can be extended to the
individual subject. Note that Alderton et al. indicated that there was a
relationship between a person’s general verbal ability and thebest-fitting
model of performance on a task. Perhaps the most dramatic evidence for
the ability of componential analysis to distinguish between different pro-
cesses of solution for different subjects is found in a componential analy-
sis of deductive reasoning reported by Sternberg & Weil (1980). They
tested different componential analyses of performancein a deductive rea-

soning task. They presented deductive reasoning problems to subjects
that differed on several dimensions. A typical problem they used wasas
follows: “John is taller than Bill; Bill is taller than Pete. Whois tallest?
John, Bill, Pete.” The problems differed on such dimensions as whether
the first, second, or question term was marked or unmarked. A marked
term is the negative form of a dimension (e.g., shorter, slower). They also
differed with respect to whether the premises werestated in the affirma-
tive or negative form and whetherthe correct answer to the question was
found in the initial or second premise. Different models of the solution
process for these tasks were tested. Spatial models assume thatthe solu-
tion to problemsof this type involves the representation of the problem to
be solved as a spatial array. Linguistic models assume that the informa-
tion in the premises is coded in terms of deep structural representations
of the meaningsof the assertions. R.J. Sternberg (1980) believed that most
subjects use a mixed modelthat relies on both verbal andspatial repre-
sentations of the information that is presented. These models make
somewhatdifferent predictions about the difficulty of the different deduc-
tive problems studied by Sternberg and Weil. That is, some problems are
easier to array in a spatial form than others and other problems may be
easier to represent linguistically.

Sternberg and Weil obtained solution latencies for solving a series of
deductive problems and then attempted to predict these latencies using
different models of the process of solution for each individual subject.
They found that their subjects differed with respect to the model that
provided the optimal solution for their latency data. Thus they were able
to classify their subjects with respect to whethera linguistic, spatial, or
mixed model provided the bestfit for each subject’s latencies. Sternberg
and Weil also administered psychometric measures of verbal and spatial
ability to their subjects. The correlations between theoverall score on the
reasoning problemsandscores on verbal andspatial ability measures for
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TABLE 4.15 Correlations between Solution

Latencies and Verbal and Spatial Ability for

Subjects with Different Models of Solution
 

 

 

Ability

Model group Verbal Spatial

Mixed (N = 82] ~.47 ~.27
Linguistic (N = 15) ~.76 ~.29
Spatial (N = 15) —.08 —.60
 

“Based on Sternberg & Weil (1980).

subjects whodiffered with respect to the modelthat fit their latency data
is presented in Table 4.15. An examination of these indicates that there
are dramatic differences in the pattern of correlation with spatial and
verbal ability scores for different groupsof subjects.If subjects appeared to
use a spatial strategy, then their performance on the deductive reasoning
problems waspredicted by scores on thespatial ability measure but not
by scores on the verbal ability measure. The opposite pattern of correla-
tions was obtained for subjects who apparently relied on a verbal strategy
to solve these problems. These data indicate that different individuals
may solve the same problem in different ways and these differences in
methods of solution will lead to different patterns of correlations with
abilities. These data also contain the basis for the developmentof inter-
vention strategies. If a problem maybe solved in different ways it would
be advisable to suggest to an individual that he or she select a method of
problem solution that will use those abilities on which heor sheexcels.
Thus the optimal strategy for solution of a problem may notbe invariant
over individuals. The Sternberg and Weil study extends the rangeof indi-
vidual-difference research from a consideration of variations in the abili-
ties that are assumed to determine performance on a task to a consider-
ation of individual differences in the abilities that are engaged by the
same task.
The methods used to evaluate components have been both varied and

rigorous. Statistical tests for the presence of each component have been
used to indicate that the componentis significantly related to perfor-
mance on the task. The ability of the componentto add to the predictabil-
ity of a multiple correlation has been considered. Thatis, does knowledge
of a score on a component permit one to predict performance over and
above that obtained from knowledge of the other components in the
prediction equation? The components have been collectively evaluated
against the ideal of accounting for all of the variance in the task. Thatis,
is there a difference between thepredictability of performance from com-
ponent scores and actual performance? The deviations between actual
and predicted scores provide measuresof the extent to which the compo-
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nents provide an exhaustive accountof performance. Componential anal-
yses havefailed this test but they have comeclose to providing exhaustive
accounts of the predictable variance. Componential analysis has also led
to an integration of cognitive psychology and research on individualdif-
ferences in intelligence. The models that are used to provide an analysis
of tasks are generally drawn from cognitive experimental psychology. In
addition, experimental variations in item format and problem type can be
introduced as a test of the model. Thus experimentally induced variations
are used to estimate components. This provides for an unusually inti-
mate integration of experimental psychology and individual-difference
psychology.
Componential analysis provides a general approach to the study of

individual differences. As we have seen it may be applied to different
kinds of problems and it may be used to analyze latency data as well as
error data. Despite the impressive achievements of the method thereare,I
think, several limitations to this approach as a general modelof under-
standing individual differences in intelligence. Although the method is
presented as a basis for understanding individual differences in the pro-
cesses of thought as opposedto the traditional psychometric emphasis on
the products of thought, on closer examination the method leaves un-
analyzed manyof the processes that are fundamentalto the solution of a
problem. Consider some of the components that we have considered that
are involved in the solution of inductive reasoning problems. Sternberg
and Gardner reported that the reasoning component based on the time
taken to infer the relationship between termsin a problem and to extrapo-
late that relationship is predictive of performance on psychometricabili-
ty measures. Note that the reasoning parameter is a combined parameter
that is itself derivative of theoretically independent components in the
model. More critically, no theory or explication of the processes that
determine individual differences in the speed of execution of these prob-
lems is provided. What accountsfor these differences? Similarly, Alderton
et al. (1985) found that individuals differ in the ability to infer the correct
solution of a problem from partial representations of the problem and
that this ability is predictive of performance on psychometric tests. What
is left unexplained in this analysis is the basis for these individual dif-
ferences. The componential analyses we haveconsidered do not provide a
fine-grained analysis of the processes involved in solution of a problem.
Typically, three or four components are found to account for most of the
variance in predicting intelligence. On reflection, these componentsare
self-evidently built into the structure of the problems that are being in-
vestigated. It is obvious that it is necessary to encode the terms of an
analogy problem in orderto solve it and to infer the relationship between
the terms. While considerable experimental and theoretical ingenuity is
required to develop measures of the independent componentsthat are
involved in a solution and to test various models of the way in which
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these components combine, the end result of the analysis leads to the
discovery of components whoserelevanceto task solutionis readily ap-
parent. And, the components function as unanalyzed theoretical terms,
leaving mysteriousthe nature of the processes that account for individual
differences in the ability to execute various componentsthatare required
for a solution to a problem.
Componential analyses fail a secondcritical test. There is little evj-

dence that the components that have been identified are generalizable
beyondthe specific tasks that have been used to identify the components.
Evidence for the intertask generality of components is quite limited.
Recall that Sternberg and Gardner obtained average correlations of .32
and .24 for the components with the same nameandwithdifferent names
obtained from threedifferent induction problems. These data suggest that
components with the same namedo notrefer to the same process in
different tasks. This result is particularly disappointing since the tasks
that are used to study the generality of components in the Sternberg and
Gardner investigation have a number of methodological similarities.
They are based on reaction-time measures obtained during the sameex-
perimentalsessions and theyare obtained by aggregating performance on
the same three problem contents. Interactions between the ability to
execute particular components such as reasoning and comparisonfordif-
ferent classes of stimuli that may involve different knowledge bases or
differential ability to work with different contents are not present in
these studies. If componentscores do not exhibit intertask generality in
these quite similar contexts it appears highly unlikely that they will
exhibit intertask generality for tasks that are substantially different. For
example, encoding, a component defined by the speed with which the
subject is able to encode termsin the induction problems, appears to be
involved in othertasks. It is necessary to encode the stimulus in a choice
reaction-timetask. Is the speed required to encode the position of a light
related to the speed required to encode the terms in an analogy problem?
Or, to refer to a related componential analysis of induction problems
using error rates rather than response speeds, is the accuracy of inference
from the initial terms in an analogy problem related to the speed of
execution of the inference of the relationship between the terms? Recall
Aldertonet al. also foundrelatively little evidence that components with
the same namederived from different tasks were more highly related to
each other than components with different names. Indeed, in their study,
there was probably no difference between these average correlations and,
even with the exclusion of two of their components that may have had
differential relevance to their tasks, the differences between the average
correlations were notlarge.
The data on the intertask generalityof components provides more than

the hint of the existence of a positive manifold when components are
generalized across tasks. If heterotask correlationsare all positive thenit
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is possible to inquire about the basis for the generality of componential

reasoning. This line of inquiry leads almost inexorably to the unpalatable

introduction of the construct that componential analysis was designed to

banish—Spearman’s g. If individuals who excel in the execution of a

componentin a particular task are found to excel in the execution ofall

other components in different tasks, then it is possible to argue that

componential analysis has not discovered the components that collec-

tively define individual differences in g. Rather, componential analysis

has rediscovered g by fractionating performanceon a task into separate

components. Weare then left to explain why individuals who excel in a

componentare likely to excelin all other componentsin different tasks.

And, the explanatory burden has simply been displaced from the need to

explain why different tasks form a positive manifold to the need to ex-

plain why different componentsof task performance form a positive man-

ifold. This certainly is not the result desired by individuals whoare en-

gaged in componentialanalysis.

Two counterarguments may be advanced against this criticism. It is

possible to argue that each componentin a componential analysis may be

shown to independently predict psychometric intelligence. Thus the

components mustbepartially independent of each other. Thedifficulty

with this argumentis that it holds within a task but not across tasks. For

example, it has been demonstrated that components that are derived from

a given task each independently predict performance outcome and may

each independently predict a measure of intelligence. But the small dif-

ferences in average correlations between components with the same and

different names obtained from different tasks imply that increments to

predictability across tasks from different componentsare not likely to be

attainable. If one were to predict performance on a new task from an

aggregate measure of components on a different task that excluded one of

the componentsit is not likely to be the case that the excluded compo-

nent will add to the prediction of performancein the newtask. If compo-

nents clearly generalized across tasks and components with the same

name always accounted for unique variance in different tasks, then the

exclusion of a single componentscore from a task would always leave the

residual aggregate score as a deficient predictor of performance on a task

sn which the excluded componentis assumedtobe involved.Little or no

evidence exists that componential analysis can meet this test and the

available evidence suggests that componentialanalysis will fail this test.

What does this imply about the virtues of componential analysis as a

general model for studying individual differencesin intelligence? I think

that it implies that the method as presently constituted cannotbe used to

construct a general modelof the determinants of individual differences in

intelligence. The method appears more useful as a techniqueto study the

components that determine performancein a particular intellectual task.

Components, from this perspective, may be contrasted with g as the-
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oretical constructs by reference to their range of application. As a
construct, g provides little or no information about the processes that
determine performance on anyparticular task. Its range of application is
self-evidently extensive. It informs us about individual differences in per-
formance, on the average, in virtually everything at the cost of providing
us with virtually no information about the performanceof an individual
on any particular task. Componential analysis, by contrast, may be con-
strued as providing extensive information about the performance of an
individual on a particular task (subject to the caveat mentioned above
that componentsare themselvestheoretically unanalyzed terms) while at
the same time providing little or no information about the details of
performance on any other task. One approach tells us too much about too
little and the other too little about too much.

R.J. Sternberg (1985) assumed that componentsdiffer in their intertask
generality. Among the components that are assumedto be general are
encoding and metacomponents. We havealready indicated that there is
evidence that suggests that measures of encoding do not invariably exhib-
it intertask generality. Metacomponentsare assumedto function as exec-
utive processes that control the execution of specific performance compo-
nents. Metacomponentsare involved in the allocation of timeto different
performance components, monitor progress on a task, respond to feed-
back, and generally control the execution of performance components.
Sternberg argues that metacomponentsare the most generalof all compo-
nents and are highly related to performanceontests of intelligence. He
writes,

... individual differences in general intelligence are attributable to individual
differences in the effectiveness with which general componentsare used. Since
these components are commontoall of the tasks in a given task universe,
factor analysis will tend to lumpall of these general sources of individual-

difference variance into a single general factor. As it happens, the metacompo-
nents have a muchhigherproportion of general components among them than
do any of the other kinds of components, presumably because the executive
routines needed to plan, monitor, and possibly replan performance are highly
overlapping across widely differing tasks. Thus, individual differences in meta-
componential functioning are largely responsible for the persistent appearance
of a general factor. [R. J. Sternberg, 1985].

If metacomponents are the basis of individual differences in general
intelligence, then evidence indicating that performance components have
limited intertask generality leaves open the question of the generality of
components. Generality may not have been found because we have
looked for it in the wrong place. Sternberg and his associates have re-
ported someresearchin which they have related measures of metacompo-
nents to intelligence. We shall review these studies in orderto see if they
provide evidence for the claims of generality of metacomponents ad-
vanced by Sternberg.
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R. J. Sternberg (1981) gave subjects a numberof analogies problems to
solve that had from oneto three terms of the analogy missing. Analogies
with more than one term omitted were assumedto be nonentrenched. He
presented these problemsin either blocked or mixed form.In the blocked
conditionall of the problems had a commonformat with the sametypeof
analogy problem. That is, the number of terms missing in the analogy
wasconstantfor that block of trials. In the mixed condition the formatof
the problems varied from trial to trial. Sternberg used this task to obtain
measures of two different metacomponents hecalled global and local
planning. He assumed that more global planning was involved in the
solution of analogies under mixed-block conditions. If the format of a
problem varied from trial to trial, the subject must spend time planning
the methodof solution of the problem thatis appropriate for each analogy
problem.In the blocked condition global planning is minimized since the
subject needs to spend time planning the method of solution only once
during the trial block. Local planning parameters were measured in terms
of a modelof the difficulty of the problemsrelated to the changesintro-
duced by omitting various terms from the analogy. Measuresof global and
local planning contributed to the prediction of the measure of latency of
problem solution. Global planning scores were positively related to solu-
tion times and local planning was negatively related to solution time. The
positive relationship implies that subjects who spent moretimein global
planning wereable to solve the analogies problems morerapidly. In this
instance, the global planning parameterrefers to the amountof additional
time taken to solve the problems in the mixed rather than the blocked
condition. Sternberg correlated metacomponent scores with scores on
psychometric tests. He used the Raven test and twotests of ability to
solve the letter series problems. The ability to solve analogies in this
study wasnot significantly related to the Raventest. It should be noted
that this constitutes additional evidence against the assertion that non-
entrenched tasks provide good measures of general intelligence. Since the
Raven is generally recognized as a good measureof g, these data suggest
that the use of nonentrenchedor unfamiliar formats in analogy problems
does not necessarily increase the relationship between solution times and
general intelligence. Both of the metacomponent measures wererelated
to performanceon theletter series tests. The correlations between global
planning and local planning measures and performanceon theletterse-
ries tests were .43 and —.33, respectively. The correlation between the
local planning measure and performanceon theletter series test was not
quite statistically significant (the sample size was small, N = 20). The
positive correlation between the global component measure andperfor-
mance on the psychometric index wasstatistically significant. The
positive sign of the correlation implies that more time spent in global
planning is associated with superior performance on the psychometric
test. The conclusion that the global planning metacomponentis substan-
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tially related to general intelligence is somewhatvitiated by thefailure to
report data that incorporates scores on the Raven matrix in the overall
index of general intelligence. Presumably, the inclusion of this measure
into the index of psychometric ability would decrease the reported cor-
relation between global planning and psychometric ability, perhaps to a
nonsignificantlevel.

Wagnerand Sternberg(as cited in R.J. Sternberg, 1985) obtained mea-
sures of metacomponential strategies used in solving verbal comprehen-
sion problems. In one of their studies subjects were told that they would
be asked questions that dealt with the gist of the passage, the main idea of
the passage, the details of the passage, or the analysis and application of
ideas in the passage. The subjects allocated less time to reading the pas-
sages in the first two conditions. A time allocation parameterdefined as
the difference between the time allocated to reading under thefirst two
conditions and the last two conditions was predictive of overall accuracy
in answering questions about the passages. The semipartial correlation,
removing the influenceof overall ability, was .30.

In a second experiment, subjects read passages from the Graduate Re-
cord Examination underthree conditions—a control condition, a condi-
tion in which subjects were provided with information aboutthe diffi-
culty level of questions about the passages, and a condition in which
critical passages were highlighted. A numberof different strategy mea-
sures were obtained based on the time allocated to various problems and
protocols obtained from the subjects about their performance. They
found that subjects whoreported that they changedtheir strategy of solv-
ing the problemsthat were presented scored significantly higher on the
reading comprehension task than subjects who did not report changing
strategies. In addition, the former subjects had slightly higher verbal rea-
soning test scores. Subjects who read passages in terms of the order of
difficulty of the passage did better on the reading comprehension than
subjects whodid not read passagesin orderof difficulty. These two groups
of subjects did not differ in verbal reasoning ability. Subjects also differed
with respect to their tendency to use the specific difficulty information
provided to them. Those subjects who used this information tended to
allocate different amounts of time to questions depending upon the spe-
cific information provided to them aboutthedifficulty of the question.
Subjects who used this strategy had lower verbal comprehension scores
than subjects who did not. There were nodifferences between these two
groups of subjects in the psychometric test of verbal reasoningability.
Wagnerand Sternberg identified three different strategies of reading the
highlighted passages. Some subjects read the highlighted passages ex-
clusively. There was no difference in task performarice between those
subjects who reported using this strategy and those who did not. The
subjects whousedthis strategy scored higher on thetest of verbal reason-
ing ability than the subjects who did not use this strategy. A second
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related strategy involved reading the highlighted passages morecarefully
than the passages that were not highlighted. Performance on the task and
on the verbal ability measure was comparable for subjects who reported
using this strategy and subjects who did not. Another group of subjects
reported searching for the answers to the questions in the highlighted
portions. Subjects whoused this strategy did not do better on this task
than subjects who did not use thestrategy, and these two groupsof sub-
jects did not differ in their scores on the verbal reasoningability.
The Wagnerand Sternberg studies indicate that the metacomponential

strategies that were identified were for the most part unrelated to verbal
reasoning ability. More generally, the relationships between metacompo-
nents and general intelligence reported in these studies are weak. And,
little evidence is presented that indicates that metacomponentsarerelat-
ed to each other. For example, is there a metacomponentof efficient time
allocation for all classes of problems? The metacomponents that have
been studied appear to be relevant to performanceofa particular task. No
evidenceis presentedin these or in related studies that metacomponents
exhibit wider intertask generality than performance components. Indeed,
metacomponents that have been identified appear to be specific to a par-
ticular task. Whether one spends more time reading passages that are
assumedtobedifficult is, by definition, a task-specific metacomponent.
Other metacomponents suchasthe timeallocated to global planning may
be general, but no evidenceis presented that indicates that this metacom-
ponent is correlated with a metacomponent with the same name and
definition derived from a totally different type of task. In addition, the
evidence presented by Sternberg indicates that this metacomponentis
only weakly related to general intelligence. In summary,little or no evi-
dence is presented in support of the assertion that metacomponents have
greater intertask generality than performance components, and noevi-
dence is presented that metacomponentsare likely to be more substan-
tially related to general intelligence than performance components. Thus
the critique presented here of componential analysis as being of limited
value in understanding individual differences in intelligence by virtue of
the failure to demonstrate intertask generality of componentscoresis not
vitiated by a consideration of research on metacognitive components.

Carpenter, Just, & Schell (1990) reported the results of a simulation
analysis of performance on the Raventest thatis similar in its goals to a
componential analysis of performance on an intellectual task. They asked
a group of college students who were taking the Raven test to verbally
describe their thought processes and hypotheses as they attempted to
solve the problems. In addition, they recorded eye movementpatterns
permitting them to obtain measuresof the elements of the stimuli that
individuals looked at as they attempted to solve the problems. They ana-
lyzed these protocols in order to develop a model of the reasoning pro-
cesses of individuals who attempted to solve the Raven test. They then
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constructed two computer programsthat were designed to simulate the
performanceof their median college student and the best-performingcol-
lege students in their sample. If the computer programsaccurately simu-
late the performanceof college students taking the Raven test, they may
be construed as a modelof task performance.In addition, a comparison of
the programs designed to simulate the performance of individuals with
different abilities to solve the Raven may be construed as a theory of
individual differences in performance on the task. Since the Raven is
assumedto be a good measure of general intelligence, a theory of indi-
vidual differences in Raven performance may be assumedto be a general
theory of individual differences in intelligence.
The computer simulation of Raven performance maybeillustrated by a

description of the methods used to solve a representative problem thatis
described in Fig. 4.5. The description of the stimuli (encoding) is accom-
plished by a symbolic description of the stimuli in the matrix. Thus the
process of perceptual encodingis not addressed in the simulation model.
Thisis justified by the assumption that individual differences in encoding
ability are not a source of variance among college students in perfor-
mance on the Raventest. The program encodesstimulusattributes and

transfers them to working memory. The program also comparesadjacent
figures in an attempt to infer the rules governing variations among the
stimulus elements of the problem. Amongtherules that can be generated
by the program area rule of constantin a row for a particular attribute and
quantitative pairwise progression of values of an attribute. Rules that are
inferred to describe variations of a figure are tested against variations in
the figures in a second row of the problem. The computer simulation is
designed to mimic evidence that human subjects solve the Raven by the
incremental development of hypotheses andbyrepeated reiterative test-
ing of these hypotheses. The verbal protocols and eye movement data
provided evidence for the emergenceof single hypotheses about the rules
governing variations in the figures. The rules that are generated are ap-
plied to the missing entry and used to choosethe correct solution to the
problem.

The simulation of the performance of superior subjects on the Raven
differs from the program designed to simulate performanceof the typical
subject on the Ravenin several respects. The modelis able to infer more
rules and more complex rules. For example, the more sophisticated simu-
lation is able to solve problems involving a null argument with a distribu-
tion-of-two-valuesrule in a row(see Fig. 4.5). Problems involvingthis rule
were not solved by the subjects whose performance wasat the medianof
college students but were solved by the best-performing subjects. In addi-
tion, the more advanced simulation program incorporated a goal monitor
that specifies the order of operation of various procedures and defines
rules for modifying the order of execution of a particular operation.
The simulation programs designed by Carpenter etal. (1990) reproduce
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FIGURE4.5 Problemsillustrating rules of the Raven test. (A}) The quantitative pairwise

progression rule. The numberof black squaresin the top of each row increases by one from

the first to the second column and from the second to the third column. The numberof

black squares along the left remains constant within a row but changes between rows from
three to two to one. The correct answeris 3. (B) The figure addition rule. The figural element
in the first columnis superimposed onthefigural element in the second column to compose
the figural element in the third column. Theposition of the darkened element remains

constant in a row but changes between rowsfrom top to bottom to both. The correct answer

is 8. (C) The distribution-of-two-values rule. Each figural element, such as the horizontal

line, the vertical line, the V, and so on, occurs twice in a row, and thethird valueis null. The
correct answeris 5. (Based on Carpenter, Just, Schell, 1990.)

      
 

   
 

         

  
           

several features of the performance on the subjects whose behavior they
were designed to simulate. The regular program solves the same number
of problems as the median subject in their sample and the advanced
program solves the same numberof problemsas the best subjects in the
sample. The error patterns of the subjects and the programs were similar.
For example, subjects close to the median in performancehaderrorrates
ranging from 17 to 70% on easy and hard problems, respectively. The
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simulation program had comparable error rates of 0 and 90%. Also, the
specific rules that were induced by the subjects as indicated by their
verbal protocols were similar to those that were inducedby the programs.
The comparison of the performanceof the simulation programsand the

performanceof the actual subjects leaves little doubt that the simulation
programs captured some of the main features of the processes used by
subjects to solve the Raven. While there are differences in details of the
performanceof real subjects and the computer programs,the overall per-
formanceis sufficiently similar to support the assumption that the com-
puter programs have successfully simulated the incremental discovery of
separate rules based on pairwise comparisons among figures in the ma-
trix. Does this relatively successful simulation provide insights into the
nature of general intelligence? In order to answer this questionit is neces-
sary to describe the nature of individualdifferences in performance on the
Raven as construed in the simulation models developed by Carpenteret
al. (1990). These models provide insights into individual differences in
performance as well as insights into what is assumedto be generalin all
higher-order cognitive processes. Individual differences are present in at
least two different dimensions of problem solving. Superior performance
on the Ravenis associated with the ability to discover abstract represen-
tations of the figures that are only loosely tied to the perceptual inputsof
the stimuli. Note that the distribution-of-two rule that distinguished
typical and optimal performance of both subjects and their simulations
may be characterized as an abstract representation of the relationship
among perceptual elements. In addition, the simulation of the optimal-
performing subjects involved the addition of goal managementinstruc-
tions that specified the order of application of various routines and the
modification of procedures depending on the attainmentof various sub-
goals. This element of the program is analogous to the emphasis on meta-
cognitive components in Sternberg’s componential analysis of intel-
ligence. In addition to individual differences, these simulations contain a
theory of what is general in cognitive performance. Carpenteret al. close
their paper with this description of what is commonto the process of
Raven solution:

Thus whatoneintelligence test measures, according to the current theory, is
the common ability to decompose problems into manageable segments and
iterate through them,thedifferential ability to manage the hierarchy of goals
and subgoals generated by this problem decomposition, and the differential
ability to form higher level abstractions. [Carpenter, Just, & Shell, 1990, p. 429]

It is certainly possible to develop a plausible argument that many com-
plex cognitive tasks involve similar elements. Indeed, Carpenteret al.
demonstrated that performance on a problem thatis frequently analyzed
by cognitive psychologists, the Tower of Hanoi problem, is subject to a
similar analysis and is correlated with performance on the Raven. There-
fore, a prima facie argument can be madethatthe processes involved in
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the simulation of performance on the Raven arerelated to performance
on other complex cognitive tasks. At the same time a strong argument
can be developed that these simulations do not provide the basis for the
developmentof a complete theory of general intelligence. There are two
specific arguments that can be developed to support this conclusion.

First, the claim of a relationship between the simulation of perfor-
manceon the Raven and performance on other complex cognitive tasksis
an argument by analogy. The simulation programs that are provided for
the Raven cannotbe usedto solve otherintellectual problems. In order to
sustain the argument that these programs provide a modelof individual
differences in general intelligence, it would be necessary to design a pro-
gram that is capable of solving a class of problems. And it would be
necessary to demonstrate that differences in the parameters that define
individual differences in the ability to solve problems would be constant
across problems. It should be realized that this argument is another ver-
sion of the discussion of the intertask generality of components. To what
extent is a component with the same nameused to explain performance
in different tasks a measure of the samecharacteristic?

Second, there is convincing evidence that the stimulation theory of
performance on the Ravenstest is incomplete as a modelof generalintel-
ligence. The theory omits perceptual encodingas a sourceof variations in
individual differences in intelligence. There is a considerable body of
evidence that suggests that encoding in both simple and complextasksis
a source of variation in someintellectual tasks. In addition, there are
tasks that are at least moderately predictive of performance on the Raven
that do not appear on the surface to involve any of the parametersthat are
assumedto be critical for Raven performance in the simulations devel-
oped by Carpenter et al. Consider, for example, performanceontherela-
tively simple cognitive tasks reviewed in Chapter 3. How is performance
on a visual inspection-time task or pitch discrimination for briefly pre-
sented tones related to the simulation parameters in these models of
Raven performance? Abstraction ability, hierarchical goal processing, and
the ability to decompose problems into manageable segments do not
appear to be plausible explanations of performance on such tasks. Yet
these tasks are predictive of scores on tests like the Raven. This analysis
suggests that what is commonto different measuresof intelligence may
include something other than that which is assumed to explain indi-
vidual differences in the Raven.

CONCLUSION

The experimental investigation of individual differences has been actively
pursued for the last 15 years. Earlier attempts to study intelligence in
laboratory contexts becamerelatively moribund after the developmentof
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psychometric tests in 1905. For the brief period of its active revival, re-
markable progress has been made. Methodsfor the determination of indi-
vidual differences in cognitive processes on a given task and the analysis
of individual models of task solution have been developed. Several corre-
lates of general intelligence have been identified. Some of these tasks,
such as pitch discrimination and reaction-time measures obtained under
dual-task processing conditions, may even have substantial predictive
relationships to intelligence. While it is not yet possible to specify with
precision the theoretical properties of the class of information-processing
tasks that are predictive of general intelligence, it is possible to tenta-
tively suggest some general properties of tasks that may serve to provide
suggestions about a more precise theory. Measures of the speed and ac-
curacy of encoding stimulus information and the ability to maintain near-
optimal attentional performance as well as the ability to attend to a
simple task under conditions of distraction mayall provide at least meta-
phorical clues for a moreprecise theory. It is also possible to indicate that
complexity of information processing per se is not a goodbasis for defin-
ing experimental tasks that relate to general intelligence. Theoretically
defined parameters involving additional information-processing require-
ments are usually not more predictive of performanceontests of intel-
ligence than simple measures of speed of processing stimuli.
The research we have considered in Chapters 3 and 4 of this volume

was designedeither to provide the experimental foundation of Spearman’s
g construct or to overthrow g either by discovering separate cognitive
components or by discovering theoretically defined parameters that
would exhibit convergent and discriminant validity for separate ability
dimensions. Theeffort to dislodge g has been less than successful. Com-
ponentsare positively correlated and donot, in general, exhibit sufficient
generality to provide a basis for understanding individual differences in
intelligence. Theoretically defined parametersof tasks that are presumed
to correlate with specific abilities do not exhibit strong evidenceof dis-
criminant and convergentvalidity. The effort to dislodge g by use of the
experimental method of investigating intelligence has not as yet been
conspicuously more successful than the attempt to dislodge g by psycho-
metric methods. And, if anything, evidence that general intelligence is
substantially related to ability to process information in relatively simple
tasks that appear on surface examination to require minimal formal tui-
tion strengthens the need for a theoretical construct of general intel-
ligence that is not restricted with respect to specific content. A general
ability related to fundamental capacities to encode and attendto stimuli
is sufficiently different from a modelof content-specific skills to provide
a theoretical foundation for a construct that predicts individual dif-
ferences in performanceonvirtually all intellectual tasks.
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INTRODUCTION

Why do people differ in intelligence? The answer to this question is
obvious.Individuals have different environments and different genotypes.
Behavior genetics provides methods for studying genetic and environ-
mental influences on a trait. The term behavior genetics is clearly a
misnomer. This area of investigation is concerned with both environmen-
tal and genetic influences. Indeed, behavior geneticists believe that one
cannot understand the influence of the environment on a trait without
studying the ways in which genotypes mayinfluencethetrait.
To what extent are individual differences in intelligence attributable to

variability among genotypes? The answerto the question is indetermi-
nate because intelligence cannot, in principle, be assigned an index of
heritability. Heritability estimates are not properties of a trait. They are
properties of a trait in a given population. Heritability indices may be —
different in different populations. The extent to which a trait may be
heritable in a given population depends uponthevariability of genotypes
in a population. In addition, the characteristics of the environment en-
countered by a population of individuals will influence the way in which
genes may influence the phenotypic measure of a trait. If we were to
provideall members of a population with an environmentthat is uniform
with respect to its influence on intelligence, then estimates of genetic
influences would increase. The assertion that estimatesof heritability are
not properties of traits but are properties of the trait in a particular popu-
lation is not merely a linguistic refinement; we shall consider research
that indicates that the heritability of intelligence test scores may be sub-
ject to secular influences(i.e., that it may be changing for individuals
born in different time periods}, that it may vary with age, and that the
heritability of intelligence may be different for different populationsof
individuals. In addition, there is dramatic evidence that a genetic influ-
ence on intelligence may be drastically altered by variations in the
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environment. The disease phenylketonuria is caused by an inability to
metabolize phenylalanine, which interferes with the appropriate develop-
mentof the nervous system. Untreated individuals with phenylketonuria
usually have IQ scores below 50 (Paine, 1957). The disease is an auto-
somal recessive disorder. Somewhere between .5 and 1% of the popula-
tion are carriers of the recessive gene. Heritability of phenylketonuria
follows classic Mendelian laws and occurs in one of four offspring of
parents who are both carriers for the disease. Phenylketonuria can be
detected at birth and a treatment program involving the use of phe-
nylalanine-restricted diets usually removesthe risk of retardation. Note
that the treatment does notalter the genetic characteristics of individuals
whohavethe disease but doesalter the influence of the genotype on the
phenotype. This example indicates that genotypic influencesare not nec-
essarily immutable. The influence of a genotype on a phenotype is sub-
ject to environmental intervention.

Behavior genetic analyses may be understood as attempts to partition
variance. Variations in a phenotypic characteristic such as a score on a
test of intelligence may beattributable to several independentsourcesof
variance. Genetic and environmental sources of variance may each be
partitioned into additional sources of variance. Environmental variance
may be partitioned into two components, within- and between-family
variance. Between-family variance refers to variations in a phenotypeat-
tributable to differences in environmental influences associated with
being reared in different families. It is the source of variance that is
generally considered when we think of environmental influences on in-
telligence. Within-family environmental influences are environmental
influences attributable to different experiences of individuals reared in
the same family. These influences encompass both events that occur
within the context of the family, such as differential treatmentof siblings
being reared together, and events that are not associated with experiences
within a family, such as the effects of friendships that are not shared by
individuals reared in the same family. Genetic variance may be parti-
tioned into additive genetic variance and nonadditive genetic variance.
Additive genetic variance derives from the additive influence of each of
the genes that influences a phenotype. Nonadditive genetic influences
maybe attributable to dominancecausedbydifferential influence of one
of two genes in the heterozygouscase, and epistasis, which is an interac-
tive influence of genes at different locations. Nonadditive genetic vari-
ance maydecrease the resemblance between parentandoffspring.

In addition to these four sources of variance that may influence the
phenotype for intelligence, there are two other sources of variance that
involve combinations of genetic and environmental influences. Genetic—
environmental covarianceis a source of varianceattributable to the cor-
relation of genes and environments.It is possible that individuals whoare
likely to have genes that are favorable for the developmentof high intel-
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ligence may also create family environments that are favorable to the
developmentof intelligence. The combinedinfluence of these correlated
genetic and environmental effects may contribute to variability in the
phenotypefor intelligence. Genetic X environmental interaction refers to
nonadditive combinations of genetic and environmentalinfluences. Such
effects would be present if the influence of genes would vary in different
environments.In the most dramatic caseit is possible that the influence
of one or more genes would leadto high intelligence in one environment
and low intelligence in a different environment.
Behavior genetic studies lead to the partitioning of variance in IQ

scores andare able to assign numerical valuesfor each of the independent
sources of variance that are described above. In this chapter we shall
consider research on twins and family and adoption studies in an attempt
to outline their bearing on genetic and environmentalinfluencesonintel-
ligence.In addition, we shall consider models that combine these sources
of data. We shall also consider studies of genetic and environmentalinflu-
ences on development and changein intelligence.

TWIN STUDIES

Monozygotic twins (MZ) are genetically identical. They derive from the
splitting of a single fertilized egg. Dizygotic twins (DZ) derive from the
fertilization of two different eggs and are no more similar to each other
than siblings. If a phenotypic measureof a trait is influenced by geno-
types, MZ twin pairs should be more similar to each other than DZ twin
pairs. Differences between pairs of DZ twinsare attributable to variations
in their environment and their genotypes. Differences between pairs of
MZ twinsare solely attributable to environmentalvariations. Therefore,
a comparison of differences between MZ and DZ twinpairs should pro-
vide an index of genetic influence on trait.
Each source of data that may be used to estimate genetic and environ-

mental influences on trait is liable to provide distorted estimatesfor a
variety of different reasons. The twin method assumesthat the within-
pair similarity of environmentalinfluences for MZ and DZ pairsis identi-
cal. It is possible that MZ pairs are treated more alike than DZ pairs by
virtue of their greater physical similarity and that these environmental
differences cause them to be morealike in intelligence. Thus evidence
indicating that MZ twins are morealike in IQ than DZ twin pairs does
not necessarily provide evidence for genetic influences.

Thereare several lines of evidence that suggest that an environmental
interpretation of differences between MZ and DZ pairs is not tenable.
Although MZ twins may experience a more similar environment than
DZ twins, this similarity mayitself be the result of genetic influences on
the environment. For example, if MZ twins are more likely than DZ
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twins to have the samefriends this may beattributable to genetic influ-
ences on interests and temperamentthat influence friendship patterns.
More critically, the assertion that MZ twins experience more similar
environments than DZ twinsdoes not provide compelling evidence for an
environmentalinterpretation of MZ—DZdifferences on a trait unless one
can demonstrate that the environmental differences that distinguish MZ
and DZ pairs are related to the trait. Vandenberg & Wilson (1979) found
that variations in within-pair similarity of treatment of MZ and DZ twins
did not correlate with scoreson tests of intelligence. There are two other
critical sources of data that may be used to investigate the equal-environ-
ment assumption. MZ twin pairs whoare reared in different families
undoubtedly experience environments that are more varied than MZ
twins whoare reared in the same family. Comparisons between these two
groups of twins should provide evidence about the importanceof varia-
tions in the environment experienced by MZ twin pairs in determining
their similarity in intelligence. We shall consider these studies. Another
test of the environmental interpretation of MZ—DZdifferencesforintel-
ligence may be obtained by comparing same-sex and opposite-sex DZ
twin pairs. Opposite-sex DZ twin pairs clearly experience larger within-
pair environmentalvariability than same-sex DZ twin pairs. Although I
am not aware of any specific empirical research on thetopic, it appears
obvious that differences between same-sex MZ and DZ twin pairs in
within-pair environmental variability are smaller than differences be-
tween same-sex and opposite-sex DZ twin pairs. If this assertion is cor-
rect, an environmentalinterpretation of differences between MZ and DZ
twin pairs in intelligence implies that the difference between same-sex
and opposite-sex DZ pairs for intelligence should be larger than the
difference between MZ and same-sex DZ twin pairs. Opposite-sex and
same-sex DZ twin pairs appear to be equally similar in intelligence. For
example, Mehrota & Maxwell (1950) obtained a correlation of .63 for 182
opposite-sex 11-year-old twins in Scotland—a value comparable to that
usually reported for same-sex DZ twins. Herrman & Hogben (1933) ob-
tained slightly larger correlations on the Otis test for opposite-sex twin
pairs than for same-sex DZ twin pairs. The failure to find evidence for
differences in IQ similarity among same- and opposite-sex DZ twins sug-
gests that variations in the environment experienced by pairs of twins
reared in the same homeare not the cause of differences between MZ and
DZ twin pairs in similarity for IQ. Indeed, it is hard to imagine environ-
mental hypotheses to accountfor differences in MZ and DZ twinpairs in
intelligence that would not predict relatively large differences between
same-sex and opposite-sex DZ twin pairs. Equivalence in similarity of
intelligence test scores for these two classes of DZ twin pairs appears to
render environmental explanations of MZ—DZ differencesin intelligence
nugatory.

Estimates of different sources of variance in intelligence using twin
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data are subject to empirical and conceptual difficulties. On a simple
additive genetic model, DZ twin pairs may be assumedto have a genetic
correlation of .5. This implies, on a purely genetic hypothesis, that the
value of the DZ correlation for intelligence should be one-half the value
of the MZ correlation and the difference between the correlations multi-
plied by two should provide an estimate of the heritability of intelligence.
There are three difficulties with this simple procedure for estimating
heritability. The genetic correlation between same-sex DZ twin pairs may
be larger than .5. Assortative mating refers to the tendencyof individuals
whoare genetically alike to mate. Spouses exhibit a phenotypic correla-
tion in IQ of approximately .33. The genotypic correlation among spouses
for IQ is a complex theoretical parameter that can only be indirectly
estimated and not directly measured. The presenceof a genotypic correla-
tion among biological parents for intelligence will inflate the genetic
correlation between DZpairs since they are receiving genes from parents

that are similar. Assortative mating will inflate DZ correlations and lead
to lower heritability estimates. Dominance and other nonadditive genetic
influences will tend to decrease the similarity of DZ twin pairs for purely
genetic reasons. These influences do not decrease MZ correlations since
MZtwinsare genetically identical. In order to use twin data to arrive at
estimatesfor different sources of genetic and environmentalvarianceitis
necessary to develop estimates of assortative mating and nonadditive
sources of genetic variance. Estimates of genetic and environmental in-
fluences on intelligence using twin data may be distorted by special en-
vironmental experiences peculiar to twins. Twins may influence each
other in ways that siblings whoare not twins do not and thus twins may
be more alike for environmental reasons that are not shared by other
individuals in the population.

In addition to the conceptualdifficulties involved in deriving estimates
from twin data, there are also possible empiricaldifficulties in ascertaining
the actual values of twin correlations. The determination of zygosity is no
longer a serious problem with modern techniquesof blood typing. And,if
there are errors of determination of zygosity in a study, differences between
MZ and DZ twin pairs would be underestimated, thereby decreasing
estimates of heritability. A potentially more serious source of bias is
volunteer bias. Twin studies require the cooperation of both membersof a
twin pair. If twins who are dissimilar are more likely to be discordantfor
the tendency to volunteerto participate, then the surviving membersof
any twin studyare likely to be a biased sample of twin pairs who are more
similar to each other than twins in the population. If MZ twins are more
alike in personality characteristics that are correlated with the tendency to
volunteer and participate in psychological studies than DZ twins, then the
population of DZ twins whoparticipate in a studyofintelligenceare likely
to be a more biased sample of their population than MZ twinsareof their
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population. Biases in obtained values of DZ correlationsare likely to lead
to lower estimatesof the heritability of IQ.
Bouchard & McGue (1981) summarized the available literature on

kinship correlations for intelligence. They reported a weighted average
correlation of .86 based on 34 correlations encompassing 4672 pairingsfor
MZ twins reared together. The comparable correlation for same-sex DZ
twins was .60 based on 41 correlations and 5546 pairings. Thecorrelation
of .86 may be comparedto the test-retestreliability of .87 for the tests of
intelligence used in these investigations. The correlation in intelligence
for MZ twins reared togetheris close to the upper boundset by the test—
retest reliability of IQ tests. On the simplest genetic model, ignoring
assortative mating, these data imply that 52% of the variance on IQ tests
is attributable to genetic influences. Considerations of the influence of
assortative mating would increase the estimates for the heritability of
intelligence.

Loehlin, Willerman, & Horn (1988) reviewed recent twin studies of
intelligence published after Bouchard and McGue’s review. They noted
that several recent studies reported larger MZ—DZ differences. Tambs,
Sundet, & Magnus(1984) reported correlations of .88 and .47 for MZ and
DZ twin pairs. Wilson (1983, 1986) obtained correlationsof .88 and .54 for
15-year-old MZ and DZ twin pairs. Segal (1985) found correlations of .85
for MZ twins and .46 for DZ twins. Nathan & Guttman(1984) obtained
correlations of .80 and .34 for their twin pairs. Stevenson, Graham, Fred-
man, & McLoughlin (1987) reported the only recent data that is compati-
ble with the weighted estimates contained in the Bouchard and McGue
report. They obtained correlations of .84 for MZ twin pairs and .61 for DZ
twin pairs on the Wechsler. The newer twin studies suggest heritabilities
that are somewhat higher than those based on the studies reviewed by
Bouchard and McGue. These data are compatible with heritability esti-
mates for additive genetic variancethat are close to .7. It is not knownif
these data represent random perturbations in the obtained valuesof cor-
relations, systematic changesattributable to differences in methodology,
or true secular changesin theheritability of intelligence.

In addition to studies of MZ and DZ twinsreared together, there are
studies of MZ and DZ twinsreared apart. The correlation between MZ
twins reared apart providesa direct estimate of the heritability of intel-
ligence. For several reasons, the direct estimate of the heritability of intel-
ligence based on correlations of IQ scores of MZ twinsreared apart should
be dealt with cautiously. There is only a small number of such studies—
data are available from only six studies and the results of one of these
studies is generally discounted as being either fraudulentor, at best, un-
trustworthy. The samples are small andthere are less than 200 MZ pairs
available, and someof these data are based on older IQ tests that may not
have been appropriately normed. In addition, only one study, whosere-
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sults are not currently available, is based on a systematic sample. The
remaining studies obtained samples that may be unrepresentative of the
exceedingly small group of separated MZ twins. Finally, many of the MZ
twin pairs that are includedin the available data were not separated from
birth. Many were reared in similar circumstances in families that were
similar with respect to socioeconomic backgroundandevenin collateral
branchesof the samefamily. Thus, the correlation between separated MZ
twin pairs cannot be accepted at face value as a direct estimate of the
heritability of IQ.
There are six studies of separated twins that provide information about

their similarity of IQ. One study, Cyril Burt’s, is currently considered to
report data that is not trustworthy (see Hearnshaw, 1979; Kamin, 1974;
see also Joynson, 1989, for a somewhat contradictory point of view). It
shall not be considered here.
Bouchard & McGue(1981) reported a weighted average correlation of

.72 for three classical studies of MZ twinsreared apart. Thecorrelation is
based on three studies and involves 65 twin pairs. These data have been
subject to intense scrutiny and dispute. The data are based on threeclas-
sic studies, Newman, Freeman, & Holzinger (1937), Juel-Nielsen (1965),
and Shields (1962). Farber (1981), Kamin (1974), and Taylor (1980) argued
that these data cannot be accepted at face value as demonstrating the
importance of genetic influences on IQ. They presented four generalcrit-
icisms of these data. First, they argued that the samples are not systemat-
ically ascertained and consist of volunteers who may notbe representa-
tive of the population. There is one modern study of twins reared apart
that is based on a systematic sample, Pedersen, McLearn, Plomin, &
Friberg (1985), but results for MZ twins reared apart have not beenre-
ported for this study. In addition, Newman, Freeman, & Holzinger (1937)
may have introduced an additional sourceof bias in their study by exclud-
ing any twin pairs who described themselves as dissimilar in order to
reduce the probability of obtaining DZ pairs that they intended to ex-
clude. Thus they may have unwittingly failed to study MZ twin pairs
who were dissimilar in IQ. Their results were comparable to those ob-

tained in other studies in which this procedure was not followed. The
possibility that the MZ twins that are included in these studies may for
unknownreasonsbe a specially selected sample whose resemblance in IQ
might not be representative cannot be excluded. Thereis, however, with
the possible exception of the Newmanetal. study, no reason to believe
that biases have been introduced in the sample selection procedure that
would result in an increase in the correlation for the MZ twins.

Second, Kamin argued thatthe results of the Juel-Nielsen and Newman
et al. studies are attributable to age confounds. There is a relationship
between the age of the twin pairs and their average IQ. Kamin attempted
to demonstrate that this age confound, probably attributable to inade-
quate age standardization for the tests used, accounts for the IQ correla-
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tion between them.It is known that there are cohort and ageeffects for IQ
and that cross-sectional data is likely to indicate a negative correlation
between IQ and age. Thecorrelations averaged by Bouchard and McGue
are age corrected and therefore should be interpreted as being free of age
confounds. Kamin objected to the standard methodsof correcting for age
confounds, arguing that the appropriate age correction should be done
separately for male and female twin pairs and evenfor different subsetsof
subjects at different points of the age cycle. Kamin created pseudopairings
of twins whowere adjacent in age. He demonstratedthat the correlations
for pseudopairs were comparable to those for actual twin pairs. Kamin’s
approach is dependenton creating separate groupingsfor male and female
pairs and on creating additional arbitrary divisions. The resultantcorrela-
tions are based on exceedingly small samples and have large standard
errors. In addition, there is no reason to assumethatagecorrections that
are required for IQ should be different for male and female subjects.If

Kamin hadapplied his pseudopairing procedure consistently to the entire
sample for each of the studies he examined,in all probability the effects of
the age correction he used would have been comparable to the standard
partial correlation method of age correcting. In addition, Shield’s (1962)
data are not subject to this criticism.

Third, Kamin and Farbercriticized the IQ tests used in these investiga-
tions. Juel-Nielsen used a Wechsler test that may not have been ade-
quately standardized for his Danish sample. The Stanford—Binet used by
Newmanetal. may also have been inadequately standardized. The non-
verbal Dominoes test used by Shields required extensive verbal instruc-
tions and the outcomeof the test may have been biased since Shields
administered the test to most of his MZ twin pairs. Bouchard (1982)
noted that in each of these three classic studies an additional IO test was

available. Juel-Nielsen reported data for the Raven, Newmanet al. admin-
istered the Otis quick-scoring test, and Shields had data for a vocabulary
test. In each case the intraclass correlations for the MZ twins were com-
parable for these alternative IQ measures to those obtained from the
measures that were criticized by Kamin and Farber. Bouchard concluded
that criticism of the outcomesof the separated MZ twin studies based on
the adequacyof the tests of intelligence used were not “constructively
replicated” for the alternative tests used in thesestudies.

Fourth, the most fundamentalcriticism of these datais that the results
are attributable to environmental similarity in the rearing conditions of
these separated twin pairs. Taylor argued that the similarity between MZ
twins reared apart was dependent on environmental similarity. He inves-
tigated the effects of age of separation, whether the twins had beenre-
united, whether they had been rearedin related or unrelated families, and
the similarity of the social environment in which they were reared.
Bouchard (1982, 1983) reexamined the separated twin studies using Tay-
lor’s analyses and classifications as a basis for classifying the separated
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twin pairs. He then used theseclassifications to computecorrelations for
a second measureofintelligence obtained by twoof the original investiga-
tors, Juel-Nielsen and Newmanetal. This analysis tests the replicability
of Taylor’s analysis for different measuresof intelligence. Taylor’s original
analysis and Bouchard’s constructive replication of this analysis are re-
ported in Table 5.1. An examinationof the data in Table 5.1 indicates that
Taylor's analyses do not generalize to different measuresof intelligence
presented to the same twinpairs. Taylor found that age of separation was
not related to the degree of similarity; Bouchard found that age of sepa-
rated wasrelated to twin similarity. Early-separated twins were less sim-
ilar than late-separated twin pairs. Taylor reported that MZ twins who
had been reunited were more similar than the twin pairs who had not
been reunited. Bouchard found that this effect does replicate, but the
differences in the magnitude of the intraclass correlations are smaller

than those obtained by Taylor. Taylor found that the MZ twinsreared by
relatives were more similar than those reared by nonrelatives. Bouchard

foundthat the results were reversed for the alternative measures. Perhaps
the mostcritical of Taylor’s analyses is that based on hisclassification of
twins with respect to the similarity of rearing environment. An examina-
tion of the data in Table 5.1 indicates that, on Taylor’s analysis, MZ twins
reared in similar environments are more alike than those reared in rela-
tively dissimilar environments. Bouchard found that the differences on
the alternative measure for Taylor’s classification do not replicate—the
twinsreared in dissimilar environmentsare slightly and nonsignificantly
more alike on the alternative measures than the twins assigned to the

TABLE 5.1 Taylor's Analysis of Variables Influencing MZA Correlations
and Bouchard’s Constructive Replication
 

Variable Taylor’s correlation? Bouchard’s correlation®
 

Reunion classification

Reunited 85 82
Not reunited 57 .68

Age of separation

Late (>6 months} .70 719
Early (<6 months) .67 42

Rearing classification
Related 77 .66

Not related 61 77
Environmentclassification

Related 86 67

Notrelated 52 70
 

2Based on Bouchard (1983).

bTaylor’s correlations are weighted averages for three studies as recalculated by Bouchard

using intraclassr.

¢Bouchard’s correlations are weighted averages for two studies using Taylor’s post hocclas-

sifications replicated for a second test score for the samesubjects.
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relatively similar group. Bouchard’s reanalysis indicates that Taylor’s
analysis cannotbe usedto explain the similarity of MZ twinsreared apart
by reference to environmental similarity of their rearing conditions.

Theresults of the classic twin studies are buttressed by the results of a
contemporary study, the Minnesota study of twins reared apart.
Bouchard, Lykken, McGue, Segal, & Tellegen (1990) reported correlations
for three different measures of general intelligence—the WAIS, a com-
bination of the Raven and the Mill—Hill vocabulary test, and the first
principal componentof a battery of tests for over 40 separated MZ twin
pairs. The correlations for these three measures were .69, .78, and .78,
respectively. The correlation for a composite index based on the mean of
the three measures was .75. Indices of socioeconomic background and
retrospective accounts of the intellectual orientation of the family en-
vironment were obtained. The correlations between the family back-
ground variables of the MZ twins reared apart were obtained and the
correlations between family backgroundvariables and performance on IQ
tests were also obtained. Using these correlationsit is possible to calcu-
late the contribution of the similarity of family background variables to
the correlation of IQ scores for the MZ twinsreared apart. Table 5.2
presents these data. An examination of the data in Table 5.2 indicates that
the twins were reared in somewhatcorrelated environments.It is also the
case that the environmentalvariables were for the most part only negligi-

TABLE 5.2 Placement Coefficients for Environmental Variables, Correlations

between IQ and the Environmental Variables, and Estimates of the

Contribution of Placement to Twin Similarity in WAIS IQ¢
 

 

Correlation Contribution

between of placement
IQ and to the

MZA placement MZA

similarity variable correlation
Placementvariable (Ry) (rye) (Ry X 124)

SES indicators

Father’s education 0.134 0.100 0.001
Mother’s education 0.412 —0.001 0.000
Father’s SES 0.267 0.174 0.008

Physical facilities

Material possessions 0.402 0.279** 0.032

Scientific/technical 0.151 —0.090 0.001
Cultural —0.085 —0.279** —0.007

Mechanical 0.303 0.077 | 0.002
Relevant FES scales

Achievement 0.11 —0.103 0.001

Intellectual orientation 0.27 0.106 0.003
 

“Based on Bouchard, Lykken, McGue,Segal, & Tellegen (1990).

**r,,significantly different from zero at p < 0.01.
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bly correlated with performance on tests of intelligence. And, the last
column of Table 5.2 indicates that similarity of rearing environmentas
assessed in this study accounts for a vanishingly small degree of the
similarity of IQ performance in these separated twin pairs. These data
indicate that MZ twinsreared apart are more similar to each other in IQ
than DZ twins reared together. And, these data are compatible with esti-
matesof heritability for intelligence that are close to .7.
McGue & Bouchard (1989) also reported data for separated twins on

several special ability measures. Table 5.3 presents intraclass correlations
for their sample of 47 MZ twin pairs, 2 MZ triplets, and 25 DZ twinpairs
who were reared apart for four groupings of tests of special abilities as
well as an estimate of heritability based on an analysis of these data. An
examination of the data presented in Table 5.3 indicates that the correla-
tions for MZ twinsreared apart range from .29 to .71 on these measures.
Note that these correlations, with the exception of the correlation for the
spatial ability factor score, are somewhat lower than the general intel-
ligence value of .75 for what is essentially the same sample.It is also the
case that the DZ twins whoarereared apart exhibit correlations that are
not invariably smaller than the MZ apart correlations. The DZ apart
correlations are comparable to those obtained in studies of DZ twins
reared together. The somewhat high DZ correlations should be accepted
cautiously in view of the relatively small sample on which theyare based.
They are, however, comparable to correlations for DZ twins reared apart
reported by Pedersen et al. (1985) for a sample of 34 pairs of DZ twins
reared apart. They also reported that the differences within twin pairs on
intelligence correlated .05 with a measure of the difference in the so-
cioeconomic status of the environment in which members of the twin
pair were reared. Thus differences in the favorableness of the environ-
ment of these separated DZ twins do not appear to predict the IQ dif-
ferences within the twin pairs.
The data on separated twinsprovide additional support for the assump-

tion that the MZ—DZdifference in similarity for measuresof intelligence
is attributable to differences in shared genetic characteristics. The avail-
able literature on separated twins is not extensive and the twins have
certainly not been reared 1n independent environments. Thereis little

TABLE5.3 Intraclass Correlations for Special Ability Factors

for Twins Reared Apart?
 

 

Factor MZA DZA h2

Verbal reasoning 57 51 57

Spatial ability 71 .40 71

Perceptual speed and accuracy 53 56 53
Visual memory 43 .07 —
 

aBased on McGue & Bouchard (1989).
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persuasive evidence that the similarity of their environments can account
for their similarity in intelligence. Separated MZ twins encounter en-
vironments that are more varied than MZ and DZ twinpairs reared to-
gether. Yet they appear to be somewhat morealike in IQ than DZ twins
reared in the samefamilly.It is difficult to explain these findings without
invoking a genetic hypothesis. The correlation for MZ twinsreared apart
is a direct estimate of the heritability of IQ. Thus these data suggest
heritabilities for IQ that are close to .7.

FAMILY STUDIES

Bouchard & McGue (1981) summarizedtheliterature reporting correla-
tions between IQ scores of membersof the same family who werereared
together. They reported average weighted correlations of .42 for the cor-
relation betweena parent’s IQ and the IQof his or her child. The compar-
able correlation for siblings was .47. These data, consideredinisolation,
providelittle or no evidence about genetic and environmentalinfluences
on intelligence. Members of the samefamily are genetically similar and
share similar environments. Their similarity in IQ maybeattributable to
either of these circumstances. Studies of adopted families provide a way
of separating genetic and environmentalinfluences.
There are three contemporary studies that provide information about

the relationship between IQ scores of adopted children and their biolog-
ical and adopted parents. Teasdale & Owen (1984) obtained data on
Danish fathers whose biological sons were adopted. They obtained scores
on an intelligence test administered for military induction for biological
fathers, their adopted sons, and the adopted stepfathers of these children.
The correlation between biological fathers and their sons was .20. The
corresponding correlation between the intelligence test scores of adopted
fathers and their sons was .02. These data suggest that adopted adult
children are more likely to resemble their biological parent than their
adoptive parent in intelligence. The sample was small and information
about possible restrictions in range of talent for either biological or
adopted fathers was not presented.
The two remaining studies in this category that we shall discuss are the

Texas Adoption Study (Horn, Loehlin, & Willerman, 1979) and the Colo-
rado Adoption Project (Plomin & DeFries, 1985b). Both studiesare longi-
tudinal and have large samples that permit several different kinds of com-
parisons. The Texas Adoption Studyis an investigation of a sample of 364
unwed mothers whosechildren were given up for adoptionat an early age.
The mothers were given an IQ test, and IQ test data exist for their off-
spring and the adoptive parents of these children. The mean IQ of the
adoptive mothers was 112.4 with a standard deviation of 7.68 and the
mean IQ of the adoptive fathers was 115.2 with a standard deviation of
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7.52. The mean IQ of the biological mothers was 108.7 with a standard

deviation of 8.67. The biological mothers in this sample were quite com-
parable in mean andvariability of IQ scores to the adoptive parents. Both
groups exhibit somerestriction in range of talent that should decrease the
magnitude of obtained correlations between parents and children. Cor-
relations between characteristics of adopted children andtheir biological
parents are frequently explained by reference to the existenceof selective
placement. Adoption agencies may try to match the backgroundand char-
acteristics of birth parents and adoptive parents. There wasselective
placement in the Texas Adoption Study. The correlation between the IQ
of the biological mother and the IQ of the adopting mother was .14. The
comparable correlation between the IQ of the biological mother and the
IQ of the adopting father was .11.

Correlations between parents and children in the Texas Adoption Study
were reported by Loehlin, Horn, & Willerman (1989). These correlations
were obtained when the children were between 3 and 14 years old and
again 10 years later. They include correlations between adoptive parents
and their natural children as well as correlations between biological
mothers and the natural children of the adoptive parents. Table 5.4 pre-
sents these data. Several aspects of the data reported in Table 5.4 are
noteworthy. At the initial assessment, the correlations between the IQ of
the adoptive parents and that of their adopted children were not conspic-
uously different from the correlations of the adoptive parents with their
biological children. The correlations between the IQ of the biological
mothers of the adopted children and the children they gave up for adop-
tion were slightly higher than the correlations between the adoptive par-
ents’ IQ and these sameadopted children. These data provide evidence for
the influence of the family environment and geneson IQ. Thecorrelation
between the adopting parents’ IQ and the IQ of their adopted child sug-

gests that the family environmentdid influence the developmentof the
IQ of the children who were adopted, and the correlation between the IQ
of biological mothers and the IQ of their adopted children providesevi-
dence for a genetic influence on IQ.Each of these correlations exceeds the

correlation for selective placement. This implies that the correlations
between adopted children’s IQ and the IQsof their biological mothers and
their adoptive parents cannotbe attributed to selective placement.
The second assessment, 10 years later, when the adopted children were

adolescents or young adults, provides a different picture of genetic and
environmental influences on IQ. The correlation between the IQ of the

adopting parents and the IQ of the adopted child is now close to zero and
is lower than the correlation between the IQ of the biological mother and
her adopted child. The correlation between the IQ of the biological moth-
er and her adopted child has increased slightly and is now clearly larger
than the correlations between the adopting parents IQ and the IQ of the
same children. These data suggest that between-family environmental
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TABLE 5.4 Correlations among Parents and
Children in the Texas Adoption Study2>
 

 

Time 14 Time 2¢

Variables r Nf r N

FA 19 253 .10 253
M,A 13 246 05 246
FN 29 92 32 92
M,N 04 90 14 90
B,A 23 200 .26 200

B,O 12 115 .06 115

B,N 03 95 05 95
S,A 14 256 11 256
S,N 17 93 17 93
Among, offspring, same time:

A,A 11 75 —.09 75

A,N .20 106 05 106

N,N 27 25 24 25
 

“Based on Loehlin, Horn, & Willerman (1989).

IQ tests: WAIS for F, M; Revised Beta for B; WAIS/
WISC/Binet for A,, N,; WAIS-R/WISC-R for A>, No.

‘Abbreviations: F, adopted father; M, adopted mother; A,

adopted child of F and M; N,natural child of F and M,;B,

birth mother of adopted child; O, other adopted child in

family that adopted B’s child; S, socioeconomic index of
adoptive family.

4Initial test.

“Follow-uptest.

‘N’s are numberof pairings or degrees of freedom within

families, as described in text.

variance has a decreasing influence on IQ as individuals age. There is
clear evidence in these data for a genetic influence on IQ and, if one
comparesthe correlation between the biological mother’s IQ and the IQ
of her adopted child to the correlations between the IQ of the adopting
parents and that of their natural children, it is possible to argue that
virtually all of the similarity in IQ in natural families is attributable to
genetic similarity. The Texas Adoption Study thus provides two some-
whatcontradictory pictures of the influence of genetic and environmen-
tal characteristics on IQ. Evidencefor genetic influences appears stronger
for the second assessmentand the evidence for between-family influences
appears stronger ontheinitial assessment. Weshall see that several other
studies provide comparable data suggesting that between-family influ-
ences decline with age and genetic influences increase with age. Data on
sibling correlations from the Texas AdoptionStudy which I will review
also support this conclusion.

The Colorado Adoption Study is another large-scale longitudinal study
that includes data on the IQ of biological parents and their children given
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up for adoption at an early age. Data are also obtained from natural fami-
lies who are matched to the adopting families. There is little selective
placement and the samples are reasonably representative of the middle
class population of their communities. There is somerestriction in range
of talent for IQ for all of the parent samples. Table 5.5 is based on data
presented by Phillips & Fulker (1989) for a behavior genetic analysis of
longitudinal study for children in the Colorado Adoption Project whose
IQs were assessedat ages 1, 2, 3, 4, and 7. The data exhibit evidencefor an
increasing genetic influence as a function of age. At age 7, the correlation
between the biological mother’s IQ and the IQ of her adopted child is
higher than the correlation between the IQ of the adoptive mother and
her adoptive children. The samplesare large and thecorrelations that are
reported are for the same sample of adopted children. Correlations be-
tween the IQ of the adoptive father and these children at age 7, though
positive, are still lower than those between the biological mother and her
adopted children. The correlation between the biological mother’s IQ and
the IQ of her adopted child is larger than the correlation between mother
and child in the matched sampleof natural families. Thus the correlation
between the IQ of the biological motherandthe IQ of her adopted child at

age 7 may be spuriously high. Nevertheless, the trend of these data seems
clear. Adopted children exhibit an increased tendency to resemble their
biological mother as they grow older and a declining tendency to be
similar in IQ to their adopted parents as they grow older. The data for age
7 IQs suggest that all of the resemblance in IQ in natural families is
attributable to shared genetic characteristics among membersof the same

family.
The results of the Colorado Adoption Project and the Texas Adoption

Study are in substantial agreement. These studies provide the best avail-
able data on the relationship between the IQs of parents and children in
adopting and natural families. There are several other sourcesof data that
provide additional information about the similarity in IQ of members of

TABLE 5.5 IQ Correlations for Adopted Children at Different Ages
in the Colorado Adoption Project.
 

 

Child

N Age Biological mother Adopted mother Adopted father

212 ] 12 .O7 .06

189 2 .04 .O7 .03

177 3 11 12 .20

158 4 18 21 .16

139 7 37 —.05 11
 

2Based on Phillips & Fulker (1989).

bBased on data for families without natural children, the subset of data with the most

adequate sample size.
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the same family. There are two older studies that provide data about the
IQ of biological parents and their adopted children. Skodak & Skeels
(1949) reported that the correlation between the IQ of biological children
who were adopted at an early age and theIQ of their biological mothers
increased as the adopted children aged and was .41 at age 13. The correla-
tion between the biological mother’s educational level and the IQ of her
adopted child was .32. The comparable correlation between the adoptive
mother and her adoptive child was .02. Kamin (1974), in his critique of
this study, noted that the comparable correlations at age 7 exhibited
smaller differences. The correlations between the biological mother’s ed-
ucational level and the IQ of her adopted child at age 7 was .24 and the
comparable correlation between the adoptive mother’s IQ andthat of her

adopted child was .20. Kamin attributed the changesin the valuesof these
correlations at age 7 and 13 to changesin the composition of the sample.
The changesin the composition of the sample were notlarge and do not
appear to provide an adequate explanation for the change in the value of
the correlations (see Brody & Brody, 1976, Chapter 5). A more plausible
explanation that is compatible with the results of modern studies would
be that of an increased genetic influence on the IQ of older children.
Snygg (1938) obtained data on the IQs of biological mothers whose

children were adoptedearly in life and the IQs of their children reared in
foster homes. The children were assessed when they were between 3 and
8 years of age. The correlation between the IQ of the biological mothers
and their adopted children did not vary with the age of the child. The
correlation for the entire sample was .13. For the subset of 70 children
who were assessed between ages 5 and8, the correlation was .12. Snygg
assumedthat the obtainedcorrelation was attributable to selective place-
ment although no quantitative data about the magnitude of selective
placement were presented. The correlation obtained by Snygg was
slightly lower than that obtained in modernstudies. It is also the case
that his sample was relatively young and there was somerestriction in
range of talent for IQ amongthebiological mothers. The biological moth-
ers in his sample were low in IQ (mean IQ = 78) and the IQs of the
biological mothers in the Colorado and Texas studies were notlow in IQ.
Anyorall of these variables as well as secular changesin the heritability
of IQ may have contributed to the divergence in outcome between the
Snygg study and the modern studies we have reviewed. It should also be
noted that Snygg’s results, when oneconsiders the age of his sample, are
not dramatically different from those obtainedin otherstudies.
There are adoption studies that report the correlation between the IQ of

adopted children and characteristics of their biological mothers other
than IQ. The educational and occupational levels of the biological parents
are measured as “surrogates” of IQ. As weshall see these are variables
that correlate with IQ and therefore the relationship between these char-

acteristics of biological mothers and the IQs of their adoptive children
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provide indirect evidence about the heritability of IQ. The best modern
study of this type for young adults aged 16 to 22 is the Minnesota Adop-
tion Study (Scarr & Weinberg, 1983). The study uses educational back-
groundas a surrogate for IQ for parents of adopted children. The children
were placed in adopted homesin thefirst year of life. The adopting par-
ents tended to have upper middle class social status and the biological
mothers tended to have working class backgrounds. Table 5.6 presents the
correlations reported by Scarr and Weinberg. An examination of Table 5.6
indicates that the correlation between the educational level of the biolog-
ical parents and the IQs of their adopted children is higher than the

correlation between the educational level of the adopting parents and the
IQ of these children. The correlations between the biological parents’
educational level and the IQs of their adopted children is comparable to
the correlation between the educational level of parents and the IQs of
their natural children in the control families. These data are compatible
with the assumption that the resemblance in IQ between parents and

young adults in natural families is attributable to their genetic similarity.
There are also several older studies providing information about the

relationship between parents’ social characteristics and the IQs of their
adopted children. Lawrence (1931) studied a group of 185 illegitimate
children reared in an institution for orphans. The children were reared in
foster homesuntil the start of primary school and they were tested at an
average age of 12.5. The correlations between thesocial class background
of their biological fathers and the IQ of the children were .26 for boys and
.25 for girls. Nothing was reported about the foster homes in which the
children were reared. Schiff & Lewontin (1986) noted that the tests used
in this study were poorly standardized and IQ scores were inverselyrelat-
ed to age. It is not clear how the possible age confound would influence
the correlation with parental occupational status unless parental occupa-
tional status wascorrelated with the age at whichthe test was given. No
evidence of this confound exists and the poor standardization ought to
reduce the magnitude of the correlation with parental social status.

Jones & Carr-Saunders (1927) studied the relationship between adopted

TABLE 5.6 Parent—Child Correlations from the Minnesota

Adoption Study2
 

 

Parent—child factors Correlation

Adoptive mother’s educational level—IQ natural child 17

Adoptive father educational level—IQ natural child .26

Adoptive mother’s educational level—IQ adopted child 09

Adoptive father’s educational level—IQ adopted child 11

Biological mother’s educational level—IQ adopted child .28

Biological father’s educational level—IQ adopted child 43
 

2Based on Scarr & Weinberg (1983).
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TABLE 5.7 Mean IQ of Institutionalized
Children as a Function of Occupational Status
of the Biological Father
 

 
Class N Mean IQ

1 209 106.6

2 92 105.0

3 163 96.0

4 165 95.7

5 251 93.4
 

“Based on Jones & Carr-Saunders(1927).

children and the social class backgroundof their biological parents. Table
5.7 presents their data on mean IQsfor children adoptedat different ages
whosebiological fathers differed with respect to social class background.
The data indicate that mean IQ for adoptees increases monotonically as
the social class backgroundof the biological father is higher.
Burks (1928) reported that the correlation between the biological fa-

ther’s occupational status and the IQ of his adopted child was .07. Burks
also compared the relationship between parental characteristics in an
adopted family and children’s IQ and the comparable relationship in bio-
logical families. She matched both groups on social background charac-
teristics and reported that correlations between social background charac-
teristics of foster parents and their adopted children were lower than
comparable correlations obtained in natural families that were matched
on a variety of social background characteristics. For example, she re-
ported correlations between foster father and mother’s IQ and the IQ of
their foster children of .07 and .19, respectively. The comparablecorrela-
tions in the matched control families were .45 and .46. Theresults of the
Burks study provide contradictory data with respect to the influence of
genetic characteristics on the relationship between the IQ of children and

parents. The correlation between the occupational status of biological
fathers and the IQ of their adopted children suggests that thereis little or
no relationship between thebiological parent and the adopted child. The
differences in the correlation between the IQs of adopted and foster chil-
dren and natural parents suggests that the correlation between parents
and children is mediated by genetic characteristics if natural families
have been appropriately matched to adoptive families.
Leahy (1935) reported the results of a comparable investigation. She

reported a correlation of .18 between the adoptive midparent’s IQ score
and the IQ of their adopted child and a comparable correlation of .60 in
the control natural families. The children were between 5 and 14 at the
time of testing and Leahy attempted to matchthesocial class background
of the adopting and natural families. Leahy did not report correlations for
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relationships between the characteristics of biological parents and their
adopted children.
The matching of the natural and adoptive families in the Leahy and the

Burks studies was criticized by Kamin (1974). He argued that there were a
numberof differences between the adoptive and natural families in these
studies that might account for the differences in correlation between
foster parents and natural parents and the IQsof their children. He did

not demonstrate that these differences actually account for the dif-
ferences that are reported, but only that they might plausibly be assumed
to accountfor these differences. He argued that the correlation between
foster parents andtheir biological children would provide a morerelevant
control group for comparing correlations between foster children and
their adoptive parents’ characteristics. Burks did not provide data of this
sort. Leahy reported a correlation of .36 between the adoptive midparent
IQ and the IQ of a small sample of 20 biological children of these parents.
This correlation is larger than the comparablecorrelation of .18 reported
for the sample of 177 adopted children. Whetherthe correlation of .36 or
the comparable correlation of .60 in the control families is the ideal
comparison numberis debatable. In any case both values are higher than
the correlation of .18 reported by Leahy.

In all the studies we have reviewed correlations between the IQs of
adopted children and the characteristics of the adoptive parents are low.
These results may be contrasted with the findings of Freeman, Holzinger,
& Mitchell (1928), who reported a correlation of .48 between a composite
measure of the characteristics of the foster home and the IQ of foster
children for a large sample (N = 401) of adopted children. They also
reported a correlation of .39 for a subsample of 169 of these children
between the IQ of the child and the midparent IQ of the foster parents.

These results appear to contradict the findings of both Burks and Leahy as
well as the results of contemporary investigations. Bouchard & Segal
(1985) argued that the results of the Freeman etal. study should not be
accepted at face value. In addition to the fact that the correlations they
obtained appear to be deviant, the results they obtained with a second
nonverbal measure of intelligence provide less dramatic evidencefor the
influence of the foster family on the IQ of its adopted children. They
obtained a correlation of .24 between their foster homerating score and
scores on the International Test. Finally, many of the adoptees were late
placements and had been given IQ tests prior to placement. For this sub-
set of adoptees the correlation between the IQ of the child and therating
of the characteristics of the foster home was.34 at the time of placement.
For these reasons, the results of the Freemanet al. study do not constitute
clear evidence for a strong influence of the characteristics of adoptive
parents on the IQs of their adoptive children.

I have reviewed both modern andclassical literature reporting correla-
tions between the characteristics of parents and children in adoptive and
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natural families. The most important modern studies—the Texas, Colo-
rado, and Minnesota studies—all have large samples andindicate, at least
for older children and young adults, that adopted children tend to have
IQs that are more highly correlated with the characteristics of their bio-
logical mothers than with the characteristics of their adoptive parents.
The older literature, while somewhat more problematic and possibly re-
flecting true secular changes in the heritability of IQ, is generally sup-
portive of these results. Burks reported a near-zero correlation between
the occupationalstatus of the biological fathers in her study and the IQ of
their adopted children. The remaining older studies including Skodak and
Skeels as well as the two British orphanagestudies (Lawrence, 1931; Jones
& Carr-Saunders, 1927) did obtain significant relationships between the
characteristics of the biological fathers and the IQs of their adopted chil-
dren. In addition, the older studies, with the possible exception of the
Freemanet al. study, report relatively low correlations between the char-
acteristics of adoptive parents and the IQs of their adoptive children.
Thesedata, taken together, suggest that the correlation between the IQ of
natural parents and the IQ of their natural children is at least partially

attributable to genetic similarity between parent and child. These studies
also suggest that between-family environmentalinfluences may not be of
great importance in determining individual differences in adult IQ.

Correlations between biologically unrelated siblings who are reared in
the same family provide additional information about between-family
influences and genetic influences in determining relationships between
biologically related siblings whoare reared together. There are four mod-
ern studies that provide data on the IQ correlation of biologically unrelat-
ed children whoare reared in the same family. Teasdale & Owen (1984)
reported a correlation of .02 for a sample of Danish adoptive malesiblings
reared in the same homeonselective service IQ tests. Kent (1985, as cited
in Plomin & Daniels, 1987) compared 52 pairs of adoptive siblings reared
together with 54 pairs of nonadoptive siblings between 9 and 15 yearsof
age. An IQ index derived from a phoneinterview correlated .38 in the
sample of nonadoptive siblings reared together. The comparable correla-
tion for the biologically unrelated siblings reared in the same home was
—.16. Scarr & Weinberg (1983) obtained a correlation of —.03 for their
sample of biologically unrelated siblings reared in the samefamily in the
Minnesota study of older adopted children. Similar results were obtained
in the Texas Adoption Study. Correlations for biologically unrelated chil-
dren reared in the same family decreased from the initial study to the
follow-up 10 years later. The original correlation betweenpairs of adopted
children reared in the same homewas .11 and the correlation between the
adopted and natural children reared together was .20. The comparable
correlations in IQ for these biologically unrelated children reared to-
gether decreased to —.09 and .05, respectively. These correlations should
be compared to the correlation of .24 for biologically related siblings
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reared in these families. These data consistently indicate that biolog-
ically unrelated older children reared in the same family exhibit little or
no relationship in IQ. Thus the new data on siblings are congruent with
studies on the relationship between parents and children in IQ in adopted
families. These data also support the conclusion that relationships
among older children and young adults in natural families are mediated
by genetic resemblance among family members.In addition, these data
support the conclusion that between-family variance is not a major con-
tributor to differences in intelligence among older children and young
adults.
These data and other data we shall consider have been subjected to a

variety of sophisticated behavior genetic modeling procedures. We shall
review some of these attempts to test various quantitative models for
these data. It should be recognized that the results of the models, irre-
spective of their sophistication, are in part dependent upon the quality of
the data on which they are based. All of the adoption studies reviewed
here contain somerestrictions in range of talent. Therefore, conclusions
aboutthe relative importance of additive genetic influences and between-
family environmental influenceson the IQ of childrenarestrictly relative
to the environments that are sampled. While the adopted families in
these studies vary considerably in education, occupational status, and IQ,
they do not contain manyindividuals whoare at the extreme lowerendof
the distribution of these variables. Adoptive families, particularly those
whose adoption has been vetted by social agencies, tend to be intact
families of good reputation in their communities. The foster families that
participate in these research studiesare likely to have middle class back-
grounds. The homeless, the unemployed, the addicted, and the underclass
are not well represented in these studies, if they are representedatall.
These studies do not inform us aboutthe effects on the developmentof
intelligence of being reared in extremely deprived circumstances. Consid-
er the results of one of the more important contemporary adoption stud-
ies, the Texas Adoption Study. The study deals with a sample of biological
mothers who are roughly matched in mean andvariance of IQ scores to
the sample of adoptive parents of their biological children. The biological
mothers and the adoptive parents are both above the mean in IQ and
exhibit some restriction in range of talent for IQ. The samples are pre-

dominantly middle class. In these circumstances, the IQ of the adopted
child will be determined principally by the IQ of the adopted child’s
biological mother. The adoptive parents will have a decreasing influence
on the IQ of their adopted child. This study does nottell us about the
effects of being reared in extremely deprived environments. Thus, when
we appropriately conclude on the basis of this and related studies that
there maybe little or no between-family environmental influence on IQ
for older adopted children we should realize that this conclusion may be
limited to certain defined segments of the population and maynot apply
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to more extremevariations in between-family environmentsthat are not

inlcuded in these samples.

Schiff, Duyme, Dumaret, & Tomkiewicz (1982; Schiff & Lewontin,
1986} attempted to demonstrate that there were large effects on IQ attrib-
utable to the effects of being reared in upper middle class families. They
obtained a sample of 32 French children whose biological mothers had
low occupational status who were given up for adoption at an early age
and who werereared in upper middle class homes. They compared these
children to their biological half sibs who had the same mother and a
different father who werereared by their biological mothersorin a variety
of less advantaged social circumstances. The children were tested at an
average age of 10.3 with a French version of the WISCtest. The adopted
children had a meanIQ of 110.6. Their biological half sibs reared by their

natural mothers had a mean IQ of 94.2. These values are roughly com-
parable to what would be expected for children in natural families of
comparable social class background. Schiff et al. argued that these data
imply that differences in average IQ of different social classes are attribut-
able to between-family environmental differences.

Capron & Duyme(1989) reported the results of another French adop-
tion study designedto study the influence of extreme variations in social
class rearing on mean intelligence test scores of adopted children. They
used a complete cross-fostering design in which they formed four groups
of adopted subjects consisting of children whosebiological parents were
either low or high in socioeconomic status who were reared in adopted
homesthat were either high or low in socioeconomicstatus. The children
were tested with the French version of the WISC at age 14. Table 5.8
presents the meanIQ for children in each of the four groups. Thedata in
Table 5.8 indicate that there is an influence of both biological background
and family rearing on mean IQ scores. Theeffects of biological back-
ground are larger than the effects of family rearing in this counter-
balanced design. Capron and Duymeasserted that these data do notpro-
vide definitive evidence of genetic influences on IQ because the
comparison of the biological parents in their studies confounds possible
genetic effects with prenatal influences. While this is technically correct,
it should be noted that there were no differences in birth weight or gesta-

TABLE 5.8 Mean IQ of Adopted Children2
 

Foster parent

status
 

 

Biological parents’ socioeconomic status High Low

High 119.6 107.5

Low 103.6 92.4
 

“Based on Capron & Duyme(1989).
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tional age at birth for children in each of their four groups.It is unlikely
that prenatal influences that might influence the development of IQ
could account for the differences observed in the absence of evidenceof
neurological differences at birth or differences in birth weight or gesta-
tional age. While there is some evidence of prenatal influences on intel-
lectual development, they are unlikely to be of sufficiently large magni-

tude to accountfor large differences in IQ. Because of the small sample
size (total N = 38), the magnitude of the effects should not be taken as
definitive. It is also the case that the influence of genetic variables may
increase during adolescence. Most of the studies that indicate little or no
between-family environmental influence on IQ deal with older samples.
It may be the case that the asymptotic value for genetic influences and
the decline of between-family influences that appears to occurin longitu-
dinal studies of the developmentof intelligence is not attained at age 14.
For these reasons, the Capron and Duymestudy doesnot provide a defini-
tive analysis of the influence of biological and environmental influences
on the developmentof intelligence. Nevertheless, the results do suggest
that extreme variations in between-family environments do influence the
IQ of adopted children.

The Capron and Duymestudy was designed to provide answers to two
questions: (1) To what extent can upper middle class rearing conditions
increase the IQ of children whose biological parents have low occupa-
tional and socioeconomicstatus?, and (2) to what extent can lowerclass
rearing conditions decrease the IQ of children whose biological parents
have high socioeconomic status? There are other studies that provide
data that help to answer these questions. Bouchard & Segal (1985) calcu-
lated the mean IQ for a subsample of the children studied by Freemanet
al. (1928) whose adoptedparents hada biological child. The mean IQ of
36 foster children in this sample was 95.1 and the meanIQ ofthe biolog-
ical children reared in the same families was 112.4. Willerman (1979)
obtained the mean IQ of adopted children whose biological mothers were
at the extremesof the distribution of IQ scores obtained from mothers in
the Texas Adoption Study. Table 5.9 presents the results of his analysis.

TABLE 5.9 IQs of Adoptees as a Function of Biological Mother’s IQ¢
 

 

Adoptive Adoptees Adoptees

midparent Adoptee = 120 1Q = 951Q

Biological mother(beta) (beta) (WISC/Binet} (%} (%}

Low IQ

(N = 27; mean = 89.4) 110.8 102.6 0 15

High IQ
(N = 34; mean = 121.6) 114.8 118.3 44 0
 

2Based on Willerman (1979).
bWISC = WechslerIntelligence Scale for Children; Binet, Stanford—Binet Intelligence Scale.
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The children of biological mothers whose IQs were low (below 95) had
mean IQsthat were over one standard deviation lower than adoptedchil-
dren whosebiological mothers’ IQs were above 120. The adopted children
of mothers with low IQ had IQs that were higher than they would have
been if they were reared with their biological mother. One can obtain a
crude estimate of the magnitudeof this effect. The expected value of the
IQ of the offspring of mothers with an IQ of 89.4 depends on spouse
effects and regression effects. Assumingan assortative mating correlation

of .33 and a correlation of .5 for the midparent to child IQ, adoptive
rearing increased IQ by approximately .4 standard deviation units or 6
points. This numberoughtnotto be taken too seriously given the sample
sizes involved, the lack of information about the biological fathers of
these children, and the useof different IQ tests for mothers and children.
The Schiff et al. study is not unique in providing a biological sibling

control as a wayof assessing the influence of upper middle class rearing
conditions. The separated twins studied by McGue and Bouchard were
reared in a wide range of social class conditions. The separated-twin
study combinesthe features of an adoption and a twin study. McGue and
Bouchard’s sample of separated twins werereared in families with a mean
numberof years of education of 10.8 and a standard deviation of 3.5. The
adoptive families of the separated twins were equally diverse in occupa-
tional status. Thus the sample of homes in which the twins were reared
does not appearto exhibit a restriction in range of talent with respect to
global indices of between-family environmental conditions that are as-
sumed to influence the developmentof intelligence. Recall that McGue
and Bouchard found near-zero correlations between social background
indices and several measuresof special intellectual ability. If we try to put
togetherall of the adoptive data to compare the influence of variations in
biological background and in family rearing conditions on the develop-
ment of IQ of adopted children we are left with some uncertainty. It is
clear that we have too few studies in which children with allegedly supe-
rior genetic backgroundsare reared in circumstancesthatare thoughtto
be inimical for the developmentof intelligence. Although we have more
data on children with genetic backgrounds that are thought to be less
advantageous for the development of IQ being reared in circumstances
that are thoughtto be favorable for the developmentof high IQ, even here
we do not have a great deal of data that permit comparisons with the most
relevant control groups—the biological or adopted siblings of the adopted
children. Recall that the biological mothers in the Texas study and the
Colorado study rarely had extremely low socioeconomicstatus. Studies
of transracial adoption do provide someadditional relevant data butI will
defer a discussion of these studies to Chapter 10 dealing with group
differences in IQ. Putting all of the data together we can venture some
tentative conclusions. Virtually all of the studies indicate that the biolog-
ical background of adopted children influences the IQ of children. In
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adoption situations that have relatively equal restrictions in range of
talent for intelligence in both the biological and adoptive families, the
biological backgrond of the adopted child appears to be clearly more
important in determining the IQ of the older child than the charac-
teristics of the adoptive families. Put another way, it could be asserted
that over a relatively wide rangeof variation in adopting families that are
chosen to provide adequate nurturance for the development of adopted
children, there is a vanishingly small influence on the intellectual devel-
opment of adopted children attributable to the variations in between-
family environmental differences. At the extremes, differences in family
rearing conditions do influence the intellectual development of the
adopted child. It should be noted that we have virtually no data on chil-
dren reared in the extremes of poverty whose families are disorganized
and on public assistance. Children in such families are rarely studied in
behavior genetic research and thus wehavelittle basis to reach any con-
clusion about the effects of this type of rearing on children’s IQ. It does
appear likely from the available data that children whosebiological par-
ents had low IQ whoarereared in upper middle class homeswill have an
IQ that is higher than they would have had if they were reared in their
own homes. The true magnitude of this effect is difficult to gauge. A 1-
standard-deviation difference is probably a reasonable estimate of the
outer limit of this effect although it might well be less (see Locurto, 1990,
for a thoughtful discussion of the malleability of IQ based on an analysis
of adoption studies). So, too, we can guessthat children whose biological
parents had high IQs, between 1 and 2 standard deviations above the
mean, would have lower IQs if they were reared in extremely deprived
homesthan if they were reared by their biological parents. Here we have
even less basis for a quantitative estimate, but a 1-standard-deviation
difference would probably provide an upper-bound estimatefor the size of
this effect.

QUANTITATIVE ESTIMATES

The data reviewed above maybe used to develop quantitative estimatesof
the various sources of variance that contribute to the IQ phenotype.

These estimates may give somewhatdifferent results depending on the
data that are used to estimate sourcesof variance as well as the assump-
tions of the model used to derive estimates. Plomin & Loehlin (1989]
contrasted what they called direct and indirect estimates of the
heritability of IQ and indicated that the former estimates are usually
substantially larger than the latter estimates. Direct heritability esti-
mates are based on a single family relationship such as the correlation
between MZ twinsreared apart. Indirect estimates are based on the dif-
ference between correlations such as the difference between MZ and DZ
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twins. They rely on the weighted averages of correlations for several dif-
ferent kinship relationships published by Bouchard & McGue (1981) and
updated by newerresearch to reach this conclusion. Let us consider some
of their comparisons. The correlation for separated MZ twins provides a
direct estimate of the heritability of IQ. A reasonable estimate for this
value is .70. The indirect estimate is based on the difference between MZ
and DZ twinsand suggests heritabilities closer to .52 assuming MZcor-
relations of .86 and DZ correlations of .60. There is some uncertainty
about the magnitudeof this discrepancy. Recall that more recent research
suggests that the DZ correlation may be lower than .60, suggesting that
the heritability estimate based on this value for DZ correlations may be
too low.

Parent—offspring correlations provide a second wayof comparing direct
and indirect estimates of heritability. The correlation between biological
parent and adopted child doubled provides a crude index of narrow
heritability. An indirect estimate of heritability may be obtained from
adoption studies by obtaining the difference between the correlation of
adopted children and their adopted parents and thecorrelation of natural
children reared in the same family with their biological parents. Plomin
and Loehlin indicated that direct estimates of heritability for the follow-
up data in the Texas Adoption Project are .70, and the indirect estimate
for heritability from the same study is less than half the value of the
direct estimate—.32. Plomin and Loehlin discussed a variety of possible
explanationsfor this apparent discrepancy and concludedthatnosatisfac-
tory explanation exists. The example indicates that different approaches
and different sources of data used to estimate the heritability of IQ are
likely to provide discrepant results. We shall examine a small numberof
contemporary attempts to provide quantitative estimates of several pos-
sible sources of influence on IQ.
Before proceeding to a quantitative analysis of the relative importance

of genetic and environmental influences on IQ it should be noted that
these estimates may vary in different populations. Loehlin et al. (1988)
noted that estimatesof the heritability of the intelligence appear to have
increased since the previous review of this area of research in 1982 by
Henderson. Henderson noted that estimates of heritability that he re-
viewed were conspicuously lower than those that were common in psy-
chology in earlier decades. Some of these changesare attributable to
changes in methodsof analysis, some to changesin theavailable data that
are used to estimate heritability, and some possibly to secular trends in
the actual heritability of intelligence.

Heritability estimates may also be subject to cohort effects. The most
appropriate methodfor studying seculartrendsin the heritability ofintel-
ligence is to study cohort effects using similar methodsof analysis. Sun-
det, Tambs, Magnus, & Berg (1988) reported a twin study of this type
using data from 11 cohorts of male Norwegian twins whoweretested at
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FIGURE 5.1 Cohort influences on heritability of intelligence. (Based on Sundet, Tambs,

Magnus, & Berg, 1988.)

the same chronological age when they appeared for armed services exam-

inations. Figure 5.1 presents their data. The secular trends for changesin

heritability rise and fall in a complex wave pattern that is not easy to

explain by reference to any obvious changes in Norwegian society. It is

possible that increased affluence and a moreegalitarian educationalsys-

tem resulted in an increased heritability for intelligence for their youn-

gest cohorts. This explanation does not accountfor the apparent decrease

in heritability for the cohorts born immediately after World WarII.

DeFries, Johnson, Kuse, McLearn, Polovina, Vandenberg, & Wilson

(1979) analyzed sibling and parent—offspring correlations in ability for

Caucasian and Japanese children in Hawaii. They found that parent—

offspring correlations were generally higher among Caucasians than

amongJapanese. Sibling correlations for intellectual ability exhibited a

reverse pattern. They attributed these effects to changesin the social and

economic opportunities available to Japanese-background individuals in

Hawaii that resulted in increases in intelligence (Nagoshi & Johnson,

1985). The intergenerational increase in intelligence may have resulted in

a decrease in parental—offspring resemblance for Japanese subjects in the

study. Changesin correlations among different members of a family will

change the outcomesof behavior genetic analyses.

There are other sources of data that suggest that social structural vari-

ables may be an important influence on the extent to whichintelligence

is heritable. Abdel-Rahim, Nagoshi, & Vandenberg (1990) reported the

results of a twin study in Egypt. They obtained correlations of .74 for 36

MZtwinpairs and

a

correlation of .76 for 24 same-sex DZ twin pairs on a

measure ofgeneralintelligence. The correlations suggest zero heritability

for intelligence. Abdel-Rahim et al. indicated that these results might be
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influenced by a high frequency of arranged marriages in this sample that
could contribute to high levels of assortative mating, thereby inflating the
DZ genetic resemblance. Whetherthis is correct or not, it should be
noted that this sample was unusual in another respect. The MZ and DZ
correlations for height were .96 and .90, respectively. The unusually high
DZ correlation for height implies relatively low heritability for a trait
that is usually found to be highly heritable. It is also possible that intel-
ligence is not highly heritable in rural Egypt. Therole of social privilege
may belarger in such a society and between-family environmental influ-
ences may play a muchlargerrole in the developmentof intelligence than
they do in Western societies that provide greater access to equal educa-
tional opportunities. It mayalso bethe case thatheritability varies among
different social groups in a society. Fischbein (1980) divided a sample of
Danish twins into three groups on the basis of their socioeconomic sta-
tus. The MZ and DZ correlations for twins in the lowest socioeconomic
group on a measure of verbal ability were .66 and .51, respectively. The
comparable correlations for twins with the highest socioeconomicstatus
were .76 and .37. Heritability estimates for these data were a monoto-
nically increasing function of the social status of the twin pairs. The
sample sizes were small and the data might best be considered as sug-
gestive rather than definitive.
Detterman, Thompson, & Plomin (1990) studied the heritability of

intelligence for individuals differing in ability level in a twin study. They
found that their twin pairs with high ability had lower heritability of
intelligence than their twin pairs with low ability. For example, using a
mediansplit of ability level, they found MZ and DZ correlationsin intel-
ligence of .57 and .32 for their high-ability twin pairs and comparable
correlations of .59 and .09 for their low-ability twin pairs. Note that the
low DZ correlations for the low-ability twin pairs leads to an estimateof a
heritability of 1.00. The pattern of correlations for the low-ability twinsis
compatible with the presence of high levels of nonadditive genetic vari-
ance.
The results of the Detterman et al. study are not in agreement with

those of Fischbein based on an analysis of differences in correlations for
twins differing in social class background. The differences in outcome
may be attributable to differences between an analysis based on social
class rather than on differencesin intelligence.It is obvious that we know
too little aboutdifferential heritability of IQ amongdifferent groupingsof
subjects. It is probably premature to speculate about the causes of these
differences or even about the findings that require interpretation.
This brief review of studies of differential heritability for intelligence as

a function of social background and secular trends should reinforce the
caution on the meaning of heritability placed at the beginning of this
chapter. The heritability of intelligence is a numberassigned to a popula-
tion, not a trait. Quantitative estimatesof heritability should be thought
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of as results for populations of individuals living in technologically ad-

vanced societies. The analyses that we shall consider are derived from
studies conducted at different time periods and may confound secular
trends and methodologies with sample differences. They may be thought
of as a snapshot of what may be a movingtarget.

Chipuer, Rovine, & Plomin (1990) and Loehlin (1989) used Bouchard
and McGue’s summaryofcorrelations for IQ similarity to develop behav-
ior genetic models. The modeling procedureis based on a specification of
the influences of different environmental and genetic factors on various
kinship correlations. Table 5.10 presents the expectations used by

Chipueret al. An examination of Table 5.10 indicates the assumptions

that govern the behavior genetic analysis. For example, a nonadditive
genetic parameter is assumedto influence the correlation of MZ twins.
The value of this parameter for DZ twinsis .25. Note also that different

parameters are specified for different environmental influences. The in-

fluence of the environmentof twins is assumed to be equivalent for DZ

and MZ twinpairs but the twin environmental parameter is independent

of the sibling parameter. The expectations expressed in Table 5.10 are

tested against an updated version of Bouchard and McGue’s summary of

correlations by LISREL procedures. A full modelis fitted to these data and

provides an adequatefit. This is a model in which each of the separate

parameters included in the expectations is assigned a specified optimal

value. The modelis tested by fixing various parameter values to zero in

order to see if this yields a significantly poorer fit to the obtained data, in

TABLE 5.10 Expected Contribution of Genetic and
Environmental Factors to Resemblance for 12 Types of

Relatives2,>
 

 

Relationship Contribution

Monozygotic twins together h2 + d2 + 82+

Monozygotic twins apart h2 + d2
Dizygotic twins together 5h2 + .25d2 + s2z

Siblings together 5h2 + 25d2 + ss

Siblings apart 5h2 + .25d2
Parent—offspring together 5h2 + d2po

Parent—offspring apart 5h2
Parent—adopted offspring S2po

Adoptedsiblings together S2s

Adopted/natural siblings together S2¢
Half siblings together 25h2 + $25

Cousins together 125h2 + s2c
 

2Based on Chipuer, Rovine, & Plomin (1990).
bh? are the loadings of the additive genetic factor; d? are the load-

ings of the nonadditive genetic factor; s? are the loadings of the shared

environmentfactor for twins (T}, siblings (S), parent—offspring (PO},

and cousins(C).
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effect providing a test of the importanceof that particular parameter.It is
possible to test various reduced models to see if a simpler model will
adequately fit the obtained data. Chipuer et al. found that a model that
omits a nonadditive genetic parameterled to a significantincreasefor the
Chi Square test of significance, indicating that the fit of the model has
declined, implying that it is necessary to include nonadditive genetic
influences in order to fit the obtained data. So, too, a simplified model
that assumesthat the environmentalinfluenceis constantfor sibs, twins,
cousins, and parents and offspring leads to a significant decline in the
adequacy with which the modelis able to accountfor the obtained rela-
tionships. And, a model that omits the additive genetic parameteris not
able to fit the data adequately.

Thefinal parameter estimates derived by Chipueret al. are presented in
Table 5.11. Several aspects of these estimates are noteworthy. The
heritability of IQ is estimated to be .51. Nineteen percent of the variance
in IQ scoresis attributable to nonadditive genetic influences. Note that
nonadditive genetic influences do not contribute to the relationship be-
tween parents and offspring. This will tend to decrease parent—offspring
correlations relative to sibling correlations for purely genetic reasons.
Nonadditive genetic influences may be masked in analyses that do not
consider the influences of assortative mating. Notethat assortative mat-
ing tends to increase the genetic resemblance of siblings. Chipueret al.’s
analysis also indicates that shared environmental parameters vary con-
siderably for different categories of individuals who are reared together.

TABLE 5.11 Parameter Estimates, Standard Errors, and
Percentage of Variance Accounted for by Each Parameter, When
Assortative Mating Is Included
 

 

Standard
Parameter error Variance

Parameter estimate (+) (%)

Heritability
h 569 .024 32
d .433 .020 19

Environment

Shared
Twins 588 .016 35
Siblings 471 .016 22
Parent—offspring .450 021 20
Cousins 33] .045 11

Nonshared
Twins 374 .004 14
Siblings 518 .009 27
Parent—offspring 934 013 29
Cousins .616 031 38
 

“Based on Chipuer, Rovine, & Plomin (1990).
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The largest difference is between twins and other categories. This sug-

gests that twins influence each other in ways that are different from the

influence of siblings on each other. This analysis also indicates that a

substantial portion of the variancein IQis attributable to within-family

environmental differences, i.e., differences experienced by individuals

reared in the samefamily.

Loehlin (1989) also tested various behavior genetic models for a subset

of these data. His analysis was addressed to somewhatdifferent issues. He

found that it was necessary to assumethat direct and indirect estimates

of heritability provide different estimates and that separate estimates for

these two kinds of estimates improved the fit. He also found that it was

necessary to assumethat there were genetic influences and between-

family influenceson IQ in order to obtain an adequatefit for the data and

that it was necessary to assume that twins and siblings had different

between-family environmental influences. The parametric estimates for

additive genetic influence were .41 for direct estimates and .30 for indi-

rect estimates. Nonadditive genetic influence was estimated to account

for 17% of the variance in IQ. Thustheheritability of IQ was estimated to

vary between .47 and .58. Loehlin indicated that these values are based on

correlations that are averaged over different age groups. The heritability

of IQ appears to increase with age and thus the values reported for

heritability in the two analyses considered here are probably too low for

older individuals.

Nonadditive genetic variance may contribute to the phenotypefor IQ.

This suggests another methodof testing for genetic influences on intel-

ligence—the study of inbreeding depression. The study of inbreeding de-

pression is based on a series of genetic assumptions. Offspring of genet-

ically related parents are morelikely to be homozygous for various gene

loci. It is assumed that harmful or defective traits that survived evolution-

ary selection are more likely to be recessive and to havetheir influence

masked by dominanttraits. Intelligence may be assumedto be influenced

by directional dominance effects that are beneficial. If this is correct,

offspring of genetically related individuals will be subject to inbreeding

depression, i.e., the influence of excessive unmasked recessive genes. A

coefficient of inbreeding is a measure of the degree of genetic relatedness

of the parents of a child. Incestuous matings of parents and children and

of siblings have a high genetic inbreeding correlation of .25. The offspring

of first-cousin marriages have a genetic inbreeding correlation of .0625. If

intelligence is influenced by genes that exhibit directional dominance,

inbreeding depression should occur. Theeffects of inbreeding depression

are difficult to demonstrate. Kamin (1980) and Jensen (1978) reached quite

different conclusions about the probity of evidence for the existence of

this phenomena. The expected magnitude of the effect is small and in

several small sample studies the difference between children expected to

exhibit the effect and various control samplesis notstatistically signifi-
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cant, although it is fair to say that in most of the studies available, the

direction of effects distinguishing between the IQ of children whosepar-
ents were biologically related and control groups were consistent with an
inbreeding depression effect. The difficulty with the interpretation of the
results in these studies derives from the search for an appropriate control
group. It is usually the case that the biological parents whoare genetically
related to each otherdiffer from the biological parents who are unrelated
to each other. Consider the results of a study reported by Schull & Neel
(1965). They obtained IQ scores from a large sample of Japanese children
of consanguineous marriages and children of unrelated parents. They
found that the mean IQ of the former group wasslightly lower than the
mean IQ of the latter group. It was also the case that the parents of the
former group had lower socioeconomic status than the parents of
the latter group. They used multiple regression analyses to adjust for the
background differences between their two groups of subjects andstatis-
tically adjusted their scores for differences in parental occupational status
and educational status. Using these adjusted scores they found a statis-
tically significant inbreeding depression score equivalent to 4.5 IQ points
for marriagesof first cousins. Neel, Schull, Yamamoto, Uchida, Yanese, &
Fujiki, (1970) reported the results of a second study in Japan. They found
that the IQ of Japanese children of consanguineous marriages was 2.5
points lower than the IQ of children whose parents were not biologically
related. These were adjusted meandifferences after statistically control-
ling for social class differences between the groups. This difference was
not statistically significant even though the sample waslarge (total N =
1372). These studies illustrate two of the difficulties that surround re-
search on this topic. The effects are small and difficult to detect, and
individuals who choose to marry their relatives may be different from
individuals who chooseto marry individuals whoare genetically unrelat-
ed to them.It is always possible to raise questions about the adequacy of
the statistical controls for the socioeconomic differences between the two
groups.

Thereare studies reporting inbreeding depression effects wherethereis
little or no socioeconomic difference between the parents of the inbred
and outbred children. For example, Agrawal, Sinha, & Jensen (1984; see
also Bashi, 1977) obtained a significant inbreeding depression effect on
the Raven test for a sample of Muslim children in India. There were no
significant differences in socioeconomic status between the inbred and
outbred groups. This result may not be conclusive. In addition to dif-
ferences in socioeconomic status these two groups maydiffer with re-
spect to attitudes about marriage. In some societies cousin marriage is
traditional. The choice of marriage partner may be indicative of one’s
attitude to tradition and these attitudes may be related to intelligence.
Even wherethere is no difference in the socioeconomicstatus of inbred
and outbred children, the parents of these children may differ in other
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salient respects. The most convincing control for possible differences
between groups used in this research wouldbeintelligence test scores.I
am not aware of any studies that equated the intelligence test scores of
biologically related and biologically unrelated parents in a study of in-
breeding depression. Such a study would provide more convincingevi-
dence of the phenomena than theexisting research. At the same time
existing studies, though less than perfect, when considered collectively
do exhibit a small but relatively consistent effect that is compatible with
the phenomenonof inbreeding depression. Perhaps it would be judicious
to conclude that the available data are compatible with the existence of
inbreeding depression while at the same timefailing to conclusively dem-
onstrate that it exists.

DEVELOPMENTAL BEHAVIOR GENETICS

Behavior genetic analyses may also be applied to developmental data.
Such analyses address issues of stability and changein IQ. Loehlin etal.
(1989) analyzed data from the Texas Adoption Study using a behavior
genetic analysis of the relationships obtained at the initial testing and at
the secondtesting 10 years later. Their parametric analysis indicated that
there are significant genetic and between-family environmental influ-
encesfor the initial assessment period. The estimates of these pathsare
51 and .25, respectively. They tested the significance of a direct path from
between-family environmental influences and genetic characteristics to
the second assessment.In effect, this tests for the effects of additional
environmental and genetic influences on intelligence that have not been
expressed at the initial assessment. The path for genetic influences to the
phenotypic score for intelligence at the second assessment is .45; the
corresponding estimated path value for the effects of the between-family
environment is —.]11—a value that is not significantly different from
zero.

Loehlin and colleagues indicated that this implies that genetic factors
continue to influence the developmentof intelligence. They state,

A general conclusion from this analysis is that the popular view of genetic
effects as fixed at birth and environmentaleffects as changing has got matters

almost backward, at least for the trait of intelligence in this population during
these developmental years. Shared family environmental effects occur early in
childhood and persist to a degree in the phenotype. But changes in genetic
expression continueat least into late adolescence or early adulthood. [Loehlin

et al., 1989, p. 1000]

DeFries, Plomin, & LaBuda (1987; see also Phillips & Fulker, 1989)
analyzed longitudinal data from the Colorado Adoption Project assess-
ments of children at ages 1, 2, 3, and 4. They also include data obtained by
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Wilson (1983) for a longitudinal twin study in which correlations for
intelligence were obtained for a sample of MZ and DZ twins at the same
ages. Their analysis focused on the relationship between childhood IQ
assessments and adult IQ. The relationship between the childhood IQ of

an adopted child and the IQ of that child’s biological parent is a function
of three parameters—the additive genetic variance of the childhood IQ
assessment, the additive genetic variance of the adult IQ, andthe longitu-
dinal genetic correlation between the two IQ measures.In the absenceof
selective placement, a correlation between an adopted child’s IQ and the
IQ of the biological parent can only occur if each of the IQ measures has

nonzero heritability and if there is some longitudinal genetic continuity
between the genetic influences at both ages. If both childhood IQ and
adult IQ are influenced by independentgenetic characteristics, the cor-
relation between the biological parent’s IQ and the adopted child’s IQ will
be zero.
The correlations used in the DeFriesetal. (1987) analysis are presented

in Table 5.12. The correlations between biological and adopted parents

TABLE 5.12 Correlations Used for Longitudinal Behavior
Genetic Analysis2.>
 

Phenotypic correlation
 

 

Variable¢ Year | Year 2 Year 3 Year 4

Dm, PF 13 .10 12 13

Pw, Po 07 .20 16 21
PE Po 10 17 09 .08
Adoptive families (pooled)

PBM, PBE 28 28 35 37

PAM, PAF 28 .28 29 31
PBmM, PAF —.01 —.03 —.03 .07

Pam, PAM 02 06 .07 14

Par, DAF —.13 —.08 —.07 .03

Par PAM .04 11 .10 .19

Pam, PAO .10 .07 18 24

Par, PAo .26 34 27 .48

Par Pao .09 .08 15 11

Pam, PAO 12 05 14 17
Adult twins

Pri, Pr2 (identical) 86 86 86 86

Pri, Pr (fraternal) 62 62 62 62
Child twins

Pt1, Pt2 (identical) .68 81 .88 .83

Pri, Pr2 (fraternal) .63 73 79 71
 

“Based on DeFries, Plomin, & LaBuda(1987).

>Adult and child twin correlations are from Loehlin and Nichols (1976) and Wilson

(1983).

©M, nonadoptive mother; F, nonadoptive father; O, nonadoptive child; BM, biological

mother; BF, biological father; AM, adoptive mother; AF, adoptive father; AO, adopted
child; Tl, twins; T2, cotwin.
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FIGURE 5.2 MZ and DZcorrelations at different ages in a longitudinal study. MZ True
Score r, @-&; MZ, [+42]; DZ, $4.

andthe intelligence scores of the adopted children indicate that IQ scores
at age 4 appear to exhibit stronger genetic influences than IQ scores
obtained at earlier ages. The twin data exhibit increased divergence be-
tween MZ and DZ twins at age 4, and the adoption data indicate an
emerging pattern of higher correlations between the IQ of biological par-
ents and the IQ of the adopted child. The quantitative analyses provide a
more precise estimate of several parameters. The heritability of IQ is
found to increase from age | to age 4. The genetic correlation between
adult IQ and childhood IQ is estimated to increase from .42 at age 1 to .75
at age 4. These analyses provide insight into the stability of IQ. The
phenotypic correlations between childhood IQ at ages 3 and 4 and adult
IQ are approximately .4 and .5, respectively. The genetic contribution
from childhood IQ to adult phenotypic IQ is estimated to be .18 and .28
for ages 3 and 4, respectively. This implies that approximately half the
phenotypic stability from childhood to adult IQ is mediated genetically.
The developmental process investigated in the DeFries et al. (1987)

analysis is probably continuousfor later stages of development. Wilson’s
longitudinal twin study used in the analysis obtained data for older twins.
Figure 5.2 presents theresults of this study. Figure 5.2 indicates that MZ
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correlations approach the test-retest reliability for measures of intel-
ligence. The MZ—DZ discrepancy increases over time. The discrepancy
does not appear to have reached an asymptoteat age 15. Estimates of the
heritability of intelligence based on these data indicate increasing
heritability with age and decreasing between-family environmentalinflu-
ence with age. Heritability estimates for these data approach .7 at age 15
(see also Fischbein, 1981). These data suggest that the longitudinal genet-
ic correlation between IQ scores during development and adult IQ is
likely to increase as the age of the child increases.
This brief review of the developmental behavior genetics of IQ suggests

four conclusions. First, the heritability of IQ increases from infancy to
adulthood. Second, between-family environmental influences decline
with age—indeedthey are hardly detectable over wide ranges of the en-
vironment for adult samples. Third, phenotypic continuity in IQ is sub-
stantially influenced by genetic continuity. Fourth, genetic influences on
IQ not expressed at an earlier age may influence IQ at

a

laterage.
The combination of developmental issues and behaviorgenetics is also

relevant to understanding the influence of an additional source of vari-
ance on IQ—genetic—environmentalcorrelation. Genetic—environmen-
tal correlations occur when genotypesare correlated with environments.
It is reasonable to assumethat such correlations exist for intelligence.
Parents whoare likely to provide their children with genetic charac-
teristics that are favorable for the development of high IQ arelikely to
provide superior environmentsfor the developmentof IQ. This potential
source of influence is neither genetic nor environmental, it is both. Scarr
& McCartney (1983) proposed a developmental theory of genetic—en-
vironmentalcorrelation. They distinguished amongthree kindsof genet-
ic—environmental correlations—passive, reactive, and active. Passive in-
fluences simply result from the correlation between the genetic
characteristics of the child and the rearing conditions provided by the
child’s biological parent. Reactive influences result from environmental
responses to individuals that are correlated with the child’s genotype.
Such influences undoubtedly exist for intelligence. For example, a teacher
may respond to the intellectual ability of a child and assign that child
learning materials that are assumed to be geared to an estimate of the
child’s intelligence that might contribute to the child’s intellectual devel-
opment. Active influences, sometimes called niche building, refer to a
tendencyof individuals to select environments that may be compatible
with their genotypes. A child with genes that are favorable for the devel-
opment of high intelligence might chose to engage in intellectual ac-
tivities that foster the developmentofintelligence. Scarr and McCartney
proposed that the relative importance of these three kinds of genetic—
environmental influences changes over time. Passive influences decline
and reactive and active influences increase with age.
Although Scarr and McCartney’s theory appearsplausible,it is difficult
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to test. Loehlin & DeFries (1987) reported several analysesof the potential

role of genetic-environmental correlation for intelligence. A relatively

direct test for the presence of this componentof variancein IQ test scores

can be obtained by comparing the phenotypic variance of IQ scores for

adopted children and natural children. Genetic—environmental correla-

tion does not contribute to the variance of adopted children, but it does

contribute to the variance of scores of children reared by their biological

parents. A comparisonof variance differences for phenotypic IQ scoresof

adopted and natural children, holding constant other relevant influences,

should provide a direct estimate of the importance of passive genetic—

environmental correlation. Unfortunately, Loehlin and DeFries demon-

strated that such estimates are unlikely to be stable for the existinglitey-

ature due to the standard error of estimates of variance. Small differences

in variance estimates for adopted and natural children that could easily

occur for the samples that are currently available lead to quite discrepant

estimates of genetic—environmental correlation. Loehlin and DeFriesrec-

ommendtheuse of path estimates of parent-to-child IQ in adoptive and

natural families. There is no genetic—environmentalcorrelation, exclud-

ing the influenceof selective placement, in adopted families. Loehlin and

DeFries estimated the magnitude of genetic—environmental correlational

influences on IQ using data from several adoption studies and obtained

estimatesfor different parametric values of heritability and between-fam-

ily environmental influences. They estimate that this source of variance

accounts for 15% of the variance in the phenotype for IQ. If the phe-

notypic IQ measureis corrected for unreliability, the percentage of vari-

ance in true score phenotype for IQ for genetic-environmental correla-

tion increases to 20%. Plomin (1987) indicated that there is some

evidence of a decline in the magnitudeof the influence of this component

for studies with older samples.
Thereis little formal evidence for the influence of reactive and active

genetic—environmental correlations on intelligence. Plomin (1987; see

also Plomin & DefFries, 1985b; Plomin, DeFries, & Fulker, 1988) reported

one test for reactive genetic-environmental correlational influences on

intelligence. In the Colorado Adoption Project, observations of the home

environmentare made, including the use of a homeinventory scale (Cald-

well & Bradley, 1978) that is assumed to measure characteristics of the

environmentthat influence the developmentof intelligence. The correla-

tion between the biological mother’s IQ and scores on the homeinvento-

ry provides a test for the presence of reactive genetic—-environmental

correlation. Plomin reported correlations between the biological mother’s

IQ and the homeinventory score for the adopted family of that mother’s

child of —.06, —.02, .12, and .10 for measuresof the home inventory taken

when the child was 1, 2, 3, and 4 years old, respectively. These data

provide some support for Scarr and McCartney’s theory. There is evidence
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of a slight increase in reactive genetic—environmental correlation for IQ
as the child becomesolder. It should be recognized that this evidenceis
more in the nature of a demonstration than a definitive attempt to study
reactive genetic—environmental correlational influences on the develop-
mentof intelligence. There are obviously many ways in which the en-
vironment may be differentially responsive to individual differences
among individuals with different genotypes.

Intelligence may be influenced by genotype x environmentinterac-
tions as well as the correlation between these components.Interaction
effects refer to the nonadditive influences of genes and environments.It is
theoretically possible that there are nonadditive combinations of gen-
otypic and environmental influence such that the combinedeffects of
certain combinationsof genes and environmentsare not predictable from
knowledgeof their general effects. Perhaps individuals with genesthat are
unusually favorable for the developmentof IQ experience exceptionally
rapid intellectual growth if they are placed in environmentsthat are ex-
tremely favorable for the developmentof IQ. Or, more dramatically, per-
haps certain genotypes might predispose individuals to develop high IQ in
one environment and low IQ in a different environment. While al] of
these effects are theoretically plausible, little or no evidence exists for an
influence of genotype X environmentinteraction on IQ phenotypes. One
way of testing for the presence of such interactions is to use adoption
designs. One can use characteristics of the biological parents as surro-
gates for genotypic characteristics of the child. Measures of the charac-
teristics of the adoptive home may beused as an index of the environ-
ment. The IQ of the adopted child maybe studied as an outcomevariable
in this design to index the presence of potential interactions between
genes and the environment. The data presented in Table 5.8 derived from
the Capron and Duymestudyprovidea clear test of genetic-environmen-
tal influence on IQ test scores. These data indicate that the charac-
teristics of the biological parent and the characteristics of the adoptive
parents each provide an independentandadditive influence on the IQ of
the adopted child. There is no evidence of the presence of an interaction
effect. Plomin & DeFries (1985; Plominet al., 1988) reported similartests
using data from the Colorado Adoption Projectfor ages 1, 2, 3, and 4. They
performed a numberof analyses searchingfor interactions between the IQ
of the biological mothers of the adoptees and characteristics of the adop-
tive family onthe child’s IQ.Virtually all of these analyses indicated that
there were no significant genotype X environmentinteractionsfor the IQ
phenotype during early childhood. It is possible that the right environ-
mental measures have not been usedin this research. But the mostrea-
sonable conclusion, albeit a tentative conclusion, is that genotype x en-
vironment interactions are not an important sourceof influence on the
developmentof IQ.
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SPECIAL ABILITIES

It is possible to use behavior genetic methodsto analyze specific abilities.

Since there is a substantial amount of g variance in most measuresof

intelligence, it is apparent that a behavior genetic analysis of a specific

ability measure should resembletheresults of a behavior genetic analysis

of general intelligence. It is also the case that the g loadings of specific

ability measures vary and that the variance in any measure that is inde-

pendentof g variance may be determined by genetic and environmental

influences that are quite different from those that determine generalin-

telligence or the g componentof variance on the measure.

Plomin (1986, 1988) see also Vandenberg & Vogler, 1985) reviewed stud-

ies of the behavior genetics of specific abilities. He concluded that

heritabilities were higher for verbal and spatial tests than they were for

perceptual speed tests. Memory tests had the lowest heritabilities. Con-

tradictory data exist. Plomin cited a study by Partanen, Bruun, & Mark-

kanen (1966} of a large sample of Finnish adult twins. They found com-

parable heritabilities for tests of verbal ability, spatial ability, perceptual

speed, and memory. Similarly, the data reported in Table 5.2 obtained by

Bouchard and McGuefrom separated aduit twins in the Minnesota twin

study indicate relatively little difference in heritability for a perceptual

speed factor and verbal and spatial ability factors. Most of the research

reviewed by Plomin that supports the assumption of differential

heritability for these factors is based on younger samples. Perhaps differ-

ential heritability for different ability factors is less likely to occur among

adult samples.
Plomin also indicated that studies of the heritability of general factors

may overlook important sources of variance ontests that are grouped as

common indices of a specific factor such as spatial ability. The Hawaii

Family Study of Cognition (DeFries et al., 1979) provides relevant data.

These authors obtained correlations between parent and offspring of dif-

ferent ethnic groups andsibling correlations for specific measures of abil-

ity. These data do not permit oneto partition the phenotypic variance on

any of these measures into genetic and environmental sources of vari-

ance. The parent—offspring and sibling correlations that they report pro-

vide upper-boundestimatesfor the influenceof additive genetic variance

and between-family environmental influences on these measures. The

familiality correlations for different spatial ability measures were not

equivalent. The parent—offspring and sibling correlations for one of their

spatial ability measures, the Elithorn mazes, was .14 or less in different

ethnic groups. The comparablecorrelations for other specific ability mea-

sures were higher. Thus additive genetic and or between-family environ-

mental variance must be lower on the Elithorn maze measure than on

other measures ofspatialability. It is apparentthatit is possible to study

the behavior genetics of factors and measures that differ in specificity.
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Just as it is possible to define a hierarchical structure of ability measures
that contains g at its apex and specific tests or even componentsoftest
performanceat the lowerlevels of the hierarchy,it is possible to study the
behavior genetics of measures, components, or factors at any level of
generality in the hierarchy.

It is possible to perform behavior genetic analyses of the relationship
between specific measures. Such analyses indicate whetheror notrela-
tionships between measuresare attributable to genetic or environmental
influence. Wilson (1986; see also Segal, 1985) reported greater profile
similarity for MZ twin pairs than for DZ twin pairs on the Wechslertests
of intelligence. These data suggest that there are genetic influences on
the patterning of scores on intelligence tests. LaBuda, DeFries, & Fulker
(1987) analyzed the relationship between subscale scores on the WISC in
a sample of twins. Factor analyses of the Wechsler tests usually report a
three-factor solution (see Cohen, 1952, 1969; Kaufman, 1975). The factors
are defined as Verbal Comprehension, Perceptual Organization, and Free-
dom from Distractibility. The Vocabulary, Block Design, and Digit Span
tests are the best markers for these factors. LaBuda et al. analyzed the
relationship among thesetests. They found that genetic variables tended
to determine the underlying factor structure of the tests. Both the be-
tween- and the within-family environmental influences were compatible
with the assumption that there was a single commonfactorthat influ-
enced scores onall of the factors. The distinctive pattern of scores was
primarily determined by genetic influences.
Ho, Baker, & Decker (1988) studied the relationship between measures

of the speed of processing information and Wechsler test performanceina
sample of 30 MZ and 30 DZ twin pairs. They usedtests of rapid naming
and the Colorado Speedtests. The rapid namingtests required subjects to
namefamiliar objects, colors, numbers, and letters. The Colorado Speed
test presents subjects with a four-letter nonsense syllable and requires
individuals to identify which of several letter groups is identical to the
target stimulus. Their analyses indicated that the information-processing
measures were heritable. They also found that the covariance between
these measuresand IQ wasinfluenced by genetic characteristics. For their
two information-processing measures (rapid automatic naming and the
Colorado Speed test) they estimated that the genetic covariance between
the measures accountedfor 70 and 57% of the variance in the phenotypic
correlations between these two measures and IQ. The remaining phe-
notypic variance was influenced by within-family environmental vari-
ance. These analyses imply that the genetic characteristics that deter-
mine performance on the tests of speed of information processing are
identical to those that determine performanceontests of general intel-
ligence.

Baker, Vernon, & Ho(In press) performed a genetic covariance analysis
of the relationship between general intelligence and performance on the
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battery of information-processing tasks used by Vernon (1983) in his

study of the relationship between speed of information processing and

intelligence, reviewed in Chapter 4 of this book. They obtained a

heritability estimate of .44 for a general measure of speed of information

processing. They obtained correlations between a general index of speed

of reaction time and verbal and performanceIQ of —.60 and —.60, respec-

tively, for MZ twin pairs. The comparable correlations for DZ twin pairs

were —.36 and —.25. The genetic covariance analysis indicated thatvir-

tually all of the correlation between the measuresof speed of information

processing and intelligence were attributable to correlated genetic influ-

ences.

The analyses reported by Hoetal. and Bakeret al. provide a tentative

answerto one of the major issues in contemporary discussionsof intel-

ligence. Why is there a relationship between performance on informa-

tion-processing tasks and scores on tests of intelligence? There is evi-

dence that performance on information-processing tasks is heritable.

Recall that Bouchard and McGuefound that intercept parameters of in-

formation processing were heritable. Vernon (1989) reported higher MZ

than DZ twin correlations for the battery of tests he usedin his studies of

the relationship between indices of speed and variability of processing

information and IQ (see Chapter4). Although these data imply that per-

formance on information-processing tasks and performance on tests of

intelligence appear to be influenced by genotypes, they do nottell us

anything about the covariance or relationship between these measures.

The genetic covariance studies, by contrast, suggest that information-

processing tasks and IQ maybeinfluenced by the samegenes. There-

maining phenotypic variance is attributable to within-family environ-

mentalfactors that tend to individuate twins reared in the same family.It

is tempting to extrapolate these findings. Perhaps the information-pro-

cessing skills tapped by these measuresare primitive and are presentprior

to the emergence of the complex skills assessed by tests of intelligence.

These data may be viewed as adding support to the analysis of the rela-

tionship between elementary information-processing skills and perfor-

manceontests of intelligence advocated by those theorists who are com-

mitted to a monarchial, bottom-up, reductive theory of intelligence. At

the same timeit should be realized that such a conclusiononthebasis of

these data is extremely premature. These studies leave the causal direc-

tion of the influence between information processing and intelligence

ambiguous. Strictly speaking, these data are compatible with a model

that assumesthat genes influence the development of complex intellec-

tual skills and that complex intellectual skills influence the development

of information-processing skills. Speed of information processing may be

a “slave process” that is not causally related to intelligence but is the

consequence of the developmentofintellectual skills and henceis influ-

enced by the same genes. I am not suggesting that this is correct. A
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combination of longitudinal research and analyses of the behavior genet-
ics of the covariance between information-processing abilities and intel-
ligence should resolve these questions.

CONCLUSION

In 1974 Kamin wrote a book suggesting that there waslittle or no evi-
dence that intelligence wasa heritable trait. I believe that he was able to
maintain this position by a distorted and convoluted approach to the
literature. It is inconceivable to me that any responsible scholar could
write a book taking this position in 1990. In several respects our under-
standing of the behavior genetics of intelligence has been significantly
enhancedin the last 15 years. We have new data on separated twins, large
new data sets on twinsreared together, better adoption studies, the emer-
gence of developmental behavior genetics and longitudinal data sets per-
mitting an investigation of developmental changes in genetic and en-
vironmental influences onintelligence, and the development of new and
sophisticated methodsof analysis of behavior genetic data. These devel-
opments provide deeper insights into the ways in which genes and the
environmentinfluence intelligence. They are, in addition, relevant to an
understanding of general issues in thefield of intelligence. It is hard for
me to imagine how one can write a general thesis on intelligence that
omits a discussion of the results of behavior genetic analyses of intel-
ligence. Ourability to address manyof the central issues in contemporary
discussionsof intelligence is enhanced by a knowledge of theresults of
behavior genetic research.



6
ENVIRONMENTAL
DETERMINANTS OF
INTELLIGENCE

 

How does the environmentinfluence the developmentof intelligence? In

this chapter we shall consider a variety of research topics designed to

provide information about the nature of environmental influences on

intelligence. The material to be presented in this chapteris inextricably

linked to the concepts presented in Chapter 5. Behavior genetic analyses

provide a frameworkfor understanding the role of the environment.

BETWEEN-FAMILY ENVIRONMENTAL EFFECTS

Consider a simple scenario. Children reared in different familiesare treat-

ed differently by their parents. These differences cause children to devel-

op different intellectual skills. There are many studies in the literature

that report correlations between parental socialization practices and indi-

vidual differences in intelligence. These studies may not provide useful

information about environmental influences on intelligence. We canil-

lustrate the difficulties involved in studying between-family environmen-

tal influences on the developmentofintelligence by considering research

using the Caldwell Home Inventory (Bradley & Caldwell, 1976, 1980;

Caldwell & Bradley, 1978).
The HomeInventory is an instrument that is designed to assess the

characteristics of a child’s home environment. The inventory was de-

signed to assess those characteristics of a child’s environment that were

assumedto influence the developmentof intelligence. Table 6.1 presents

the items rated by a trained observer that constitute the infant version of

the measure. Scores on the HomeInventory are positively correlated with

childhood assessmentsof intelligence. Gottfried (1984) summarized sev-

eral large-scale longitudinal studies of intellectual development that used

this instrument. He calculated an average correlation of .30 between

HomeInventory scores obtained at age 1 and childhood IQ scores ob-

tained at ages 1, 2, 3, and between 3.5 and 5. The meancorrelation for

168
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TABLE 6.1 Infant Version of the HomeInventory
 

I. Emotional and verbal responsivity of mother?

IT.

Il.

1.

2.

3.

n
>

m
©

O
O

O
O
~

]
]

Mother spontaneously vocalizes to child at least twice during visit (excluding
scolding).

Motherrespondsto child’s vocalization with a verbal response

Mothertells child the name of some object during visit or says the nameof
person or object in a “teaching”style.

. Mother’s speech is distinct, clear, and audible.

. Motherinitiates verbal interchanges with observer—asks questions, makes
spontaneous comments.

. Mother expresses ideas freely and easily and uses statements of appropriate
length for conversation (e.g., gives more than brief answers).

. Mother permits child occassionally to engage in “messy” types of play.

. Mother spontaneously praises child’s qualities or behavior twice during visit.

. Whenspeakingof or to child, mother’s voice conveys positive feeling.
. Mothercaresses or kisses child at least once duringvisit.
. Mother shows somepositive emotional reponsesto praise a child offered by
Visitor.

Avoidanceof restriction and punishment
12.

13.
14.
15.

16.

17.

18.

19.

Motherdoes not shout at the child duringvisit.

Mother does not express overt annoyance with or hostility toward child.
Mother neither slaps nor spankschild duringvisit.

Motherreports that no more than oneinstance of physical punishment occurred
during the past week.

Motherdoes notscold or derogate child duringvisit.

Motherdoes not interfere with child’s actions or restrict child’s movements more
than three times duringvisit.

At least 10 books are present andvisible.
Family has a pet.

Organization of physical and temporal environment
20.
21.

22.

23.

24.

25.

. Provision of appropriate play materials
26.
27.
28.

29.
30.

31.

32.

33.

34.

. Maternal involvement with child

35.

When motheris away, care is provided by one of three regular substitutes.
Someonetakes child into grocery store at least once a week.
Child gets out of house at least four times a week.

Child is taken regularly to doctor’s office orclinic.

Child has a special place in which to keep toys and “treasures.”
Child’s play environmentappears safe and free of hazards.

Child has some muscle-activity toys or equipment.
Child has pushorpull toy.

Child has stroller or walker, kiddie car, scooter, or tricycle.

Motherprovidestoys or interesting activities for child during interview.

Provides learning equipment appropriate to age-cuddly toy or role-playing toys.

Provides learning equipmentappropriate to age mobility, table and chairs, high
chair, playpen.

Provides eye—handcoordination toys—itemsto go in and outof receptacle,fit-
together toys, beads.

Provides eye—handcoordination toys that permit combinations—stacking or
nesting toys, blocks, or building toys.

Provides toys for literature or music.

Mothertends to keep child within visual range and to look at him often.

 

(continued)
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TABLE 6.1 (Continued)
 

36. Mother “talks” to child while doing her work.

37. Mother consciously encourages developmental advances.

38. Motherinvests “maturing” toys with value via her attention.

39. Motherstructures child’s play periods.
40. Motherprovidestoys that challenge child to develop new skills.

VI. Opportunities for variety in daily stimulation
41. Father> provides some caretaking every day.

42. Mother readsstories at least three times weekly.

43. Child eats at least one meal per day with motherandfather.

44. Family visits or receives visits from relatives.
45. Child has three or more booksof his or her own.
 

“Based on Bradley & Caldwell (1984).
bThe term “mother”is used to refer to the primary caregiver, regardless of gender. The term “father”is

used to a second caregiver, living in the child’s home, generally assumedto be of the opposite gender to

the primary caregiver.

assessments at the oldest age was .38. Do these data permit us to infer
that variations in the environment assessed by means of the HomeIn-
ventory are causally related to intellectual development?
The inference from correlation to causation maybedifficult. Items on

the HomeInventory maybe influencedby differences in the genotypesof
children. Items 8, 9, and 10 assess the emotional responsesof the mother
to the child. Genotypes may influence temperament and children with
different temperaments may elicit different emotional reactions from
mothers. Thus the mother’s treatment of the child may be shaped by
characteristics of the child. The direction of influence is ambiguous.
Items 36 and 42 are designed to measure the provision of intellectual
stimulation in the home. Children may, for genetic reasons, be differen-
tially responsive to intellectual activities. Being read to is an activity that
may not be equally enjoyable for all children. Children who enjoy being
read to may ask questionsof caretakers whoread to them and rewardthe
caretaker for engaging in this activity. Thus the frequency of occurrence
of these activities in the home may, in part, be attributable to the influ-
ence of the child on the parent. The mere fact that an instrumentis
labeled as a measure of the environmentandassesses variations in the
environment does not necessarily imply that the measure is not influ-
enced by genetic characteristics. It is theoretically possible to study the
heritability of items on the Home Inventory. One could, for example,
obtain separate HomeInventory observations for MZ and DZ twin pairs
and obtain heritability indices for Home Inventory items using these
data. I am not aware of research of this type. The assertion that Home
Inventory scores may, in part, reflect the influence of genetic charac-
teristics of the child on the home environmentpresented to the child
remains a theoretical possibility rather than a firmly established em-
pirical assertion.
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Environmental indices may be influenced by the genetic characteristics
of the caregiver. Home Inventory scores maybepositively correlated with
the intelligence of parents. Parents whodiffer in intelligence may provide
their children with different genotypes for the development of intel-
ligence and these genetic influences may accountfor the correlation be-
tween HomeInventory scores and the intellectual performance of chil-
dren. Gottfried & Gottfried (1984) obtained IQ scores for mothers and
their children as well as Home Inventory scores. They found that the
correlation between mother’s IQ and the IQ of her child at age 42 months
was .22. The multiple correlation between the IQ of the mother and the
HomeInventory score and the IQ of the child was .49. The addition of
HomeInventory scores to a prediction equation for IQ of a child added
significantly to the ability to predict childhood IQ after the influenceof
mother’s IQ was considered. Reversing the order of entry of variables led
to different results. The correlation of HomeInventory scores and child-
hood IQ was .48. The addition of mother’s IQ to the prediction equation

did not addsignificantly to the ability to predict a child’s IQ. Other
studies summarized by Gottfried (1984) used other characteristics of par-
ents in prediction equations combined with Home Inventory scores.

These studies usually find that the prediction of childhood IQ is en-
hanced whenscores on the HomeInventory are included in the predic-
tion equation after controlling for parental characteristics such as so-
cioeconomic status and education. Theseresults indicate that the Home
Inventory measures characteristics of the home environment that are
independentof the intelligence of the parents. And, these results suggest
that childhood intellectual performanceis influenced by characteristics
of the home environmentprovidedto the child that are independentof
the genetic characteristics of the parents. Note that these results do not
rule out the possibility that genetic characteristics of the child, indepen-
dent of the genetic characteristics of the parent, influence the nature of
the environmentprovided to the child.

Theresults of the Gottfried and Gottfried study may be contrasted with
the results of a study reported by Longstreth, Davis, Carter, Flint, Owen,
Rickert, & Taylor (1981). They used an inventory developed by Wolf (1965)
to assess the intellectual stimulation of the home environmentof a sam-
ple of 12 year olds. They also obtained IQ data for mothers and children in
their sample. They found that mother’s IQ predicted child’s IQ control-
ling for differences in their measure of the home environment. Thepatr-
tial correlation between mother’s IQ (averaged over two measures, thé
Raven and the Peabody) and the child’s IQ was .33. The comparable par-
tial correlation between the home environmentindex andthechild’s IQ
controlling for mother’s IQ was a nonsignificant .18. Longstreth et al.
found, in contradistinction to Gottfried and Gottfried, that the rela-
tionship between the home environmentandthe IQ of children is sub-
stantially mediated by the mother’s IQ. This latter finding is compatible
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with a genetic interpretation of the relationship. The differences in the
outcomesof these studies may be attributable to differences in the en-
vironmental measures that were used. In my judgment, a moreplausible
interpretation is to be found in variations in the ages of the samples that
were studied. Longstreth et al. studied older children. Our discussion of
longitudinal behavior genetic studies provides evidence for a declining
influence of between-family environmentalinfluences on intelligence as
a monotonic function of the age of the child. The children studied by
Gottfried and Gottfried had not entered school. The principal intellectual
socialization agent of the youngchild is the parent (or the nursery school
for children who spend several hours a day in that setting). For older
children, the school tends to displace the parent as the principal intellec-
tual socialization agent of the child. Therefore, it is reasonable to expect a
declining influence of the home environmenton theintellectual develop-
ment of the child. That is precisely what is found in developmental be-
havior genetic analyses and is compatible with the combinedresults of

the Longstreth et al. and Gottfried and Gottfried studies.
The correlation between measures of the home environmentand child-

hood IQ may be influenced by the genetic covariance of children and
parents in natural families. Children and parents share genes and an
environment and their shared genetic resemblance may influence the
impact of the environmenton the child. This notion may be tested by
comparing the correlations between measures of the environment and
characteristics of offspring in natural and adopted families. Individuals
whoare reared in adoptive families do not share genetic characteristics
with their adoptive parents. If the correlation between an environmental
measure and the characteristic of a child is lower in an adoptive than in a
natural family, it is possible to infer that the correlation between the
environmental measure and the characteristics of the child is mediated
by the genetic similarity between the child and the parent. This analysis
provides for the possibility of genetic mediation of environmentalinflu-
ences. Plomin et al. (1988) obtained correlations between the HomeIn-
ventory scores and childhood IQ at ages 1, 2, 3, and 4 in natural and
adopted families in the Colorado Adoption Project. Table 6.2 presents

TABLE 6.2 Home-IQ Correlations for Adoptive

and Nonadoptive Siblings at Different Ages
 

 

Age Nonadoptive correlation Adoptive correlation

1 10 ll

2 38 .09

3 14 .28
4 10 15
 

4Based on Plomin, DeFries, & Fulker (1988).
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these data. The data in Table 6.2 provide evidence for possible genetic
mediation of the relationship between home environment scores and
childhood IQ. At age 2 there is a moderately strong relationship between
the HomeInventory score and childhood IQ andthis relationship is clear-
ly stronger in natural than in adoptive families. At ages 3 and 4, the
relationship between HomeInventory scores and childhood IQ is too
weak to find evidenceof either genetic or environmental mediation of the
relationship. These results suggest that the relationships between Home
Inventory scores and childhood IQ maybepartially mediated by theinflu-
ence of the genetic relationship between parents and children. This pat-
tern of genetic mediation of environmental measuresis characteristic of a
numberof other findings in the Colorado Adoption Project, including
findings not germane to cognitive development. That is, wherecorrela-
tions exist between measures of the environment and characteristics of
children, they are likely to be strongerin the control natural families than
in adoptive families (see Plomin, & DeFries, 1985).

It should be apparentthatit is difficult to infer causal influences from
correlations between measuresof the home environmentandintellectual
development. One way to dissolve the causal ambiguity surrounding
these relationships is to treat them as a basis for experimental research
that will provide a more definitive test of a causal relationship. A good
example of this strategy is found in a study reported by Busse, Ree,
Gutride, Alexander, & Powell (1972). They studied the provision of ade-
quate play materials as a factor in intellectual development. They ran-
domly assigned a group of black 4-year-old children to one of two class-
roomsthat differed with respect to the adequacy of play materials that
were available for the children. There were no significant improvements
associated with a l-year exposure to the enriched classroom environ-
ment. The results of this study lead to a general methodological caveat
with respect to studies of the influence of the home environment on
intelligence. The observation of a correlation between a measure of the
home environmentandthe IQ of a child does not imply that manipula-
tions of that environmental variable will invariably lead to changesin the
intelligence of children.
This discussion of between-family environmental influences on intel-

ligence has been cautiousand even skeptical. I have been led to this sense
of caution by the results of the recent behavior genetic studies employing
older samples. It appears to be the case that reasonably wide ranges of
between-family environmental variations encountered by children in
western societies have a vanishingly small influence on postadolescent
intelligence. It may very well be the case that variations in parenting
styles and the adequacy of the home environment have importantinflu-
ences on theearly intellectual developmentof children. These influences
may fade and be of diminishing importance for mature intellectual
development.
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INTERVENTIONS TO INCREASE INTELLIGENCE

Preschool Interventions

Is it possible to increase intelligence by changing the early intellectual
environmentof the child? Research on this topic was influenced by the
development of Project Headstart, which was an attempt to provide an
enriched environment for preschool-aged children whose impoverished
background was assumedto place them at risk for inadequate intellectual
development. It was assumedthat the provision of superior early child-
hood education for these children would increase their intelligence and
increase their ability to cope with the educational program of the public
schools. Caruso, Taylor, & Detterman (1982; see also Clarke & Clarke,
1976; Zigler & Valentine, 1979) found 65 studies of the impact of Head-
start interventions on intellectual development. These studies employed
interventions of different durations from short term to up to 2 years in
duration. Most used control groups. The children were invariably pre-
schoolers. Perhaps the best summary of the outcomesof these studies
was published by a consortium formedfor the amalgamation of this body
of research (Consortium for Longitudinal Studies, 1983). The Consortium
included 14 investigators whose initial samples included 100 or more
subjects who were engaged in a longitudinal investigation of theeffectsof
early educational interventions. The samples included in these studies
were predominantly black preschoolers with a median IQ of 92 at the
time of entry into the program and mothers with a median numberof
years of education of 10.4. They were predominantly of lower so-

cioeconomicstatus. The results of these studies as summarized by Royce,
Darlington, & Murray (1983) are reasonably consistent. Seven studies
used IQ as a dependentvariable. They obtained a clear increase in IQ as a
result of participation in Headstart. The median IQ benefit at the conclu-

sion of these projects was 7.42 points. Three or four years after the con-

clusion of these projects the median difference between the experimental
and the control group declined to 3.04 points. The last reported assess-
ment includes Wechsler test scores for program participants aged 10 to
17. These assessments occurred 7 to 10 years after the conclusion of the

educational intervention. Pooled over a subset of these investigations

there were no significant differences between experimental and control

groups. Although program children started first grade with an average IQ
that was 5.80 points higher than the control group children, these dif-

ferences were not maintained. Other reviewsof early intervention studies

based on Headstart reached the same conclusion as the Consortium for

Longitudinal Studies. There are no enduring changesin intelligencetest

scores associated with participation in this program (see Detterman and

Sternberg, 1982, and Spitz, 1986, for a discussion of attempts to increase
intelligence). The failure of attempts to increase intelligence by early
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childhood interventions maybe attributable to the relatively brief dura-
tions of these programs.It is possible that interventions that continued
into the first few years of schooling would lead to more enduring changes
in performance on intelligence tests. Project Follow Through was de-
signed to extend Headstart interventionsin order to obtain more enduring
changes. The interventions were based on quite different intervention
models. A comprehensive evaluation of the Follow Through Programs
compared 22 different intervention models (Bock, Stebbins, & Proper,
1977). Spitz (1986) evaluated the obtained changes on the only test of
intelligence used in these studies—the Raven. For 107 comparisonsthat
were available where the children assigned to Follow Through Programs
were comparable to their untreated controls, he found 5 significantdif-
ferences in favor of groups assigned to the intervention, 1] significant
differences in favor of groups not provided with the intervention, and 91
comparisons in which there were nosignificant differences. Variations
between different treatment models were smaller than variations within
treatment models implemented at more than onesetting, suggesting that
the theories that governed the intervention model did not determinethe
effectiveness of the model. These data indicate that interventions ex-
tended into the first year or two of elementary school will not lead to
enduring changesin intelligence test performance.
The Abecedarian Project provided intensive university-based day-care

interventionsfor a group of children assumedto be at highrisk for inade-
quate intellectual development (see Ramey, Holmberg, Sparling, & Col-
lier, 1977, for a description of the project). The intervention began before
the children were 3 monthsold. The children participated in the program
until school entry. Over 90% of the mothers who participated in the
program were black, and most were young, without a high school educa-
tion, and single. Children were randomly assigned to either a treatment
or a control group. Ramey, Lee, & Burchinal (1990; Ramey & Haskins,
1981) reported the results of a series of IQ tests administered at 6-month
intervals to the children in the experimental and control groups. The
largest difference between the experimental and control groups was ob-
tained on the 36-month Stanford—Binet test—14.7 IQ points. On the last
test result reported, when the children were 54 monthsold, the children
in the experimental group had IQsthat were 8.7 points higher than chil-
dren in the control group on the McCarthy test. The mean IQ of the
children in the experimental group was 101.4. Campbell & Ramey( 1990)
reported in a paper dealing with performance on Piagetiantests that per-
formance on the WISC IQtest given whenthesechildren were 96 months
of age indicated that the children in the experimental group had a mean
IQ that was .34 standard deviations higher than that of children in the
control group. This implies that the children in the experimental group
had IQs that were 5 points higher than those of children in the control
group, indicating some additional erosion in the effects of the interven-
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tion on IQ. Theseresults establish that the Abecedarian intervention led
to a significant increasein the IQ of children.It is not at all clear that this
effect is of enduring significance.IQ data for older children have not been
reported. The magnitudeof the effect that was obtained is comparable to
that typically reported with the less intensive interventions associated
with Headstart programs.Since the change associated with this interven-
tion is no larger than that typically obtained using the less intensive
interventions characteristic of Headstart programs,it is possible that the
long-term effects of this intervention will be no different than the lasting
effects of Headstart.
The Milwaukee Project provided an intensive preschool educational

intervention to a group of black children living in a publically assisted
housing project whose mothers had IQs below 75. A total of 40 children
participated in the project, 20 in the experimental group and 20 in the
control group (Heber & Garber, 1972, 1975). Five children left the project
leaving a sample of 35 children. Children in the experimental group were
exposed to intensive psychological interventions designed to increasein-
telligence prior to the age of 6 months. The intervention included exten-
sive homevisits to train mothers in child care andthe provision of inten-
sive day care with extensive intellectual stimulation for several hours a

day in an infant-stimulation center. The experimental intervention ended

at age 6. In addition to the provision of preschool intellectual stimula-

tion, special efforts were madeto place the experimental subjects in pub-
lic schools whose students scored at or above the norm of academic
achievement. The children in the experimental and control groups were
repeatedly given IQ tests including the Stanford-Binet and Wechslertests.
Follow-up tests were given at ages 7, 8, 9, 10, and 14.

It was difficult to interpret the results of the Milwaukee Project for
many years. The project was funded from 1966 to 1981, but technical

details of the project were not available in the scientific literature. Con-

troversy surroundedtheproject in part because oneof the principal inves-

tigators was convictedof fraud in connection with the administration of

funds in anotherproject (see Sommer & Sommer, 1983). Fortunately, the

long awaited complete technical report of the outcomeof the project was

published in 1988 providing the necessary data for an evaluation of the

project’s outcome (Garber, 1988). At the conclusion of the project, there

were large IQ differences between the control and experimental subjects

on the Stanford-Binet. At age 6, the experimental group had a meanIQ of

119 and the control group had a mean IQ of 87. The experimental group’s

IQ was 2.92, standard deviation units higher than the control group’s IQ.

However, the IQ differences between the experimental and control group

declined over time. The difference in favor of the experimental group was

22. points at age 7, and 10 points at age 14. The meanIQ of the experimen-

tal group was 101 at age 14, and the meanIQ of the control group was91,
a difference of .87 standard deviation units.
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There are two aspectsof these data that are noteworthy. First, the mean

IQs of both the experimental and control groupsare relatively high for
individuals whose mothers had a mean IQ of 67. Jensen (1989) attributed
this relatively high IQ to the effects of repeated testing and familiariza-
tion with the test contents. In this connection it should be noted that the
project participants were tested 13 times with Binet tests and 9 times
with various versions of the Wechsler tests. Second, the experimental
group had significantly higher IQ than the control group 8 yearsafter
the completion of the project. Note that the effect of the experimental
treatment in this project seems to be both more enduring and larger in
magnitude than those obtained in the Abercedarian project. Jensen (1989)
suggested that the experimental intervention may not have resulted in
large scale changesin intelligence despite the evidence of changes in IQ
test scores. He argued that the intervention may haveincludedintensive
training on items that were similar to those appearing on the IQtests.
This training may have decreased the construct validity of the tests as a
measure of g. Jensen’s interpretation of these data is supported by the
performance of experimental and control children on tests of scholastic
achievement. On the Metropolitan Test of Achievement, the experimen-
tal group declined from the 49th to the 19th percentile from thefirst to
the fourth grade. The comparable scores for the control group declined
from the 32nd to the 9th percentile. In math, the experimental group
declined from the 34nd to the 11th percentile from first to fourth grade.
The comparable percentiles for the control group were the 18th and 9th
for the first and fourth grade, respectively. It is clear that differences
between the control group and the experimental group in academic per-
formance were not as large as differences in IQ. These results support
Jensen’s suggestion that the experimentalintervention did not result in
large changes in intellectual ability. Normally, differences between two
groups in IQ arereflected in differences of comparable magnitude in in-
dices of academic achievement(see chapter 9 of this volume). The discrep-
ancy between the academic achievementof the children in the experi-
mental group and their IQ is compatible with the view that the IQ scores
of these children have beenartificially inflated. An alternative interpreta-
tion of these data is that the academic performance of the children in the
experimental group was depressed by environmental influences or
the quality of the schools they attend. There is some uncertainty about
the outcome of the Milwaukee Project. The experimental effects of the
intervention appearto be decreasing.It is possible that further declines in
the difference in the IQs of the experimental and control groups would
occur if they were tested when they wereolder. Also, the true magnitude
of the changesin intelligence that were obtained as a result of the inter-
vention remains uncertain. Theuseof additional tests, including tests of
fluid ability that were not similar in format to the specific training experi-
ences of children in the experimental group, would provide information
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about the scope of changesin general intelligence. In any case, changes in
scores on an IQ test that are not accompanied by comparable changes in
academic performance are of questionable value.
There is no credible evidence that experimental interventions during

the preschool years will create enduring changes in performanceontests
of intelligence. There are two different interpretations of this generaliza-
tion. Children in the various experimental groups in these studies in-
creased their intelligence but these gains could not be maintained with-
out totally changing the postexperimental environment to which these
children were exposed. Presumably the changesthat are required include
those associated with the family, the school, and the neighborhood.Alter-
natively, it is possible to argue that the changes that were obtained in
these interventions were superficial and did not represent true changesin
intelligence. There are two investigations that may be interpreted as
providing evidence for the latter interpretation of the findings. Jacobsen,
Berger, Bergman, Milham, & Greeson(1971) provided 20 hoursof training

in solving two choice discrimination problems to a group of children
attending a preschool day-care center for children from poor families.
They obtained a 13.3-point increase in Stanford—BinetIQ as a result of

this training. The largest gains were obtained by a group of children
whosepreexperimentalIQ was low (mean = 72.8). Children in this low-IQ

group gained 20 points on the Stanford—Binet. These results suggest that
preschool IQ scores may be volatile and it is possible that children may
exhibit rather large gains in performance that may not be meaningful as a
result of various experimental interventions. Zigler, Abelson, & Seitz
(1973) obtained a 10-point gain on the Peabody Picture Vocabulary test for
a group of 4- and 5-year-old children living in poverty when the test was
given a second time 1 week later. The comparable gain for middle class
children whose initial score on this test was 35 points higher was 3
points. These investigators also found that children from impoverished
backgrounds benefited more than middle class children when a second
test was administered by the same examinerrather than a different exam-
iner. These results suggest that some of the deficit in IQ exhibited by
children from impoverished backgrounds in preschool IQ test perfor-
mance may be attributable to test familiarity and other motivational
factors. Gains of the order of magnitude of those obtained using more
intensive interventions can be obtained in the IQ scores of preschool age
children from impoverished backgroundswith relatively minor interven-
tions of brief duration.It is unlikely that the latter interventions resulted
in enduring changesin intellectual functioning. And, by implication,it is
unlikely that changes resulting from more enduring interventions were
meaningful.
Although evidence for true changes in intelligence as a result of pre-

school interventions is equivocal, there is evidence that children exposed
to these programs did change in meaningful ways. Royceet al. (1983)
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reported results for seven studies participating in the Consortium for
Longitudinal Studies of special education placements andgrade reten-
tions for program participants. Either of these decisions by school au-
thorities may be taken as an index of inadequate educationalprogress by a
student. Of the Headstart program participants in these studies, 29.5%
had either been retained in grade or assigned to a special education class
by the end of the seventh grade. The comparable percentage for control
subjects was 44.6. This was a highly significant difference for this total
sample of over 800 children. This difference in reaction of the schools to
these children was obtained in each of the eight studies for which data
were available, although the difference was notstatistically significantin
mostof the studies. Although experimental and control children in Head-
start programsweretreated differently by the schools there wasrelatively
little difference between these groups of children in objective indices of
academic performance. There was someevidence that experimental chil-
dren were slightly better in math achievement in somegradesbutnotin
reading skills as assessed by objective tests. By the end of sixth grade,
there were no differences between control and experimental subjects in
academic achievementasassessed bytests. One wayof interpreting these
results is to suggest that Headstart programs neverresultedin trueintel-
lectual changes in children. They may have changed motivation, famil-
iarity with test materials, and school-related social behaviors. These
changes may have been apparent to elementary school teachers whore-
sponded to these children. Children exposed to Headstart may have be-
haved in ways that school authorities found more acceptable than chil-
dren in the control groups in these investigations. These changes,
however, were not accompanied by enduring changes in cognitive func-
tioning eitheras assessedbyintelligencetests or by the ability to acquire
the skills that constitute the standard curriculum of the public schools.

Interventions with Older Samples

Is it possible to increase intelligence after students enter school? There
have been several attempts to change performanceontestsofintelligence
following various interventions. Perhaps the most extended intervention
of this kind is contained in an experiment conducted by the Rumanian
psychologist Kvashchev. The results of this study were reported by
Stankov (1986). Kvashchev randomly assignedclasses of studentsin their
first year of high school to an experimental or a control group. The experi-
mental group was provided with 3 to 4 hours per week of training in
creative problem solving for 3 years. The exercises usually involved pre-
senting students with difficult problems followed by various suggestions
about the barriers to problem solution. Stankov reports the results of
pretest and posttest comparisons on a battery of 28 different tests of
intelligence. He estimated that the experimental group began the experi-
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ment 2.62 points lower than the control group on a composite IQ index
with a standard deviation of 15. At the end of the experimentthe experi-
mental subjects were 3.04 points higher than the control group and, on a
final retesting 1 year after the conclusion of the experiment, the experi-
mental subjects were estimated to have an IQ that was5.66 points higher
than that of the control group. The initial difference between the groups
mayreflect sampling error and thus the differences that were obtained at
the initial testing were not substantially larger than the differences that
were present in students whoseclasses were assigned at random to par-
ticipate in the experiment or to the control group. This is probably an
overly conservative interpretation of the results. Alternatively, it is rea-
sonable to assert that 1 year after the conclusion of the study there was a
gain of slightly less than 8 points for subjects in the experimental group.
The gains were larger on tests in the battery that were considered to be
markers for fluid intelligence than on tests that were assumed to be
measuresof crystallized intelligence. The effects that were obtained were
present for 17 of 28 tests used on the final assessment.It is unlikely that
they represent specific acquaintance with the test material. These effects
are best interpretable as the developmentof an increasein fluid ability as
a result of intensive instruction in creative thinking skills. There are
some unresolved questions about Kvashchev’s results. In addition to the
obvious question of the duration of the effects that were obtained, his
results leave unresolved the educational significance of the intervention.
If one were to provide a subject with the answersto a test of intelligence,
changes in that person’s score on the test would self-evidently be dis-
missedas being dueto a procedure that compromised the constructvalid-
ity of the test. Test scores as an outcome of an intervention are of no
interest in their own right. They are of interest in the first instance
because, as weshall see, they are predictive of educational outcomes.
From this perspective, changes in a test score mayreflect changesin the
construct of which the test is alleged to be a manifestation, changes in
the score without changes in the constructas in the case of providing
answers to the test, or both. It would be interesting to know if
Kvashchev’s experimental intervention was accompanied by changesin
the academic performance of students, particularly on those aspects of
the high school curriculum that deal with problem solving and creative
ability to apply insights to new tasks. Did the students in the experimen-
tal group improvein their ability to solve novel mathematical problems?
Did their ability to analyze literary works improve? In short, were they
more sophisticated learners? It is theoretically possible that time devoted
to the development of abstract reasoning skills led to a decrease in the
acquisition of standard curriculum knowledge. Until we have a fuller
assessment of the academic consequencesof this type of intervention,it
is premature to call for its widespread implementation in the schools.
Leaving aside the practical implications of the program, Kvashchev’s ex-
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periment demonstrates that an intensive program of structured learning
presented to high school students will increase fluid intelligence.
The SAT (Scholastic Aptitude Test} is used by many colleges as an aid

to admission. The test measuresverbal and quantitative aptitudes. While
the test is not described as a measureofintelligence, scores on the test are
correlated with scores on tests of intelligence. Messick (1980; see also
Anastasi, 1981; Messick & Jungeblut, 1981) summarized studiesof at-
tempts to increase SAT scores by coaching, including commercial coach-
ing programs. The coaching programsthatare available differ with re-
spect to their duration and the extent to which they provide emphasis on
test-taking skills as opposed to more general attempts to focus on
changesin the cognitive abilities that are assessed by thetest. The avail-
able studies are flawed in different ways. Several studies did not use ran-
dom assignment of subjects to experimental conditions. Evidenceof dif-
ferences between experimental and control groups in these studies
confoundthe effects of the experimental intervention with the effects of
self-selection. Students whoelect to participate in a coaching program to
increase their SAT scores may differ from other students in their moti-
vation and in other ways. No comparison group is truly comparable and
totally satisfactory as a control group. Studies that have used random
assignment of subjects to experimental conditions often used special ad-
ministrations of the SAT that were not used for admission purposes.
Students in the control group may have been less motivated to perform
well on these exams. In some of these studies subjects in the untreated
control groups exhibited declines in SAT scores, a result that is contrary
to the usual outcome. Messick’s review of these studies clearly indicates
that they are flawed in different ways.
Messick reported that the weighted average increase in SAT scores for

10 studies that used random assignmentsof individuals to treatment and
control groups was 9.1 on the verbal SAT and 13.0 on the quantitative
SAT. The comparable differences for studies that did not use randomized
assignments of subjects were 38 and 54 points on the verbal and quan-
titative SAT, respectively. Messick does not report the standard deviations
of scores for subjects participating in these studies. SAT scores range from
200 to 800 and standard deviations for unselected samples are usually
close to 100. Thus the average weighted obtained changesasa result of
coaching on the SAT are usually less than .5 standard deviation. The
effects for studies using random assignmentof subjects to conditionsare
considerably smaller. :
Messick noted that the time devoted to interventions varied consider-

ably in these studies from a low of 4.5 hours to a high of 300 hours. The
rank-order correlation between the effects of coaching and the duration of
the intervention was .60 for 22 studies of the verbal SAT and .80for 11
studies of the quantitative SAT. The function defining magnitude of bene-
fits associated with coaching on the SATandthe duration of the interven-
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tion is logarithmic rather than linear. This implies that the expected
increments from coachingdecline. Gains are moreeasily attainable at the
beginning of an intervention program than they are after considerable
exposure to the intervention.

Studies of the effects of coaching on SAT scores do indicate thatit is
possible to increase SAT performance. Thegainsthatare attainable are
relatively slight. These studies also leave unresolved the nature of the
changes that are obtained. Some of the changesthat are attained may be
attributable to hints about techniques to deal with the multiple-choice
format of these tests. These studies have not attempted to measure the
effects of the interventions on other measures of intelligence nor have
they included follow-up tests. Therefore, these studies do not indicate
whetheror not the interventions led to enduring changesin generalintel-
ligence.

Feuerstein (1979) is an Israeli psychologist with extensive experience
testing Israeli immigrants from non-Western countries. His experiences
led him to challenge the meaningof standardized intelligence test scores
obtained from individuals from culturally different backgrounds. He be-
lieved that many low-scoring individuals had higher intelligence and
greater learning potential than wasrevealed by their test scores. He found
that manyof the immigrantsto Israel he tested responded impulsively to
test questions, did not reason in a planned manner, and exhibiteda vari-
ety of cognitive deficits on these tests. Feuerstein was inclined to accept
the test scores as a valid index of the intellectual functioning of the
individuals he tested. He believed, however, that IQ scores were not ade-

quate indices of the intellectual capability of individuals and he argued
that systematic interventions could provide skills that would enable low-
scoring individuals to score at a high level on tests. He developed a modi-
fication of the standard methodsof test administration that changed the
role of the examiner from that of an objective reporter of the examinee’s
responses to that of an active participant who demonstrated correct an-
swers and attempted to change the performance of the examineein order
to assess the response of the examineeto potential attempts to remediate
his or her intellectual deficits. On this analysis, a conventional test score
is not viewed as an index of intellectual ability but merely as an index of
current functioning. By contrast, an intellectual assessment using Feuer-
stein’s “Dynamic Assessment of Learning Potential” is viewed as an as-
sessment of the potential of the individual to respond to interventions
designed to improveintellectual functioning (for a critical analysis of the
assessment procedures used by Feuerstein see Glutting & McDermott,
1990; In press).
There are studies that purport to demonstrate that intellectual perfor-

mance maybe increased by the techniques advocated by Feuerstein. In
one of his studies he dramatically improved the performance of low-
scoring individuals on the Raventest after giving them information about
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the analogical principles used in the tests. The results obtained as a result
of training in Feuerstein’s work should be interpreted cautiously for two
reasons. Manyof his demonstrationsandfindings are based on samplesof
individuals who are recent immigrants who have limited exposure to
Western education. Depressed scores among such individuals may not
have the same meaningaslow scores obtained by individuals who have
had less deviant educational experiences. Also, demonstrationsthat per-
formance on a particular task may be altered tell us little about the
generality of the results that are obtained. The research reported on the
effects of the interventions used by Feuerstein in which outcomeis as-
sessed by more global indices of intellectual performance are somewhat
less encouraging.

Feuerstein, Rand, Hoffman, & Miller (1980) assigned a group of cultur-
ally deprived and socially disadvantaged 12- to 15-year-old youth to a
regular curriculum or a special intellectual enrichment curriculum that
involved 5 hours of training per week for a 2-year period. At the end of the
2-year intervention, there were small differences in raw scores on the
Thurstone tests. The experimental group obtained a meanscore of 172
versus a control group mean score of 164. Follow-up data were available
for military induction examinations 2 years after the completion of the
program. The approximate IQ of the experimental subjects was 102 com-
paredto an IQ of 96 for the control group subjects. These IQ scores may be
compared to a mean Thurstone IQ score of 80 obtainedat the beginning
of the intervention. The increase in IQ that was obtainedfor all subjects
participating in the studyis probably attributable to acculturation effects.
The results obtained as a result of the experimental intervention appear
comparable to those obtained by Kvashchev with a group of students who
were representative of high school students in his country.

Feuerstein reported the results of another intervention in Israel in
which outcomeswereassessed using the Thurstonetest of intelligence.
In this study, pupils attending a residential vocational high school who
came from a residential program for culturally deprived disadvantaged
pupils were assigned to heterogeneously grouped classes rather than ho-
mogeneousclasses. The usual practice of the school was to assign these
pupils to homogeneously grouped classes. Feuerstein argued that the
score of these pupils on the Learning AssessmentPotential test indicated
that they had morepotential than was apparent from their initial level of
functioning. Feuerstein administered the Thurstonetest to these pupils
and a control group of regular students in the vocational school entering
the ninth and tenth gradesat the start of the intervention and yearlater,
after exposure to a heterogeneously grouped classroom. In addition,
scores for military induction tests were available 2 or 3 years after the
conclusion of the intervention. Table 6.3 presents these data. An exam-
ination of the data presented in Table 6.3 indicates that the low-scoring
groups did exhibit increases in IQ test performance on some measures.
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The effects were small. The weighted mean difference between regular
pupils and the special background pupils in the ninth and tenth grade in
performance on the Thurstoneat thestart of the intervention was 0.86
standard deviation units using the standard deviation of the regular
pupils. On the military induction general intelligence exam, the groups
differed by .40 standard deviation units. These data indicate that the
special background pupils gained .46 standard deviation units in intel-
ligence relative to the regular pupils from the start of the intervention to
their testing for military induction. These results cannot be attributed to
their assignment to heterogeneously grouped classrooms. There was no
control group and no way of knowing whether these pupils would have
gained in IQ relative to their classmatesif they had not been assigned to
homogeneously grouped classes. In addition, increases in IQ would be
expected with the passage of time for low-scoring individuals as the result
of regression toward the mean.Finally, the changes that were obtained
were less than one-half a standard deviation.
The Feuerstein program wastested at three sites in the United States.

Adolescent students who wereassigned to special education classes were
provided with interventionsfor 3 or 4 hours per week designed to increase
their intellectual functioning (Haywood & Arbitman-Smith, 1981). Initial
assessments indicated that the experimental subjects had a mean in-
crease in IQ from 83 to 90 after 58 hours of intervention. The control
group’s mean IQ increased from 84 to 87. Thus the experimental group
had a meanincreasein IQ that was4 points larger than the increase in the
control group.
Blagg (1991) reported the results of a comprehensive analysis of the

Feuerstein program. The program was instituted in four secondary
schools in Somerset, England. The pupils in these schools had a mean IQ
of 92 and had poor math and reading achievementscores. The pupils were
trained on Feuerstein’s instrumental enrichment program. The training
was extensive with a mean duration of 112 hours of training. There were
no significanteffects of the program on generalintelligence or on perfor-
mance on standardized tests of math or reading skills. The Blagg study
conclusively indicates that Feuerstein’s programs havelittle or no influ-
ence on the developmentof intelligence.
Although Feuerstein presented dramatic case histories of increases in

IQ associated with his intervention procedures, controlled studies gener-
ally indicate that the changes in IQ obtained with his interventions are
relatively modest.
This brief review of attemptsto increase generalintelligence in school-

age populations suggests that scores on intelligence tests increase follow-
ing interventions. The long-term effects of the interventions are un-
known butthere is some evidence that they persist for as long as 2 years
after the intervention. Well-controlled studies usually obtain relatively
small changes in IQ asa result of interventions—generally less than .5
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standard deviation. There is no evidence that general intelligence can be
substantially changed as a result of experimental interventions.

CHANGES IN INTELLIGENCE ATTRIBUTABLE
TO EDUCATION

Intelligence and educational accomplishmentare linked and maybe sub-
ject to bidirectional influences. Intelligence test scores predict pertor-
mancein academicsettings. The knowledge that is acquired in academic
settings influences one’s ability to solve problemsand one’s generalintel-
ligence. If the knowledge that is acquired in school influences scores on
tests of intelligence, it is reasonable to assume that variations in the
quantity and quality of education relate to performance ontests of intel-
ligence. How might this assumption be tested? We could assign indi-
viduals with the same IQ to different kinds of schooling and then assess
their intelligence using a longitudinal design. Changes in intelligence
following different educational experiences could be unambiguously at-
tributed to the effects of the educational experiencesof individuals. There
are no studies that follow this simple randomized design. The assump-
tion that differences in educational experience influence intelligence is
supported by a variety of studies that rely on indirect demonstrationsof

the influence of schooling.
The studies that we shall review are addressed to two different ques-

tions: (1) Does the amountof schooling obtained influence one’s score on

an intelligence test?, and (2) do variations in the quality of schooling one

obtains, holding constant amountof schooling, influence scores on an

intelligence test?
Evidence that amount of schooling influences scores on an IQ test is

based on direct and indirect evidence. There are studies of the effects of

schooling in third-world countries where schooling is not routinely pro-

vided to individuals (Scribner & Cole, 1981). This literature will not be

reviewed here. I am concerned with the narrower issue of the extent to

which variation in amountof schooling influences performance on tests

of intelligence among children who attend schools in industrialized

countries in which school attendance is mandatory and universal. A

study by Harnqvist (1968a,b; see also Lorge, 1945, for a related study)

illustrates someof the difficulty in interpreting studies of the influence of

schooling on intelligence. He studied a sample of 10% of the male popu-

lation born in Swedenin 1948. He obtained IQ datafrom tests given at age

13 and again at 18 as part of a military induction examination. Harnqvist

studied changesin intelligence associated with the quality and amountof

secondary schooling received. Adolescents in Sweden choose educational

tracks that are designed to prepare students for higher education or that
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are terminal. Adjusting for initial differences in IQ, Harnqvist estimated
that students who had the mostrigorous academic education gained .62
standard deviation units in intelligence relative to pupils who were as-
signed or chose less academic secondary school education. Harnqvist’s
conclusions are reasonable, however, they are not compelling. Individuals
whochose or were assigned to an academic track might have gained in IQ
even if they had been randomly assigned to a less rigorous academic
education. Consider two individuals with the same IQ whoelect to enter

different educational tracks at the secondary school level. The student
who chooses the academic track may like to read books more than the
individual who choosesa less academic track. Differences in intellectual
interests may be related to changes in IQ. Differences in IQ associated
with different educational experiences obtained in the Harnqvist study
maybe attributable to the effects of educational experiencesor to charac-
teristics of persons that led them to be assigned to different educational
experiences.

The problem ofself-selection for different educational experiences can-
not be overcomeeven with a study that controls for genetic differences.
Newmanetal. (1937) obtained correlations of .79 and .58 between dif-
ferences in the IQ scores of MZ twins reared apart and ratings of the
quality of their educational experiences using two different measures of
intelligence. The twin with the higher IQ was morelikely to havea better
education than the twin with the lowerIQ.It is reasonable to interpret
this finding as demonstrating an influence on the quality of education on
IQ scores. This interpretation is not compelling. Differences in IQ may
influence educational experiences. Differences in educational experi-
ences between MZ twins may be causedbydifferences in IQ rather than
the converse.
Cahan & Cohen (1989) used a “between-grade-level” approach to study

the influence of schooling on intelligence. They studied the influence of
schooling by comparing pupils in the same grade whodiffered in age with
pupils in different grades. The difference in test scores between the youn-
gest and the oldest child in a grade in an elementary school in which
children are assigned to grade level by chronological age is attributable to
the influence of age rather than amountof schooling. Differences in test
scores between the youngest child in a grade and the oldest child in the
immediately preceding lower grade are attributable to the influence of
amountof schooling. A 1-day difference in ages clearly will havea trivial
influence on differences in intelligence associated with grade-level as-
signment. Cahan and Cohen administeredtests of intelligenceto all chil-
dren attending Jerusalem’s Hebrewschools in the fourth, fifth, and sixth
grades. They excludedall students who were in grades that were inap-
propriate for their age level. Using a regression procedure they estimated
the effects of attending school for 1 year on test performance by noting
discontinuities in the regression of age on test scores associated with
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grade differences. The influence of age on test scores was estimated by
comparing individuals differing in age within the same grade. They com-
pared estimated gains in test performance associated with 1 year of age
and 1 year of schooling on 12 tests of intelligence. The average gain in test
scores associated with 1 year of age was .15 standard deviation units. The
comparable change for 1 year of schooling was .275 standard deviation
units. The averageratio of the effects of schooling divided by theeffects of
age was 2:21 for these 12 tests. These results clearly establish an influ-
ence of education on intellectual development. Schooling increases per-
formance on tests of intelligence independent of changes in age associ-
ated with schooling. These results extend findings associated with the
effects of formal schooling in third-world countries (see Scribner & Cole,
1981) to the effects of schooling in a technologically advanced society. In
addition, this result is compatible with other research on the influenceof
delayed or minimal schooling in isolated and deprived communities(see
Ceci, 1990, for a review of this literature).
Do variationsin the quality of schooling independent of the amountof

schooling influence IQ test scores? There are a numberof indirect studies
of this issue. Jencks (1972) summarized research on this issue and con-
cluded that variations among schools had a vanishingly small effect on
variations in cognitive abilities of students. Muchof this research deals
with what is learned in school as opposed to scores ontests of intel-
ligence. We shall review this literature and the controversies that it has
generated in Chapter 9, dealing with the relationship between intel-
ligence and whatis learned in schools. One of the studies reported by
Jencks deals with the effects of attendance in different high schools on
vocabulary test performance—a good measure of general intelligence.
Jencks used Project Talent data for this analysis (see Flanagan & Cooley,
1966). Data were obtained from 5000 students attending 91 different high
schools in the United States. The students were tested at the ninth and
twelfth grades. An average terminal level of performance for each school
was obtained. Variations between schools accounted for 10.7% of the

variance on academic achievement. An expected twelfth grade achieve-
ment score was obtained for each school by using a regression equation
that took into account ninth grade performance as well as information
about socioeconomic status and aspirations for education. These ex-
pected scores were related to twelfth grade obtained scores. Only 14% of
the between-school variance in twelfth grade performance was unex-
plained, implying that only 1.5% of the variance in differences in academ-
ic performance amongindividuals is attributable to the school that one
attends. This number is an upper-bound estimate of the influence of
secondary school attendance on changes in vocabulary. More effective
control for additional entry characteristics at the ninth grade that may
influence vocabulary growth could decrease this number. It is also the
case that school effects in one subject were not necessarily predictive of
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school success in a secondarea. A school that increased vocabulary more
than was expected onthebasis of the entry characteristics of its students
may not have been equally successful in increasing math skills. Jencks’s
analysis should be seen as beingrelative to variations in the schools
studied. More extreme variations amongschools, such as those in urban
ghettos or isolated rural communities, might have been associated with
larger variations in schooleffects. Also, these results tell us about varia-
tions associated with attendancein different comprehensive high schools
in the U.S. in a particular time period. It is possible to imagine variations
among secondary schools that are more extreme than thoseincluded in
the Project Talent sample. Private and parochial schools were not in-
cluded and schools that are based on variousradical approachesto educa-
tion were not studied. Jencks’s analysis indicates that variations in the
secondary comprehensivehigh schools that a student attends in the U.S.
are not likely to influence scores on tests of intelligence. The IQ score
that a student obtainsat the end of secondary education is largely predict-
able from knowledge of the IQ scores that the student has at the begin-
ning of secondary educationas well as other backgroundcharacteristicsof
the student.
Firkowska, Ostrowska, Sokolowska, Stein, Susser, & Wald (1978) relied

on a naturalistic experiment to studytheeffects of schooling on IQ. They
studied the population of all children born in 1963 living in the city of
Warsaw in Poland in 1974. The city had been rebuilt after World WarII
and families were assigned almost at random to housi.g and conse-
quently to schools. All of the subjects in their study were given the Raven
test. They obtained information about the education and occupation of
the parents of their subjects as well as information aboutdifferences in
the schools their subjects attended and the neighborhoods in which they
lived. The school characteristics included data about averageclasssize,
academic qualifications of the teachers in the school, and the percentage
of pupils repeating grades in the school. They also developed indices of
the social advantageof the neighborhoodsof their subjects. They obtained
data on theaccessibility of culturalfacilities and the demographic charac-
teristics of the neighborhood. Information about background charac-
teristics of pupils was used to predict scores on the Raven. Their results
are reported in Table 6.4. The data presented in Table 6.4 indicate that the
IQ scores of students were related to the occupational and educational
backgrounds of their parents. Knowledge of school characteristics and
neighborhood characteristics wastrivially related to IQ test scores. These
results should be considered cautiously. The appealof this study is that it
is based on a massive social experiment initiated by a Communist coun-
try that attemptedto allocate individuals of different social backgrounds
to different neighborhoods in a random fashion. Thevalidity of the ex-
periment derives from the assumption that allocation to schools and
neighborhoods approximated a random assignmentof individuals to con-
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TABLE 6.4 Multiple Correlation and Proportion of Variance in Raven

Scores Accounted for by District, Family, and School Variables in Three

Casual Models¢
 

 

Variance

Variable Multiple accounted for r2

Step entered correlation (r) (r2} Change

Model 1
1 District 126 01586 01586
2 School .147 02161 00575
3 Family 326 .10618 08485

Model 2
l School 115 01315 01315
2 Family 324 .10482 09168
3 District 326 .10618 | .00136

Model 3
1 Family 320 .10271 .10271

2 District 324 .10514 .00244

3 School 326 .10618 .00104
 

2Based on Firkowska, Ostrowsha, Sokolowska, Stein, Susser, & Wald (1978).

ditions. This ideological commitment would no doubt be accompanied by

an equally fervent attempt to create relatively equal educational oppor-

tunities for individuals attending different schools. If one assumesthat an

egalitarian society was able to assign individuals at random to schools,

then it is equally plausible to assumethat these schools would be sub-

stantially similar. And, under these conditions, one would not expect

variations in education to be substantially associated with intelligence

test scores. Whether schools that vary considerably in social composition

and educational programs would influence scores on intelligence tests

cannot be confidently determined from the results of the Firkowskaet al.

study.
Variations amongschools do not appear to be a major influence on IQ.

There are, however, other studies of changes in intelligence that indi-

rectly implicate variations in educationas beingcritical factors in produc-

ing differences in IQ. Jensen (1977) studied a sample of pupils attending

schools in rural Georgia. He used a sibling control study in which he

compared younger and older siblings in the same families on scores on

the California Test of Mental Maturity. He obtained different results for

black and white students in his sample. Among white students, there was

relatively little difference in test scores between younger and oldersib-

lings. The black students in the sample exhibited a linear decrease in IQ

as a function of age differences between siblings. Younger siblings had

higher test scores than older siblings in this sample. The regression line

predicted a 1.42-point decline in IQ per year of difference in age. The

cumulative effects of this decline between age 6 and 16 was approx-

imately a one-standard-deviation difference in IQ. Jensen attributed the
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declines in his black sample to environmental rather than genetic influ-
ences. He indicated that an early study (Jensen, 1974a) using the same
methodology in California failed to find evidence of differences in test
scores between younger and older siblings in a black sample. Heat-
tributed the differences he obtained in Georgia to the effects of a
cumulative deficit for individuals with extremely low socioeconomicsta-
tus. The environmental influences that may contribute to the decline
observed by Jensenare notisolated. Theeffects are not solely attributable
to the schools that these students attend. Presumably the white students
attended the sameschools as the black students and they did not exhibit
declines in IQ. Of course the educational experience of attending the
same schools may be quite different for white and black students. This
may be peculiarly relevant for the students studied by Jensen. The study
was published in 1977 and the average age of the students was 12 years.
Jensen does not state when the data werecollected, butit is quite likely
that the oldest students in his sample started school in the mid-1960s.
Schools in Georgia were segregated in the 1960s and the early school
experiencesof the older subjects in Jensen’s sample must have occurred in
a segregated schoolsettingor shortly after the endof segregated schooling
in this region of the United States. Whether these changes in the char-
acter of education experienced by these black students accountfor sibling
differences in IQ test scores is not known.

Jensen’s results are based on a small and isolated subsampleof the U.S.
population. There are studies demonstrating secular changes in IQ for
many industrialized countries. Flynn (1984) summarized data for the
United States that demonstrated secular increases in IQ. Using data from
various standardization samples of different versions of the Wechsler and
Binet tests, he estimated that IQ increased in the U.S. between 1932 and
1978 13.8 points. He subsequently extended this analysis to 14 indus-
trialized countries (Flynn, 1987). Table 6.5 presents his results. The gains
are widespread and substantial. They vary in magnitude for different
countries. Flynn calculated a value of 3 points per decade for the United
States. Lynn & Hampson (1986b) estimated increases of 1.71 points per
decade for Great Britain. They also estimated gains of 7.7 points per
decadefor Japan through the 1960s followed bya declining rate of gain in
IQ. Although someof the studies reviewed by Flynn maybe flawed and
subject to alternative interpretations, there are studies based on very large
relatively representative populations of male subjects who appearfor uni-
versal selective service examinations in The Netherlands, Belgium,
France, and Norwaythat leave little doubt that secular increases in test
scores have occurred.
There is no obvious or simple explanation for the increase in test

scores. Evidenceof increases in IQ observedin selective service examina-
tions administered to recruits in World War I and World War II were
explained by reference to changes in the amountof formal education(see
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Tuddenham, 1948). Increases in IQ are present for post-World WarII co-
horts that have not had substantial differences in the amountof educa-
tion that they havereceived.It is also interesting to note that the changes
are apparently larger on tests of fluid ability than they are on tests of
crystallized ability. For example, they appearto be larger on the Wechsler
performancetests than on the Wechsler verbal tests. Flynn estimated that
the median rate of gain per year for culture-reduced tests such as the
Raven is .588 IQ points compared to .374 points on verbal tests. He argued
that gains are more likely to be manifested on those tests that are as-
sumed to measure decontextualized problem-solving ability than on
those tests that come closer to measuring specific knowledge. Flynnar-
gued that increasesin scores on intelligence tests may occur even though
the quality of education is declining. He argued that declines in perfor-
mance on the SAT were occurring at the same time that gains were
occurring on tests of intelligence. The SAT required advanced academic
skills and he assumed that the quality of American secondary school
education was declining at the sametimethat intelligence as assessed by
tests of decontextualized problem-solving ability was increasing.
Lynn & Hampson (1986b) and Teasdale & Owen (1989) analyzed

changes in IQ for individuals with different IQ scores. Their analyses
indicate that gains were larger for low-scoring individuals than for high-
scoring individuals. Lynn and Hampsonreported that gainsin IQ in Brit-
ain varied with the age of the sample and the IQ of the sample. The
correlation between the increase in IQ on the Ravenfor different cohorts
and the age of the sample was.90 for individuals at the tenth percentile in
IQ scores. The comparable correlation for high-IQ individuals at the nine-
tieth percentile was —.56. Gains in IQ for 14-year-old individuals were 12
points for low-IQ individuals and 6 points for high-IQ individuals. Teas-
dale & Owen (1989) examined test scores for Danish military examina-
tions for individuals born between 1967 and 1969. They compared these
scores to scores obtained for cohorts born between 1939 and 1958. There
wasa significant increase in IQ for this cohort relative to cohorts born
earlier. The magnitudeof the increase varied inversely with IQ. The max-
imum gains occurred at the eleventh percentile and at the ninetieth per-
centile the curves converged. It is not knownif the results obtained by
Lynn and Hampsonfor England and by Teasdale and Owen for Denmark
are characteristic of IQ changes in other countries.

We can only speculate about the appropriate explanation for these phe-
nomena. Clearly, changes of this magnitude cannot be attributable to
genetic changes. Theyare notlikely to be explained by amountof educa-
tion. Changes in socioeconomic and occupationalstatusare notlikely to
provide satisfactory explanations. Teasdale and Owen argued that
changes in Danish schools with better provision for remedial education
explain the increase in IQ among low-scoring individuals. This hypoth-
esis is not incompatible with results showingthat increasesare larger for
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tests of what Flynn calls decontextualized abstract reasoning than for
tests of crystallized ability. Recall that Stankov found that Kvashchev’s
interventionled to larger increases ontestsoffluid ability than on tests of
crystallized ability. Scribner & Cole (1981) reviewed the effects of formal
schooling on cognitive ability and they found that formal schoolingled to
large increases in tests of fluid ability. Combining these speculations
leads to the hypothesis that changes in performanceon tests of intel-
ligence are associated with the quality of schooling. It is possible that an
increased egalitarian tendency in industrialized societies with improved
access to educational opportunities has increased the averageintellectual
ability of low-scoring IQ cohorts. It should be recognized that this hy-
pothesis is highly speculative. We need better data on changes in IQ in
different countries for different groups of individuals. And, it would be
extremely valuable to relate obtained changes in sociological and demo-
graphic indices as well as to analyses of educational policies and oppor-
tunities.
Lynn (1990a) argued that secular changesin intelligence are attribut-

able to nutrition. He indicated that secular changesin intelligence were
accompanied by comparable secular changesin height and head circum-
ference. These changes are probably attributable to changes innutrition.
Both height and head circumference have beenrelated to intelligence.
And, there is evidence that nutrition is related to intelligence. Lynn ar-
gued that educational changes and changesin intellectual stimulation
wereless plausible explanations for secular changesin intelligence since
the changes appearto be larger on nonverbal and fluid measuresof intel-
ligence than on verbal and crystallized measures ofintelligence. Hecited
evidence from adoption studies indicating that adoption in superior
homesinfluences verbal abilities more than nonverbal abilities. There-
fore, secular changes in intellectual stimulation should be manifested
more clearly on verbal measures than on nonverbal measuresof ability.
Lynn’s argument does not provide evidence against the hypothesis that
secular changes in intelligence could be attributable to educational
changes since there is evidence that educational interventions may
changefluid ability more than crystallized ability. Lynn’s arguments do
not, in my judgment, persuasively rule out an educational interpretation
of secular changes in intelligence. He has, however, persuasively argued
that nutritional changes may contribute to secular changes in intel-
ligence. In order to provide stronger evidence for his hypothesis it would
be necessary to obtain indices of secular changes in nutrition and height
and to relate these measuresto secular changesinintelligence in different
countries. It is interesting to note that Japan is a country that experienced
very large secular gains in intelligence for cohorts born before World War
II and large gains in intelligence. Whether secular changes in height and
nutrition in different countries are correlated with secular changes in
intelligence remains to be determined.
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Flynn argued that the secular changesin intelligence that he reported

indicated that intelligence tests were not good measuresof intelligence.

Changes of this magnitude in intelligence should be accompanied by

changes in academic achievementand in various indices of intellectual

accomplishmentif tests of intelligence are actually measures of intel-

ligence. Lynn (1990a) argued that Flynn’s argumentis not based on sys-

tematic evidence. It is possible that there are true secular changes in

indices of intellectual accomplishmentthat have not been studied.In this

connection he noted that the percentage of the population attending col-

lege increased in most countries. We need more systematic data about

secular changes in intellectual accomplishment that may or may not be
correlated with secular changesin intelligence.

Secular changesin intelligence remain mysterious. Nutrition and edu-

cational changes may be responsible. We have no explanation for these

changesthatis not speculative. And, we do not really knowif the changes

reflect true changesin the theoretical construct indexedbytests ofintel-

ligence. I believe, in common with Lynn, that a reasonably strong case

can be made that the index is a good measure of the construct andit is

unlikely that large changesin intelligence test scores could occurthat are

not accompanied by some change in the construct of which thetest is a

putative index.

WITHIN-FAMILY ENVIRONMENTAL
INFLUENCES

Behavior genetic research indicates that intelligence is influenced by the

within-family environment (Plomin & Daniels, 1987). In what follows I

will present some speculations about this source of variance in intel-

ligence.
We do know that there are conditions under whichtheintelligence of

siblings reared in the same family is not influenced at all by within-

family environmental variations. MZ twins reared together correlate in

IQ .86. The test-retest reliability of the measuresof intelligence used in

these studies is estimated to be .87. These data imply that the disattenu-

ated correlation in IQ for MZ twinsis close to unity. Thus there can be

few or no within-family environmentalinfluences on IQ forthis class of

siblings. It is also the case that DZ twin pairs are more alike in intel-

ligence than nontwinsibling pairs. Whatdoesthis tell us about theinflu-

ence of within-family environmental variation on intelligence? This

question may be answered in different ways. We have seen that quan-

titative behavior genetic analyses imply that twins experience environ-

ments that are more similar to each other than do other classes of sib-

lings. An analysis of the ways in which twins differ from other sibling
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pairs may provide clues to within-family variables that may influence
intelligence. Twins spend time together and have more extensive oppor-
tunities to interact with each other than do nontwinsiblings. The oppor-
tunity to interact extensively and to influence each other need not auto-
matically lead to identity on all traits among MZ twin pairs. MZ twins
exhibit correlations on measures of personality that are considerably
lower than the test-retest correlation of the tests (see Brody, 1988, Chap-
ter 3). Rose & Kaprio (1987) reported that MZ correlations for neuroticism
were positively related to the degree of contact of twin pairs. Among
female MZ pairs the correlations for neuroticism declined from .71 for
adult twins living together to .26 for MZ twins whorarely contacted each
other. Rose and Kaprio asserted that these findings imply that social
contacts between adult twins influence their personality and their degree
of similarity. An alternative interpretation of these findingsis possible.
Twins who are similar for whatever reason choose to maintain social
contact with each other. A longitudinal study is required to distinguish
between these alternative interpretations. Comparable data have not
been reported for MZ resemblancein intelligence. Thereis little evidence
that MZ correlations in intelligence are lower among adult MZ twins
than among younger twin pairs. For example, Tambset al. (1984) reported
MZcorrelationsof .88 for a sample of adult MZ twins on the WAIS. Adult
MZ twin pairs experience less intimate contact than younger MZ twin

pairs. The decrease in social contact that tends to accompany adult twin
experience does not appear to result in a decrease in resemblance in
intelligence. It is possible that the extended social contact experienced by
MZ twins during childhood creates similarity in IQ and this similarity
then persists through the adult years. This interpretation is contradicted
by other data indicating that IQ resemblance for biologically unrelated
individuals living in the same family decreasesas children living together
grow older. Alternatively, it could be argued that the increased social
contact characteristic of MZ twinsis not of substantial relevance in pro-
ducing IQ resemblancesince variations in social contact that occurafter
the twins leave home do not decrease IQ resemblance.

There are additional data that suggest that social contact among twin
pairs is not a major factor in determining their resemblance in IQ. DZ
twin pairs appear to be more alike in IQ than nontwinsiblings. Opposite-
sex DZ twin pairs are as similar as same-sex DZ twinpairs. I assumethat
opposite-sex DZ twin pairs have less social contact that same-sex DZ
twin pairs. This implies that variations in social contact do not determine
the degree of resemblance of twin pairs in intelligence.
Although there is considerable uncertainty aboutall of this, it does not

appear that a strong case can be madefortherole of social contact as a
factor in producing IQ resemblance among twins. What other factors
might differentiate twins from nontwin siblings? Perhaps the most ob-
vious difference between twin and nontwinsibling pairs is that they differ
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in age. In most studies of resemblance among family members in IQ,
twinsare usually tested at the same age. Nontwinsibling correlations are
influenced by sourcesof variance that do not influence twin correlations
attributable to age variations. Wilson (1983) reported that changes in
childhood intelligence were heritable. He found that changes in IQ were
more highly correlated among MZ twin pairs than among DZ twins.
Spurts and declines in scores on childhood indices of IQ appear to be
heritable. It is not clear if these effects are present in older children. The
presence of heritable developmental changes in IQ suggests that dif-
ferences between DZ twin correlations and nontwinsibling correlations
in intelligence may be influenced by genetic characteristics. A critical
test of this hypothesis could be obtained by varying the age of testing of
siblings. Differences in the correlations between nontwinsiblings and DZ
twins ought to decrease if nontwin siblings are tested at the sameage.

Variations in the age of testing of nontwin siblings may introduce
“time-of-testing” variance. Social changes characteristic of different
times of testing may influence test scores. Controls for time-of-testing
effects still leave secular changes in IQ as a potential source of variance
that could causedifferences in IQ resemblance of nontwinsiblings thatis
not present in twin data. The influenceof this variable is not likely to be
large. Secular changesare usually reported to be 2 to 3 points per decade.
IQ scores are usually determinedin termsof the relationship between an
individual’s score and the score of his or her age cohorts. Appropriate
renormingof IQ scores is not done on a yearly basis. Failure to adjust IQ
scores annually for cohort effects will produce changes in IQ that could
decrease the resemblance of nontwinsiblings. In addition, if one uses a
measureof intelligence that is not cohort normed, such as the Raventest,
secular influences may contribute to IQ differences among nontwin sib-
lings. It should be realized that secular influences are not likely to have
dramatic within-family effects on IQ. Secular changes in IQ of 2 to 3
points per decadeare not likely to be a major source of variance between
siblings who have small differences in their ages.

It is possible to study within-family environmental differences using
the same variables used to study between-family environmental dif-
ferences. In order to do this it is necessary to study variations among
individuals reared in the same home. Consider some possible ways in
which this might be done. Thereis a large literature on the relationship
between the socioeconomicstatus of parents andthe IQ of their children.
The socioeconomicstatusof a family is not invariant. Siblings who differ
in age may have parents whose socioeconomic statusdiffers at different
stages of their development. We have examined whether variations in
schools that one attends influence intelligence. Siblings in the same fam-
ily may not attend the same schools. Siblings in the same family may be
socialized in different ways. Temperamentaldifferences between children
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may influence the quantity and quality of parental interaction. The
amountoftime that a parent spends with a child may vary with changes
in family circumstances. A mother may be employed during the pre-
school years of one of her children and remain at home during the pre-
school-age years of a second child.It is obviousthat virtually any variable
that has been studied as a potential source of between-family environ-
mental influence on intelligence can be studied as a within-family en-
vironmental influence by studying differences between children reared in
the same family.
There are few if any studies that I am aware of that attempt torelate

within-family environmental differences to differences in intelligence
amongsiblings reared together. We can only speculate about the viability
of this research strategy. An argument can be developed that studies of
variations within families based on an examination of the variables that
are used to characterize differences between families will not provide
information about the characteristics of the within-family environment
that influence intelligence. Consider socioeconomic status. White (1982)
performed a meta-analysis of studies relating socioeconomic background
and IQ. Hereported that the correlation between parental socioeconom-
ic status and the IQ of a studentis .33. Some portion, perhaps a substan-
tial portion, of that variance is attributable to genetic influences. The
between-family influence of socioeconomic status on IQ on White’s
analysis accounts for 10% of the variance in IQ. Disputes exist, aS we
have seen, about the extent to which this correlation is mediated genet-
ically, and one can argue whetherparental socioeconomicstatus has any
influence on IQ that is independent of a genetic relationship between
parent and child for postadolescent individuals. Whatever one’s position
on this issue, it is clear that variations between siblings in the so-
cioeconomicstatus of their parents at different stages of their develop-
mentare likely to be small relative to variations between families. And,if
variations in socioeconomic status between families have a vanishingly
small influence on IQ, then it is unlikely that the much smaller varia-
tions within families will have a large influence on IQ. And, even where
families experience drastic changes in their socioeconomic status, there
is a Carry-over in someof the characteristics associated with theirpre-
vious status. A well-educated parent whose occupational status changes
from upper middle class to lower class is unlikely to adopt all of the
mannerismsandsocialcharacteristics of his or her newly acquired social
status. Literature andlife histories are filled with examplesof individuals
whose social status changes over the course of their lifetime and who
continue to maintain the vestiges of attitudes and mannerismsthat are
appropriate to a previous social status. Think of D. H. Lawrence’s auto-
biographical novel, “Sons and Lovers.” Manyof the characteristics of Paul
(the character whorepresents D. H. Lawrence)are traced to the influence
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of his mother, whoseattitudes and behaviorsreflect the residual effects of

a childhood socioeconomic background that is higher than that of her

husband, whois a miner.

In order to study within-family environmental influences using those

variables that are assumedto contribute to between-family environmen-

tal influences on intelligence it would appear to be necessary to identify

variables that fulfill two criteria: (1) Variations must exist both between

families and within families on the variable; and (2) there must beevi-

dence that between-family variancerelates to variations in intelligence.

The secondcriterion is not easily fulfilled. Are there any between-family

environmental variables that relate to the intelligence of older indi-

viduals that are independent of genetic influences? The answerto this

rhetorical questionsis not self-evident. The only variable that I can think

of is the secular variable studied by Flynn.

It is possible to study within-family environmentalinfluenceson intel-

ligence using variables that are not derived from the study of between-

family environmental variables. Birth order is the classic example of a

within-family environmental variable. It is also the only within-family

environmental variable for which an explicit theoretical model exists

relating variations in birth order and birth spacing to intelligence. Zajonc

& Marcus (1975; Zajonc, 1976) developed the “confluence” modelto ex-

plain data collected by Belmont & Marolla (1973) from a population of

Dutch selective service registrants relating family size and birth order to

intelligence. The data they analyzed are presented in Fig. 6.1. These data

present scores on the Raventest as a function of the size of one’s family

and birth order within the family. There are several features of the data in

Fig. 6.1 that are noteworthy. Excluding only children, performance on the

Raven declines as the family size increases. Performance on the Raven

decreasesas birth order increases. This latter generalization is violated by

data for families within eight and nine members, where the next-to-last

sibling has higher performance than the preceding sibling. The function

relating birth order to family size is quadratic. The differences between

birth orders exhibit smaller declines with the exceptionof thelast sibling.

Last siblings exhibit large drops in performance. Only children score close

to the level of firstborn children in families of four.

Zajonc and Markus explained these data by making assumptions about

the impact of the intellectual atmosphere of family members on the

developmentof intelligence. They assumedthat the impactof the family

environment onintelligence was a positive function of the average level

of intelligence of members of a family. They assumed that a newborn

child has zero intelligence. If each of that child’s parents has an average

intelligence of 100, the average family intellectual environmentexperi-

enced by that child at birth is 66.67—the average valueof the intelligence

of each of the members of the family including the child. If the child is

born into a family with a single adult caretaker of average intelligence,
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FIGURE6.1 Birth order, family size, and intelligence. (Based on Zajonc & Markus, 1975.)

the average intellectual level of the family would be 50, leading to the
prediction that children reared in families with a single adult caretaker
would on average have lowerintelligence than children reared in families
with two or more adult caretakers. If a second child is born into a family
with two adult caretakers with an IQ of 100 and an older sibling who has
reached half of an adult level of intelligence of 100, the average value of
the intellectual environmentaffecting that child will be 62.5 (the average
of 100, 100, 50, and 0). Note that the second child of a two-parent family
tends to have an environmentthat is assumedto beless favorable for the
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development of intelligence than the first child in that family. These
differences, depending on parametric assumptions, could be reversedif
the birth of a secondchild in a family is delayed. If the second child in the

example above is born whenthefirst sibling has attained three-fourths of

his or her adult intelligence, the second child’s family environmentwill

be more favorable for the development of intelligence than thefirst

child’s environment. Therefore, the spacing of children becomesa critical

variable in the model. The assumption that the average level of environ-

mentinfluencing a child’s intellectual developmentis a function of the

average level of intelligence of all of the members of a family explains

several features of the data in Fig. 6.1. Large families tend to have more

individuals who have not attained their terminal levels of intelligence

and therefore the average level of intelligence of family members tends to

be lower in large than in small families. In effect, the parent’s mature

intellectual development is diluted by the presence of many children.

Later-born children tend to experience the diluting effect of the averaging

of children with adults at a more intense level than early-born children.

There are simply more children present, decreasing the intellectual level

of the family with each successive birth in the family. The quadratic

function (excluding the last-born child) relating birth orderto intelligence

is explained by noting that the proportional decline associated with the

addition of a new child decreases for each successive child. In addition,

youngerchildren in large families are older at the birth of each succeeding

sibling and their average intelligence level is therefore higher. The as-

sumption that the impact of the family environment on the child is a

function of the average intellectual level of the family does not explain

the precipitous decline for the last-born child in each family. Nor does it

explain the anomalousposition of the only child, who might be expected

to have a more favorable environmentfor the developmentof intelligence

than siblings in any other family configuration. In order to explain these

last two characteristics of the data in Fig. 6.1, Zajonc and Marcus as-

sumed that children benefit from the opportunity to teach youngersib-

lings. Only children and last-born children are deprived of this oppor-

tunity and hence, uniquely amongall other siblings, experience a decline

in intelligence attributable to an inability to teach their youngersiblings.

Although confluence theory is able to explain, in a general way, several

features of the Dutch data, it should be noted that birth-order effects and

family-size effects are relatively small. The data presented in Fig. 6.1 are

aggregated data presenting meansfora very large population. At the indi-

vidual level, birth order and family size explain a relatively small portion

of the variance in test performance. Stein, Susser, Saenger, & Marolla

(1975) reported that the correlation between birth order and Ravenperfor-

mance was .10 and betweenfamily size and the Raven was.24. This latter

correlation maynotbe attributable to the influence of the environment.

Individuals who decide to have different sized families may differ genet-
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ically. Family size may be positively or inversely related to social class.
The appropriate controlfor a study of the environmental impactof family
size involves studying children whose parents have the same intelligence
but differ in family size.
The confluence model was developed to explain the data presented in

Fig. 6.1. In several respects these data do notprovide an ideal test of the
model. The data do not permit one to test hypotheses aboutsingle par-
ents and spacing. The data as presented are aggregated over social class.
Family size is, as we havenoted, a between-family variable. Some attempt
should be madeto control for differences in parental characteristics be-
fore examining the effects of family size. Birth order, by contrast, is a
within-family effect and should be tested by within-family data analyses
that contrast siblings in the same family. Marjoribanks & Walberg (1975)
demonstrated that the curves in Fig. 6.1 were not the samefor different
social classes. They divided the Dutch selective service data into three
social class groups and demonstrated that the functions relating family
size and birth order to intelligence differed in each of the groups. For
example, in the lowest socioeconomic group there wasa slight increase in
IQ as family size increased. The confluence model assumesthat the en-
vironmental influences of these variables should be invariant and there-
fore should notlead to different results for families with different social
backgroundsunlessthere are differences in birth spacing that are related
to social class or differences in the presence of caretakers whoare hired or
who are members of an extended family. Without additional ad hoc as-
sumptions, the confluence model cannot explain the separate functions
for different social classes obtained by Marjoribanks and Walberg for the
original data set used to derive the model.

Several investigators obtained data on family size and birth order that
they claimed could not be explained by confluence theory. Brackbill &
Nichols (1982) obtained Stanford—Binet and Wechsler IQ test scoresfor a
sample of 53,000 children participating in a study of the effects of pre-
natal and perinatal events on development. They tested five hypotheses
derived from confluence theory.

1. Children in father-absent homes will have lower IQs than children
reared in homesin whichboth parentsare present. Their data for black
and white children on the Binet test administered when the children
were age 4 and on the Wechsler test administered whenthe children
were age 7 supportedthis prediction. Thebiserial correlations between
the dichotomousfather-absentor father-present variable and IQ scores
ranged from .07 to .12 in their black and white samples for both of
these tests. When they controlled for social class differences, the cor-
relations became negative, ranging from —.02 to —.06. These data sug-
gest that father absence hasa slight positive influence on IQ when
social class differences are controlled.
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2. Single surviving twins will have a higher IQ than surviving twin pairs.

It is known that twins have lower IQs than singletons. Confluence

theory explains this phenomenon by appeal to the decrease of the

average family intellectual environmentassociated with the birth of

twins as opposed to singletons. Brackbill and Nichols foundthat sur-

viving members of twin pairs reared as singletons were notsignifi-

cantly higherin IQ than twins in which both membersof the twin pair

survived. For the sample of black twins, single surviving members of

twin pairs had lower IQ (but not significantly lower) than twins be-

longing to pairs in which both membersof the twin pair survived.

3. Confluence theory predicts that as birth interval increases the effects

of family size on ability should decrease. The data obtained by

Brackbill and Nichols provided support for this prediction. After con-

trolling for socioeconomic status, both birth order and the interval

between births were related to intelligence. Later-born children had

higher intelligence and children born with long intervals between

births had higher IQ.

4. Only children are expected to score lower in IQ than the firstborn

children of small families. Brackbill and Nichols used a regression

technique to predict the expected value of an only child’s IQ from

regressions of birth order and family size on IQ. There were no dif-

ferences between expected and obtained IQs. Only children did not

exhibit the expected decrement in IQ because of inability to teach

other children.

5. Children reared in homes with an extended family and additional

adults should have higher IQs than children reared in families with

two adults. There were nosignificant differences in intelligence be-

tween children reared in homes with more than two adults and chil-

dren reared in homes with two adults.

Brackbill and Nichols’s tests of the confluence of model failed to pro-

vide support for the assumptionsof the model. Theyattribute their nega-

tive results partially to their ability to control for social class differences.

The failure to find significant effects for father absence or for extended

families implies that the average level of intellectual stimulation in the

homecannotbe calculated from averages derived from the compositionof

the family. Any parametric version of confluence theory implies that the

numberof adults present in the homeinfluencesthe intellectual develop-

mentof the child. If the central assumption of confluence theory is incor-

rect, how are we to explain those findings that indicate that birth order

and birth spacing may influence intelligence? Brackbill and Nichols indi-

cated that obstetrical and epidemiological studies reported that short

birth intervals are adversely related to several indices of pregnancy out-

comeincluding mortality and birth weight. Therefore, the effects of birth

spacing may be mediated by prenatal events.
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Gailbraith (1982b) studied Mormonstudentsat Brigham Young Univer-
sity and obtained results that were not easily explained by a confluence
model. Gailbraith found that average performance on the American Col-
lege Test used for admissionsat Brigham Young University waspositively
related to family size. He did find evidencethat birth order within family
size was inversely related to test scores. These differences were notrelat-
ed to birth spacing. Berbaum, Marcus, & Zajonc (1982) argued that the
distinctive pattern of results obtained by Gailbraith was attributable to
the use of a Mormon sample. Mormonsvaluelarge families and empha-
size the importanceof providing attention to each of their children. The
effects of these socialization practices may be interpreted in termsof the
central explanatory mechanism of the confluence model. It should be
noted, however, that the appealto distinctive socialization practicesdissi-
pates the quantitative elegance of the model and suggests that one cannot
specify the effects of family composition variables on intellectual devel-
opment without additional information about family socialization prac-
tices.

Zajonc, Markus, & Markus (1979; see also Berbaum & Moreland, 1980,
Marcus & Zajonc, 1977; Zajonc, 1983; Zajonc & Bargh, 1980) developed a
numberof modifications in the model and attempted to explain several
large-scale data sets relating family size and birth orderto intelligence.
Gailbraith (1982a,b; 1983) was able to show thatthe various mathematical
models developed by Zajonc and his collaborators led to unreasonable
results and were not necessarily internally consistent (see also Berbaum
et al., 1982). One difficulty in assessing the confluence model is that
critical tests of the model require oneto assess the impact of the family
environment on a child at several different times. Family composition
may change in any of several ways: New children enter a family, older
children may leave home, adult caretakers may change through divorce
and separation, and changesin the presence and absence of membersof a
child’s extended family can occur. All of these changeswill change the
average intellectual level of members of a family and should influence the
child’s intellectual development according to confluence theory. Large-
scale data sets assessing changes in family composition and changes in
intelligence in a longitudinal design do notexist. Therefore, critical tests
of the confluence model based on the most appropriate data sets have not
been done.
This brief review of the confluence model leads to several tentative

conclusions. Theeffects of birth order and family size are small and after
controlling for socioeconomicstatus are not invariably present. The exact
relationship between these variables andintelligence mayvary in differ-
ent social groups. Someof these differences are probably attributable to
between-family differences that determine decisions about family size
and spacing between children. The central assumption of confluencethe-
ory about the impact of family environment on the child’s intelligence
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appearsto be contradicted by several findings in the literature. All of this

suggests that the composition of the family is not an important determi-

nant of the intelligence of a child.

There are manyotherpotential differences in the treatmentof children

within the same family. Parents may favor one child over another. Sibling

interactions may influence development. Each child may occupy a unique

position within the family. We know very little about the systematic

influence of these variables. Daniels & Plomin (1985) developed an in-

ventory to assess differences in sibling experiences. The relationship be-

tween these differences in perception of treatment and differences in

intelligence has not, to my knowledge, been studied. In addition to dif-

ferences in experiences within the context of the family, siblings may

differ with respect to extrafamilial influences. Siblings may havedifferent

friends and this could influence the developmentofintelligence.It is also

possible that many of the within-family environmental influences on

intelligence are virtually idiosyncratic. Intelligence may be influenced by

many unpredictable events that occurin a virtually random fashion. Ev-

erything from illnesses, to books read, to the influence of charismatic

adults such as teachersorreligious leaders might changethe activities of

an individual and influence scores on a test of intelligence. These influ-

ences maybeidiographic, i.e., they may be important influences in an

individual life but not necessarily in the lives of many individuals. It

should be apparent that we do not know very muchabout within-family

environmental influences on intelligence other than that they appear to

be important.

THE BIOLOGICAL ENVIRONMENT

AND INTELLIGENCE

Intelligence may be influenced by biological events. Illnesses, prenatal

experiences, the effects of birth and delivery, and nutrition are amongthe

biological events that have been assumedto influence intelligence. One

impetus to the study of the influence of the biologic environment came

from the hypothesis of “the continuum of reproductive casualty” (Pas-

samanick & Knobloch, 1966). This hypothesis implies that there is a

continuum of the effects of prenatal events and the birth process that

have enduring neurological consequences. Individuals without obvious

neurological disease may in subtle ways be influenced by the conse-

quencesof prenatal events and the birth process. Birch & Gussow (1970)

argued that the relationship between social class and intelligence might

be influenced by the biological environment. They argued that inade-

quate prenatal care and nutrition might influence the developmentof

intelligence and school failure. It is difficult to study the influence of
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such events since they are correlated with a numberof parental charac-

teristics that may influence intelligence. Parents who are notlikely to
obtain adequateprenatalcare for their children may be genetically differ-
ent from parents who do obtain adequateprenatal care, and they may be
less likely to provide their children with an optimal intellectual environ-
ment than parents who obtain adequate prenatal care for their children.
This problem maybe circumvented by controlling for variables that may
be correlated with biological variables that influenceintelligence. A good
example of this strategy can be found in the Collaborative Perinatal Pro-
ject, a large-scale study of the influences of the biological status of the
child at birth on the developmentof intelligence (Broman, Nichols, &
Kennedy, 1975). Data on the status of a child at birth for 132 variables
were obtained for over 50,000 newborn children. The data includedinfor-
mation about birth weight as well as birth complications obtained from
hospital records. Information aboutthe social background of the family
was included. The children were given IQ tests at ages 4 and 7. Broman et
al. (1975) performed a series of regression analyses predicting age 4 Stan-
ford—Binet IQ test scores for the children in their sample. In one of their
analyses they entered mother’s education and socioeconomicstatusprior
to a consideration of all other variables including all of the information
about the biological status of the child at birth. Table 6.6 presents the
results of these regression analyses considered separately for four sub-
samples based on a division of the total sample by race and gender. These
data indicate that information about mother’s education and so-
cioeconomic status predicts somewhere between 6 and 18% of the vari-
ance in childhood IQ in the four subsamples of the Collaborative Per-
inatal Project. Additional information about the biological status of the
child at birth as well as other aspects of the family medical history may
add 3 to 4% more predictive variance to the ability to predict 4-year-olds’
IQ scores. Very few of the variables that measuredthe status of the neo-
nate were predictively related to IQ at 4 years of age. Amongthe variables
that were significantly related to IQ at age 4 in both black and white
subsamples werebirth weight, birth length, and head circumference. The

TABLE 6.6 Stepwise Regression Analysis in Four Samples Relating
Prenatal and Neonatal Variables to IQ at Age 42
 

 

Contribution of mother’s Final contribution

education and socio- consideringall other

economicstatus significant variables
Sample (r) (7)

White male 42 46
White female 42 47

Black male 25 | .30

Black female .28 34
 

“Based on Broman, Nichols, & Kennedy(1975).
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correlations for these three variables in these two samples ranged from
.06 to .11. Three othervariables characterizing the biological status of the
neonate were predictively related to IQ in both black and white sam-
ples—evidence of neonatal brain abnormality, neonatal serum bilirubin,
and neonatalrespiratory distress. The correlation for these three variables
and IQ in black and white samples ranged from —.03 to —.09. These data
indicate that information about the biological status of the child at birth
is only weakly related to his or her 4-year-old IQ. And, after controlling
for mother’s education and socioeconomicstatus, all of the information
considered collectively does not add appreciably to ability to predict IQ.
The interpretation of the regression analyses reported by Bromanetal.

(1975)is difficult. The contribution of the biological status of the neonate
to the development of childhood IQ may be overestimated or underesti-
mated by the regression analyses summarized in Table 6.6. The control
for the socioeconomic status of the mother maybeinterpretedas an over-
or an undercontrol for relevant background variables. Mothers whoare
impoverished may have less adequate access to prenatal care than more
privileged mothers. Inadequate prenatal care mayincreasethe probability
that the biological status of the neonate will be impaired. A control for
the socioeconomic status of the mother thus maycontrol for variables
that influence the biological status of the neonate and thus maybe con-
sidered to be an overcontrol for relevant variables. On the other hand, the
control for socioeconomic characteristics of mothers may fail to control
for genetic differences that influence the ability of mothers to gain access
to prenatalcare.It is difficult to know whetherthevariables entered into
the regression equation prior to a consideration of the influenceof vari-
ables that reflect the biological status of the neonate are appropriate
control variables. In any case, the simple uncorrected correlations be-
tween biological variables and IQ are very low. Few account for more than
1% of the variance in IQ. It should be noted that in individual instances

these variables may have a large impact on the developmentof a particu-
lar child. Children with very low birth weight may be neurologically
impaired and the consequencesof this impairment mayinfluence their
intellectual development(see Drillien, 1964). In a large and representative
sample these variables do not account for a substantial portion of the
variance in IQ.

Streissguth, Barr, Sampson, Darby, & Martin (1990) studied the effects
of prenatal alcohol exposure on the developmentof intelligence. They
used an interview methodto assess alcohol use of women in the fifth
month of pregnancy in a predominantly middle class sample. After con-
trolling for educational backgroundsof the parents as well as a numberof
other potential influences on JQ, they found that their measureof fetal

alcohol exposure correlated —.11 with a Wechsler test of intelligence
administered when the children were4 years of age. They also studied the
effects of smoking and aspirin ingestion during pregnancy on childhood
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IQ. Smoking was unrelated to IQ but aspirin ingestion was inversely
related to childhood IQ. Their measureof aspirin use correlated with IQ
—.12 after adjusting for differences in parental educational level. The
decrease in IQ associated with alcohol ingestion does not appear to be
attributable to differences in the postnatal environment. The HomeIn-
ventory was administered and wasfoundto be unrelated to alcohol inges-
tion during pregnancy. A division of the sample of mothers into two
groups on thebasis of alcohol ingestion was associated with a 4.8-point
difference in IQ. Data indicating whethertheeffects of prenatal alcohol
exposure decline or persist for measures of intelligence beyond early
childhood have not been reported. While the effects of alcohol exposure
may be small, they are only one of several possible teratogenic influences
on intelligence. The cumulative effects of all of the potential influences
of the biological environmenton the child may belarge.
The Collaborative Perinatal Project focused on the biological status of

the neonate. Otherstudies of the influenceof the biological environment
on intelligence have considered measures of the biological environment
that are notrestricted in their impact to the prenatal period and the birth
process. There has been considerable controversy about the influenceof
lead exposure on intelligence (see Lansdown & Yule, 1986; Needleman,
Gunnoe, Leviton, Reed, Peresie, Maher, & Barrett, 1979; Smith, 1985).
Moreextensive research with large samples appears to have documented
a Clear effect of exposure to environmental lead on intelligence. Fulton,
Thomson, Hunter, Raab, Laxen, & Hepburn (1987) administered an intel-
ligence test to 501 children 6 to 9 years of age in Edinburgh and obtained
blood samples permitting them to measurelead concentrations. Informa-
tion about the social and academic backgroundof the children’s parents
was also obtained. Edinburgh was chosen asa site for investigation be-
cause of the presence of a large numberof houses with lead plumbing.
The sample was divided into deciles on the basis of lead concentrations.
There was a linear dose-responseeffect. Adjusting for parental social
backgroundandotherrelevant variables, children in the highest decile of
lead concentration in their blood had IQ scores that were .43 standard
deviations lower than children in the lowest decline of lead concentration
in their blood. Lead concentrations in the blood accountedfor less than
half of 1% of the variance in IQ. Therefore, they clearly are not a major
source of variance in IQ scores. At the same time these data clearly
indicate that high levels of exposure to lead do depress IQ test scores.
McMichael, Baghurst, Wigg, Vimpani, Robertson, & Roberts (1988) re-

ported analogousresults in a study conductedin Port Pirie, Australia, an
industrial town with a lead-smelting plant and high levels of lead pollu-
tion. They obtained measuresof lead concentration in the blood at birth
and at periodic intervals for a sample of 548 children. In addition, they
administered the McCarthytest of intelligence to these children at age 4
and they obtained Wechsler maternal IQ scores as well as data on the
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Home measure as well as a numberof other parental background indices.
They found a linear dose-responseeffect for lead concentration and IQ.
Adjusting for background covariates, the optimal regression line suggests
that children with the highest lead concentrations in their blood would
have an IQ that was approximately 1 standard deviation lower than chil-
dren with the lowest lead concentrations. The strongest effects for mea-
sures of lead concentrations were obtained for measures that integrated
observations taken at several different periods in the child’s life. This is
compatible with the notion that the effects of lead exposure are
cumulative and a constant high level of exposure to lead has a more
deleterious effect on IQ scores than high-level exposure at one period in a
child’s life.
The results of the McMichael et al. and Fulton et al. studies provide

clear evidence that exposure to highlevels of lead in the environment has
an adverse impacton the developmentof intelligence. Whethertheeffects
persist beyond early childhood is not known, but there is no obvious
reason to believe that the effects of lead exposure, if constant, would
dissipate. The range of covariates usedin both of these studiesis large and
it is unlikely that the effects of lead concentrations are artifactual.

Variations in nutrition may be an additional environmental influence
on IQ. Children whoare extremely malnourished tend to have low IQ (see
Stein & Kassab, 1970). Studies of malnourished children tell us relatively
little about the influence of nutrition on intelligence since clinical mal-
nutrition is invariably accompanied by neglect, poverty, poor schooling,
and a host of other variables that might have a negative impact on the
developmentof intelligence. Even studies that have used sibling controls
and compared children whoare malnourished with their siblings whoare
relatively better nourished are not critical. Children whoreceivedifferent
amounts of nutrition within the same family may betreated differently
by their parents in many ways other than in the amountof food they
receive. We shall examineseveral different attemptsto isolate nutritional
variables and to study their impact on intelligence.

Stein et al. (1975) studied selective service registrants in Holland who
had experienced famineprenatally. Approximately one-half of the popula-
tion of The Netherlands experienced a severe famine during World WarII.
Stein et al. obtained military induction tapes for over 400,000 male 19
year olds whowere born during the period of the famine. They compared
Raven test scores for individuals who experienced famine conditions at
different prenatal and postnatal periods. By noting place of birth they were
able to compare individuals born at the same time who did not experience
prenatal famine conditions. They found no effects of famine exposure on
Ravenscores at age 19. There waslittle doubt that their subjects experi-
enced severe prenatal malnutrition. While pregnant women might have
received more food than other individuals in the famine area, there was
evidence of depressed birth weights and excessfetal mortality attributed
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to the famine conditions. It is possible that the parents who were more
resourceful were able to obtain more food and that the surviving children
were a biased nonrepresentative sample of the potential population of
children who would have survived in nonfamine conditions. This hypoth-
esis cannot be tested. Whatis clear is that the presence of inadequate
prenatal nutrition did not have a detectable effect on IQ under conditions
in which adequate nutrition was provided postnatally.
Although the Dutch famine study suggests that prenatal nutrition is

not a critical influence on intelligence, there are other data that suggest
that prenatal nutrition may influenceintelligence. Lynn (1990a,in press)
reviewed studies of MZ twins that obtained data on birth-weight dif-
ferences and differences in intelligence. He found seven studies of this
kind. In each study the MZ twins whowere heavierat birth had higher
IQs than their lighter twins. The differences across the studies ranged
from 1.9 to 9.0 points in IQ. The birth-weight differences are reasonably
attributable to differences in the adequacyof prenatal nutrition. There-
fore, these data are compatible with the assumption that variations in
prenatal nutrition influence IQ.

Winick, Meyer, & Harris (1975) compared the IQs of three groupsof
Korean children who were adopted by Americanparents before age 3. The
children were divided into groups on thebasis of an estimate of how well
nourished they were at the time of adoption. At age 10 the children who
were assumed to be malnourished (they were below thethird percentile of
Korean normsfor height) had IQs that were 10 points lower than the
children judged to be well nourished. It is possible that the poorly nour-
ished children differed in a numberof other respects from the well-nour-
ished children.
Rush, Stein, & Susser (1980) used a experimental design with random

assignmentof subjects to conditions to study theeffects of prenatal di-
etary supplements on development. They randomly assigned black preg-
nant women thoughtto beat high risk for delivering a low birth-weight
babies to one of three groups—a group receiving a high-protein liquid
supplement, a group receiving a high-calorie liquid supplement, or a con-
trol group. Rush, Stein, Susser, & Brody (1980) tested the children result-
ing from these pregnancies at age 1 on a visual habituation task. They
found that the children whose mothers received liquid protein supple-
ments habituated morerapidly and exhibited larger response recovery to a
change in the visual stimulation pattern than children whose mothers
received a high-calorie dietary supplementor were in the control group.
The differences in these habituation indices were approximately one-
quarter of a standard deviation. Since the design involved a moderately
large sample (N = 376for the habituation measures) and a random assign-
ment of women to conditions we can be reasonably sure that theeffects
are attributable to the influence of prenatal nutrition. The long-term
consequencesof the effects of protein supplementation of prenatal diet
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were not investigated in this study. Research reviewed in Chapter3 indi-
cates that indices of habituation are correlated with IQ test scores up to
age 7. If we assumethattheeffects of the changes in habituation observed
by Rush and colleagues are related to later IQ in the usual manner (r =
approximately .5) this would imply that prenatal protein dietary supple-
mentation could have increased IQ by about an eighth of a standard
deviation. Since these children were not tested after age 1 this account
remains speculative. It is interesting to note that the changes in visual
habituation as a result of prenatal protein supplementation in this study
were obtained in a sample that was notclinically malnourished.

Schoenthaler, Amos, Eysenck, Peritz, & Yudkin (1991) reported the
results of a randomizedtrial of vitamin and mineral supplementsfor a
sample of 615 California eighth grade students. The students were as-
signed to one of four groups who received either a placebo or dietary
supplements that contained supplementation of 50, 100, or 200% of the
USDAdietary guidelines for these nutrients for 13 weeks. All subjects
were given Wechslertests prior to the start of the experiment and at the
conclusion of the study. All of the groups exhibited equal gains onretest-
ing on the verbal part of the tests (approximately 2-point gains). Table 6.7
presents the results for changes in nonverbal intelligence on the WISC.
An examination of these data indicates that the supplemented groups
gained more than the placebo groups. The results indicate that the dose
effects were not linear—the 100% supplemented groups exhibited the
largest gains andstatistical tests indicated that only this group wassignif-
icantly better than the placebo groups. If we average the results for the
three supplementedgroups, it appears that the supplemented groups were

approximately .29 standard deviations higher in nonverbal intelligence
than the placebo group. There was some evidence that the changes in
intelligence were associated with changes in academic performance. The
100% supplemented group gained more thanthe placebo groupin perfor-
manceon the California test of basic skills in such areas as math, reading
comprehension, and science.

Theresults of the Schoenthaleret al. study are promising. The duration

TABLE 6.7 Changes in Performance IQ on the
WISC for Different Nutritional Supplement

 

 

Groups?

Group Mean* SD N

Placebo 8.9 7.3 100
50% Supplement 10.1 8.9 100
100% Supplement 12.6 7.9 105

200% Supplement 10.4 7.6 105
 

4Based on Schoenthaler, Amos, Eysenck, Peritz, &

Yudkin (1991).

*F = 3.86, p < 01.
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of these effects is unknown. And, the results, although based on rela-
tively large, well-controlled study, require replication. Other attempts to
demonstrate gains in intelligence using dietary supplements with smaller
samples and a somewhatdifferent composition of the supplementfailed
to find significant differences between supplemented and placebo groups
(see, Crombie, Todman, McNeill, Florey, Menzies, & Kennedy, 1990,
Yudkin, 1988). Nevertheless, these results suggest that some gains in
nonverbalintelligence are possible with the use of dietary supplements in
relatively well-nourished populations.
Sigman, Neumann,Jansen, & Bwibo (1989) studied a sample of 7- and

8-year-old Kenyan children growing upin a rural area that was subject to
frequent droughts and food shortages. The children were given the Raven
and a verbaltest of intelligence, their nutritional intake was observed for
2 days, and indicesof nutritional intake were derived for each child. Sixty-
five percent of the boys and 73% of thegirls in this sample wereesti-
mated to have daily caloric intakes that were below the optimal level.
Parental literacy and socioeconomic status were also assessed. Table 6.8
presents correlations between nutritional indices and scores on intel-
ligence tests for male and female subjects controlling for parental so-
cioeconomicstatus and literacy. The correlationsareall positive, indicat-
ing that intelligence test performance is positively related to indices of
nutritional intake. It is difficult to know if these correlations under- or
overestimate the influence of nutrition on intelligence. Assessments of
nutritional intake for a 2-day period do not provide an adequate index of
the adequacy of nutrition experienced by each child over his or herlife-
time. More comprehensiveindices of nutritional intake would probably
result in higher correlations with scores on intelligence tests. On the
other hand, the possibility that adequacy of nutrition provided to children
may be correlated with parental characteristics that are independent of
socioeconomic status and literacy that influence intelligence cannot be
ruled out. The most reasonable interpretation of these data is that mall-
nutrition decreases performance on tests of intelligence. The effects of

TABLE6.8 Correlation between Cognitive Score and Food Intake
with SES Covaried¢
 

 

Females Males All
(N = 60) (N = 73] (N = 133)

Kcal .37* 12 .18*
Protein 39* 15 .21*

Animalprotein .29* 34* 31*

Fat .44* .27* 31*

Carbohydrate .30* .07 13
SES (when food intake covaried) .34* 37* .38*
 

*p = .05.

2Based on Sigman, Neumann,Jansen, & Bwibo (1989).
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malnutrition on intelligence may be mediated by an influence on atten-
tion that influences school performance. Sigman etal. (1989) found that
nutritional intake was inversely related to off-task behavior in classroom
observations for females but not for males. Female children who were
well nourished were more likely to exhibit appropriate classroom atten-
tional behavior than children who were poorly nourished. Alternatively,
it is possible that the influence of nutrition on intelligence is not medi-
ated by attentional variables and is dependent upona direct influence of
nutrition on the developmentof the brain.
The influence of nutrition on intelligence observed by Sigman et al.

(1989) is probably dependent on the fact that their sample was one in
which there was chronic malnutrition. Comparable studies relating nu-
tritional intake to intelligence with controls for parental characteristics
have not been reported for well-nourished samples. Although it is pos-
sible that malnutrition among individuals in extremely impoverished
circumstances in some Western countries may contribute to the negative

impact of poverty on intelligence, there is no evidence that nutritional
variables are substantially related to intelligence in technologically ad-
vanced countries.
There are many other potential influences of the biological environ-

menton IQ. I am not aware of any research demonstrating that anysingle
biological environmental variable is substantially related to IQ. The
cumulative influence of all biological environmental events might be
substantial.

CONCLUSION

Chapters 5 and 6 have reviewed research on genetic and environmental
influences on intelligence. Current lower-bound estimatesfor heritability
of intelligence are above .4 and some authorities believe that, for older
samples, the heritability of general intelligence may be close to .7. We
have examined manypossible environmental influenceson intelligence.
Withthe possible exception of secular influences that are not well under-
stood, there is little evidence that any single source of environmental
influenceis highly correlated with IQ. Variables as diverse as exposure to

lead in air and watersupplies, quality and quantity of schooling, and birth
order may each exert a small but discernible influence on intelligence.It
may be difficult to increase scores on intelligence tests because the en-
vironmental influences on tests are diverse.
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BIOLOGICAL CORRELATES
OF INTELLIGENCE

Intelligence is a heritable trait. This implies that there are biological
correlates of intelligence. It is relatively easy to discover the biological
correlates of intelligence but it is relatively difficult to determine the
causalrelationship between a biological measureandintelligence. Imag-
ine an experiment in which a measureof brain function is obtained based
on positron emission scanning. This technique permits one to measure
activity in different regionsof the brain. Individualdifferences in activity
level of the brain are correlated with individual differences in intel-
ligence. How is the correlation to be interpreted? Consider some pos-
sibilities. The relationship might be best understood in termsof a purely
environmentalinfluence on both intelligence and brain functioning. Indi-
vidualdifferences in intelligence might depend on the degree ofintellec-
tual stimulation received by an individual. Individuals whodiffer in intel-
ligence might approach problemsin different ways and differences in the
way in which they approach problems mightresult in differences in mea-
sures of metabolicrates in different regionsof the brain. In this exampleit
is assumed that environmental events influence intelligence and that
individual differences in intelligence influence the functioning of the
brain, creating a correlation between intelligence and measures of brain
functioning.
Consider another scenario. Rats who are exposed to an enriched en-

vironmentdevelop brainsthatare structurally different from the brains of
rats exposed to “ordinary” laboratory environments. This suggests that
environmental events could influencestructural properties of the brain.
The correlation between a structural property of the brain and intel-
ligence could be interpretable by assuming that environmental events
changed the brain and these changesin the brain influenced the develop-
mentof intelligence. a
There are other possibilities. The characteristics of the biological en-

vironment mightberelated to both individual differences in brain charac-
teristics and individual differencesin intelligence. For example, individual

215
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differences in nutrition might plausibly be assumedto be related to both

individual differences in intelligence and brain characteristics. The rela-

tionship between intelligence and brain functioning might be mediated

by the direct influence of the biological environment. More complex

interpretations are possible. The relationship might be influenced by ge-

netic—environmentalcorrelations. Individuals whodiffer in genotypesfor

intelligence maydiffer in their ability to obtain adequate nutrition. Other

interpretations are possible. Individual differences in the quality of nutri-

tion provided to a child may be correlated with adequacyof the intellec-

tual stimulation provided to the child by his or her parents. Nutrition

may influence the developmentof the brain and intelligence but the

correlation between a measureof brain function and intelligence may be

completely adventitious. That is, individual differences in intelligence

may be influenced by the quality of the environmental stimulation pro-

vided by a child’s parents, and the relationship between a measure of

brain functioning andintelligence on this analysis would not provide any

insight into the biological basis of intelligence.

It is apparent that a relationship between a biological measure and

intelligence is difficult to interpret and may occur for many different

reasons. Jensen & Sinha (In press) analyzed genetic and environmental

relationships between physical characteristics and intelligence. They in-

dicated that an environmental correlation between two phenotypic mea-

sures that are each highly heritable can occur. They presented the follow-

ing example. In a particular population brunettes may be nutritionally

favored and blondesnutritionally deprived. This maylead to a correlation

between hair color and stature. The correlation could be reversed to zero

in one generation by equalizing the nutrition of individuals whodiffer in

hair color.
Jensen and Sinha distinguish between two typesof genetic correlations

between traits. A between-family genetic correlation between traits can

occur whenthere is no inherent or causal connection betweenheritable

traits but both traits have been subject to commonsocial influences. For

example, assume that both intelligence and height are heritable traits.

Assumethat in a particular society assortative mating exists for both

height and intelligence. This will tend to create a correlation between

height and intelligence.

Jensen and Sinha distinguish between genetically linked traits that

exhibit only between-family correlations and genetically linked traits

that exhibit both between- and within-family relationships. For example,

a pleiotropic correlation between traits can occur if one or more genes

influence both traits. Such an influence will be present in both within-

and between-family relationships.

Jensen and Sinha’s distinctions about environmental and genetic bases

for correlations between traits are useful in describing studies reporting

relationships between physical traits and intelligence.
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ANATOMICAL AND PHYSICAL CORRELATES
OF INTELLIGENCE

Height

Height and weight are correlated, and both height and weightare corre-
lated with intelligence. Since most of the studies have focused on height,
I shall deal only with studies relating height to intelligence. Jensen &
Sinha (In press) reviewed studies of the relationship between height and
intelligence. They analyzed seven modern studies of young adult popula-
tions with samplessizes varying from 203 to 7500. Thecorrelations ob-
tained between height and intelligence vary from .12 to .29 with a mean
value of .22 and an N-weighted mean value of .23. There is little doubt
that height and intelligence are significantly correlated. The correlation
between height and intelligence may be decreasing. Teasdale, Sorenson,
& Owen (1989) reported a secular decrease in the correlation for large
samples of Danish military recruits born between 1939 and 1967. The
decline in the correlation is approximately .03 per decade, although there
is some indication that this decline is less apparent for the younger co-
horts in their study.

Jensen and Sinha interpreted the correlation between height and intel-
ligence as attributable to cross-assortative mating. Both intelligence and
height are related to social mobility. If individuals choose mates whoare
tall and intelligent, the genes associated with both of these traits will be
found to covary. They noted that the correlation between height and
intelligence is not substantially decreased when indices of so-
cioeconomicstatus are controlled and therefore they do not believe that
the correlation is substantially attributable to environmental variables
that influence both stature and intelligence. It should be noted that there
is an environmental variable that may plausibly be linked to both intel-
ligence and height—nutrition. Whether the linkage between height and
intelligence is mediated environmentally or by cross-assortative mating
leading to an adventitious genetic covariance, the correlation between
these variables ought to be substantially diminished whenit is derived
from within-family comparisons. This is exactly what is found. Jensen
and Sinha reviewed several studies that compared within- and between-
family correlations for height and intelligence and indicated that they
uniformly found that between-family correlations for these variables
were invariably larger than within-family correlations, which were often
close to zero. For example, Jensen (1980b) obtained IQ test scores and
heights for 8000 California children in grades 2 through 8. The between-
family correlations averaged over grade levels had a mean of .10. The
comparable within-family correlation was .03. If the within-family cor-
relation between height and IQ is close to zero, then these traits are not

influenced by the same genesand, to the extentthat bothtraits are influ-
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enced by environmentalinfluences, they are influences that do not create
similarities among children reared in the same family.

Brain Size and Head Circumference

The study of the relationship between indices of brain size and intel-
ligence hasits origins in the nineteenth century and wasstudied by Binet
(see Paterson, 1930, for a review of the older literature). Correlations be-
tween brain size andintelligence are not usually based on direct measure-
mentof brain size. Noninvasive techniques for the measurementof brain
size did not exist until recent years. Typically, head circumference is used
as an indirect index of intelligence. Head circumferenceitself is only
imperfectly correlated with brain size. Van Valen reviewed studies cor-
relating head circumference and brain size and concluded that thecor-
relations typically reported ranged from .6 to .7. Van Valen (1974) cited
studies that reported correlations as low as .36. Brain size is related to
body size and it is necessary to statistically control for this variable in
estimating the relationship between intelligence and brain size as indi-
rectly measured by head circumference.

Jensen & Sinha(In press} reviewedthis literature relying on a compre-
hensive review by Van Valen, who obtained a weighted mean correlation
of .27 between measuresof head size andintelligence and partial cor-
relation of .19 between these variables with height partialled out. Van
Valen’s review may be supplemented by tworecent large-scale studies.
Broman, Nichols, Shaughnessy, & Kennedy (1987) obtained correlations
between head circumference and WISC IQ for a sample of 36,000 black
and white 7 year olds studied as part of the Collaborative Perinatal Pro-
ject. They reported correlations of .24 and .18 betweenthesevariables for
their white and black samples, respectively.

Sausanne(1979) reported a correlation between head circumference and
a composite indexof intelligence for a representative sample of over 2000
Belgian maleseligible for military service. Susanne obtained a correlation
of .24 and a partial correlation with height controlled of .19. Jensen and
Sinha used Sausanne’s data to estimatethecorrelation betweenbrain size
and intelligence. They indicated that there are uncertainties surrounding
someof the appropriate corrections to use andthat the precise correlation
between head circumference and brain size is not known. Theyesti-
mated, on the basis of reasonable calculations and assumptions, that the
correlation between brain size and intelligence is .38. This value is com-
patible with the results reported by Willerman, Schultz, Rutledge, &
Bigler (1989), who used magnetic resonance imagingto obtain direct mea-
sures of brain size in a sample of 40 college students whodiffered in their
SAT scores. They reported a correlation between brain size and scores on
the Wechslertest of .35. (This was actually an adjusted correlation to take
accountof the use of groups with extremescores). The Willerman etal.
study needs replication with larger samples. These data, when combined
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with the findings of studies indicating a correlation between head cir-
cumference and IQ,support the inference that there is a correlation be-
tween brain size and IQ.It is possible that the correlation between ana-
tomical features of the brain and intelligence may be underestimated in
studies relating brain size to intelligence. It is probably the case that
correlations between morerefined measuresof the size of specific regions
of the brain and intelligence would be higher than the correlations that
have been obtained between imperfect indices of total brain weight and
intelligence. With the availability of newer techniques of imaging it
ought to be possible to study the relationship between anatomical fea-
tures of the brain andintelligence.

It is not known whetherthe correlations between brain size andintel-
ligence is present in within-family correlations. Jensen & Sinha (In press)
reported the results of analyses performed by Jensen of the relationship
between indices of head size and intelligence in a sample of 82 pairs of
MZ twins and 61 pairs of DZ twins. Thecorrelations they obtained are
presented in Table 7.1. The differences in between-family correlationsfor
MZ and DZ twinssuggest that the correlation between these variablesis
mediated genetically. The correlation of .28 for the within-family DZ
correlation suggests that differences in head size within families are pre-
dictive of differences in general intelligence. Jensen and Sinha noted that
these results must be interpreted cautiously in view of the relatively
small sample size involved. Note that three of the four correlationsre-
ported in Table 7.1 are notstatistically significant.

Myopia

Myopia, or nearsightedness, is correlated with intelligence. Myopia is a
condition in which light rays entering the eye have a focal point before
the retina. The focal point of light rays on the retina is a continuous
variable. Myopia is a heritable trait which is thought to be relatively

TABLE7.1 Correlations between Head Size
and Intelligence for MZ and DZ Twins2
 

 

Source r

MZ (between family) 39*
MZ (within family) 17

DZ (between family) 15
MZ (within family) .28
 

“Based on Jensen & Sinha(in press).

>Between-family correlations are based on the mean

score for twin pairs in each family for each of two depen-

dent variables—IQ and a composite index of headsize.

Within-famiy correlations are based on difference scores

for each twin pair on each of the two dependent
variables.

*p < .01; for all other r’s p > .05.
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uninfluenced by degree of literacy or use of the eyes for close reading.

Jensen and Sinha reported the results of several large-scale studies that

indicate that myopia and intelligence correlate between .20 and .25.

Karlsson (1976) reported that California high school seniors wearingcor-

rective lenses for myopia had IQs that were 8 points higher than those

who were not wearing such lenses. Teasdale, Fuchs, & Goldschmidt

(1988) reported that the frequency of myopia was monotonically related

to scores on a group IQ test for a large sample of over 15,000 military

recruits in Denmark. Myopic individuals had IQs that were 7 points

higher than nonmyopic individuals. Rosner & Belkin (1987) reported

comparable results for a national sample of over 150,000 Israeli recruits.

There is evidence indicating that the correlation between myopia and

intelligence is present within families as well as between families. Ben-

bow (1986) selected adolescents whoseability scores on the SAT were in

the top one-half of 1% of over 100,000 students taking the test. She found

that over 50% of this group was myopic, which was over twice thefre-

quency of myopia foundin the general population. She mailed a question-

naire on myopiato the parents of these adolescents and found that 36% of

their siblings were myopic. Although the intellectual ability of the sib-

lings wasnotassessed,it is reasonable to infer that it was lower than that

of the intellectually gifted students studied by Benbow. This conclusion

follows from a consideration of the influence of regression effects. Cohn,

Cohn, & Jensen (1988) selected a group of 15 years olds with high IQ and

measured their degree of myopia. They comparedtheir scores on intel-

ligence tests and myopiato that of their siblings. The adolescents with

high IQ had IQsthat were 14 points higher on the Ravenstest than their

siblings. The high-IQ siblings had myopia scores that were .39 standard

deviation units higher than those of their siblings. Thus the correlation

between myopia and intelligence appears to be present in comparisonsof

individuals who are reared in the same family, suggesting that the influ-

ences that cause individuals reared in the samefamily to differ in intel-

ligence are correlated with the influences that cause individuals in the

same family to differ in myopia. Genetic influences are plausible candi-

dates. It is possible that the genes that influence myopia also influence

intelligence.

FUNCTIONAL PROPERTIES OF THE NERVOUS
SYSTEM AND INTELLIGENCE

Nerve Conductance Velocity

Vernon & Mori (1989) measured nerve conductancevelocities of the me-

dian nerve of the arm. They obtained a correlation of .42 from their
measure of nerve conductance velocity and a general measureof intel-
ligence on a sample of 85 university students. The nerve conductance
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velocity measure is a measure of speed of nerve conductancein the pe-
ripheral nervous system and involves no obvious cognitive activity. Ver-
non replicated these results in a second study of 46 university students
and obtained a correlation of .40 between the measures of nerve conduc-
tance velocity and general intelligence. Vernon (1991) is conducting a
twin study to ascertain genetic and environmental influences on the
covariance between nerve conductance velocity measures and intel-
ligence. It should be realized that the study of nerve conductance velocity
as a possible biological correlate of intelligence is at a very preliminary
stage. Reed & Jensen (1991) were unable to replicate Vernon’s findings and
the results of Vernon’s twin study are notavailable. Therefore, specula-
tions aboutpossible relationships between nerve conductance velocity
and intelligence, including a consideration of the reasons for the rela-
tionship, are premature.

PET Scans

Another promising area of investigation of the biological correlates of
intelligence involves the use of positron emission tomography (PET) mea-
sures of brain functioning. This technique, which is based on the inges-
tion of a radioactive substance, permits one to obtain in vivo measures of
activity levels of different regions of the brain. Haier etal. (1988) obtained
PET scan measuresof cortical functioning following the completion of a
Ravenstest for a small sample of subjects (N = 8). The levels of activity
recorded in the brain following the completion of the test may be in-
terpreted as an index of activity in brain regions during the performance
of the test. The correlations were negative and Statistically significant
despite the small sample size. There are other preliminary reports of
negative correlations between metabolic functioning as assessed by PET
scans and performanceontests of intelligence (see Haier, In press; Parks,
Lowenstein, & Dondrell, 1988). Research relating PET measuresto intel-
ligence is at a very preliminary stage andits is premature to speculate
aboutpossible relationships between individual differences in metabolic
activity in different regions of the brain and performanceon tests of
intelligence.

EEGandIntelligence

The attempt to relate EEG measuresto intelligence has a long history—
studies have been conducted on this topic for five decades (see Vogel &
Broverman, 1964, for a review ofolder literature). Deary & Cary](In press}
presented a comprehensive analysis of the available literature. Conclu-
sions aboutthe relationship between EEG measures and intelligence have
ranged from the assumption that there are defined EEG biological mark-
ers of general intelligence that are better measures of g than psychometric
tests (Eysenck, 1988; Eysenck & Barrett, 1985) to the assertion that there
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are no relationships between EEG measures and general intelligence

(Howe, 1988a, b}.

It is difficult to reach clear conclusions aboutthe relationship between

EEG indices and intelligence for several reasons. Many investigators

workingin this area have used small samples. There are few clear replica-

tions of findings and therefore promising relationshipsare often based on

a single investigation. Also, many investigators have computed many

EEG measures and related them to intelligence, increasing the likelihood

of obtaining spurious nonreplicable correlations. Standardized indices of

EEG performanceare not used. Investigators used various mathematical

proceduresto derive measures from the EEG. Someused evoked potential

indices that attempt to define characteristic responses to stimuli present-

ed to a subject; other investigators have used nonaveraged EEG measures

with no attempt to relate the measures to stimulus presentations. Stim-

ulus presentations varied considerably. Stimuli have varied in modality

(e.g., visual, auditory) and in intensity. Subjects have been given quite

different instructions and tasks to perform while EEG indices were ob-

tained, ranging from passive observation of stimuli to some type ofintel-

lectual task. In addition to this plethora of indices and stimuli, technical

proceduresfor the administration of the EEG have varied. The numberof

electrodes, the location of electrodes, and various procedures for remov-

ing “artifacts” in the data differ. Given the plethora of methods and tech-

niques and the general failure to report replicationsof findings, it is not

surprising that different reviewers have reached somewhatdifferent con-

clusions about the probity of the evidence indicating possible rela-

tionships between EEGindices andintelligence.

In addition to the difficulty of summarizing studies that employed

different methods, it should be apparent that there is considerable con-

ceptual confusion surrounding the meanings of any EEG-intelligence

relationship. The EEG maybe construed as a measureof a “hard-wired”

biological index of neural functioning. Alternatively, EEG measures may

reflect information-processing characteristics of the brain that have de-

velopedasa result of experience. Thus a correlation between the EEG and

intelligence is casually ambiguous.Thisis particularly true for EEG mea-

sures derived from subjects engaged in someintellectual task. Differences

in the way in which subjects process stimuli might be related to dif-

ferences in EEG parameters. Differences in intelligence could causeindi-

viduals to respond to stimuli in different ways and the EEG could actas a

neural index of these differences.

It is beyond the scope of this book to review all of the studies relating

EEGindicesto intelligence (see Deary & Caryl, In press, for a comprehen-

sive review). I have chosen not to do so because of the inherent ambiguity

and nonreplicability of the findings in this area of research. They do not

appear to metoleadto clear conclusions.I shall review a series of studies

reported by Hendrickson and Hendrickson (Blinkhorn & Hendrickson,
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1982; Hendrickson, 1982; Hendrickson & Hendrickson, 1980) that re-
ported substantial correlations between IQ and EEG indices.
Hendrickson & Hendrickson (1980) presented a theoretical analysis

linking intelligence to EEG parameters. They assumed that intelligence
wasrelated to the fidelity of neural transmissions. Errors in transmission
of neural impulses at the synapse were assumed to influence evoked
potential responses. They assumedthatthe complexity of the wave form
of the evoked potential response was inversely relatedto errors of trans-
mission andpositively related to intelligence. They used a “string” mea-
sure which,in effect, superimposes a String over the wave. More complex
wave forms with more componentsandgreater deviations from the base-
line would result in higher values of the string length measure. They
assumedthat string length would be positively correlated with IQ.
Blinkhorn & Hendrickson (1982) tested this theory on a sample of 33

undergraduates. Average evoked potential responses were obtained in re-
sponse to auditory stimuli delivered to subjects who were instructed to
relax and keep their eyes closed. They obtained a correlation of .54 be-
tween scores on the Raventest and their measureof string length.
Hendrickson(1982) conducted a similar investigation with 219 second-

ary school students with a mean Wechsler IQ of 108. The correlation
betweenstring length of the average evoked potential responseto audito-
ry stimuli and IQ was .72. A combined index based on a composite of the
string length measure and a measureof the variability of wave forms
correlated .83 with intelligencein this large relatively unselected sample.
Hendrickson reported that the string length measure correlated .80 in a
sample of 16 court stenographers with above-average IQs. Hendrickson
reported that string length measures were very high in a sample of re-
tarded subjects, possibly indicating that the determinants of EEG wave
forms in very-low-IQ subjects are different from the determinants of
evoked potentials in the normalIQ range.
Eysenck & Barrett (1985) reported the results of a factor analysis of the

data collected by Hendrickson relating performance on the Wechsler to
evoked potentials in secondary school students. They factor analyzed the
WAISandobtained a general factor. They found that the compositevari-
ance—string length measure loaded .77 on the general intelligence factor
derived from the WAIS andhad a loading that was as high as any of the
WAISsubtests, suggesting that the EEG measure could be construed as a
marker for the general intelligence factor.
The dramatic findings obtained in these studies should be accepted

cautiously. There are at present too few replications to assumethat these
results constitute a firm basis for assuming that the complexity of the
evoked potential response constitutes a biological marker for intel-
ligence. In addition, the studies that attempted to replicate these findings
have differed both in methodological detail and in relevant findings.
Shagass, Roemer, Straumanis, & Josiassen (1981) failed to find a correla-
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tion between the Raven test score and the string length measure in a

sample of adult psychiatric patients and their normal controls. It should

be noted that their experimental procedure differed from that used by

Hendrickson in several details. They presented stimuli in different

modalities and the interstimulus intervals were different. Whether these

or other differences in methodology accountedfor the different resultsis

not clear.

Haier, Robinson, Braden, & Williams (1983) obtained average evoked

potentials in responseto visual stimuli that differed in intensity from a

sample of 23 nursing students. They obtained correlations ranging be-

tween .23 and .50 between string length and the Ravenscores in this

sample. Higher correlations were obtained for stimuli at medium-high

and high intensities. They also reported that the string length measure

wascorrelated .80 with the difference in amplitude of the N140 and P200

components. This measure correlated between .38 and .69 with Raven

test scores, with the highest correlation occurring at the medium-high

intensity.

Haier, Robinson, Braden, & Krengel (1984) reported the results of a

replication of the study by Haieretal. (1983). They began with a sample

of 27 subjects but excluded 12 subjects who were outside the age range

previously studied or for whom they suspected measurementerrors in the

evokedpotential indices. The remaining 15 subjects exhibited a pattern of

results that were partially similar to those previously reported. They ob-

tained correlations ranging from —.15 to .50 between the N140—P200

measure and scores on the Raven. The highest correlation was obtained

for EEG measures derived from stimulus presentations at the medium-

high intensity (luminance = 75 ft L).

Stough, Nettlebeck, & Cooper (1990) reported the results of an at-

tempted replication of the relationship between string length measures

and IQ using a sample of 20 first-year psychology students. They used

auditory stimuli and procedures that were similar to those originally used

by Blinkhorn and Hendrickson. They obtained a correlation of .43 be-

tween a string length measure based on thefirst 250 ms of the average

evoked potential response to the auditory stimulus and WAIS IQ. This

correlation may be corrected for restrictions in range andtest reliability,

leading to a corrected value of .58. They also reported that the largest

value of the correlation was obtained for a measure based onthestring

length for the period from 100 to 200 msafter stimulus onset. String

length for this period correlated with IQ .60 uncorrected and .74 cor-

rected. In contradistinction to the studies reported by Haieret al. (1983)

and Robinson, Haier, Braden, & Krengel (1984), Stough et al. (1990) re-

ported a zero correlation between N140—P200 magnitude andIQ.In addi-

tion, they reported that their string length measures were unrelated to

scores on the Raven, thusfailing to replicate the results of the Blickhorn

and Hendrickson study. Someof the discrepancies in results reported may
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be attributable to sample differences or to the instability of correlations
based on small samples.
The studies based on thestring length measure, although inconsistent

with respect to details of outcome, present a promising beginning for a
moredetailed analysis of the relationship between EEG parameters and
intelligence. Given the uncertain status of the attempts to replicate the
dramatic findings of Hendrickson and the relatively small number of
relevant studies it is, in my judgment, premature to assumethat string
length indices constitute a biological marker for general intelligence.

String length measures are derived from experimental situations in
which subjects are not required to actively engage in any intellectual
activity. Schafer (1982; see also Jensen, Schafer, & Crinella, 1981) sug-
gested that differences in EEG indices obtained when subjects were re-
quired to process predictable sensory input and unpredictable input
would berelated to intelligence. He assumed that subjects who were high
in intelligence would commit few neuronstoprocessing predictable stim-
uli and many neuronsto processing unpredictable stimuli. In orderto test
this theory he presented subjects with auditory click stimuli under three
conditions: (1) a condition in which stimuli were presented every 2 sec-
onds, (2) a condition in which subjects were presented stimuli at intervals
they selected to be random in whichthey controlled the stimulus presen-
tations, and (3) a condition in which the clicks were presented automati-
cally at intervals that matched those selected by the subjects in the sec-
ond condition. He obtained indices of the total integrated amplitude of
the average evoked potential for each of these conditions and constructed
a “Neural Adaptability” index defined as the difference between the inte-
grated amplitude measures for the third minus the second condition di-
vided by the average amplitude of all three measures plus 50, a constant
to ensure thatall measures were positive. He obtained a correlation of .66
between this index and full-scale IQ for 74 adult subjects.
Zhang, Caryl, & Deary (1989b) exploredtherelationship betweenintel-

ligence and average evoked potential responses to stimuli in an inspec-
tion-time task. They presented subjects visual inspection-time stimuli
under conditions in which they were required to make a visual inspec-
tion-time judgment and under conditions in which they were asked to
look at the stimuli but were not required to judge which of two stimuli
was longer in length. They wereparticularly interested in an EEG param-
eter that was related to inspection-time performance—therise time for
the P200 response. They found that P200 rise time was positively corre-
lated with inspection time. Since inspection time is knownto be inverse-
ly relatedto intelligence, this relationship may be explained by assuming
that intelligence maybepositively associated with the speed with which
individuals exhibit transitions between different EEG components. The
correlation between Zhangal.’s measure of P200 rise time and IQ in a
sample of 35 university students with obviousrestrictions in range of
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talent was —.34, indicating that rise times for the P200 component were

associated with high IQ. This correlation dropped to .05 for trials in

which subjects were not required to judge the stimuli. These data, and the

data obtained by Schafer, suggest that there may be relations between

EEG parameters obtained from situations in which individuals are re-

quired to respond to stimuli and intelligence. Further research using

these and related techniquesis required to ascertain the magnitude of the

relationship between intelligence and EEG indices obtained while indi-

viduals are engaged in various tasks.

While the search for EEG measuresthatrelate to intelligence has a long

and somewhatunproductive history, the studies reviewed above doindi-

cate that there is at least the promising foundation for additional re-

search. It appears to be reasonably clear that there is a nontrivial rela-

tionship between some EEG parametersandintelligence. It is premature

to speculate about the theoretical basis for the reasons for the rela-

tionship.It is possible that some EEG parametersthatare highly heritable

mayberelated to intelligence. And, it is possible that genetic covariance

analyses will indicate that the relationship between such hypothetical

EEG parameters andintelligence is genetically mediated. Butit should be

recognized that the studies that would permit us to reach such conclu-

sions do not exist. For the present, it is reasonable to concludethatit is

likely that there is a nontrivial relationship between the EEG and intel-

ligence and further research is needed to specify with greater precision

the nature of the relationship. We need to have a better empirical under-

standingof the relationship as well as a theoretical analysis of the reasons

for the relationship.

CONCLUSION

The study of the biological correlates of intelligence has a long history in

psychology, going back to Galton in the nineteenth century. It may also be

said to have a brief recent history in which it is being resurrected. The

status of this area of research may be comparedto the study of the rela-

tionship between psychometrically assessed intelligence and perfor-

mance in cognitive experimental situations whose recenthistory is ap-

proximately 15 years in duration. The contemporary study of the

biological basis of intelligence is still more recent—manyof the topics

dealt with in this brief chapter constitute contemporary revivals of re-

search issues that have been resurrectedin the last 5 years. It is my guess

that the next decade will lead to some progress in understanding the

biological basis of general intelligence. The development of new methods

of studying the brain (e.g., PET scans and NMR)will provide information

about individual differences in the structure and function of the brain.

Such indices may be related to psychometric measures, providing a po-
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tential for better understanding of the biological basis of individual dif-
ferencesin intelligence. Theavailable data, though far from definitive, do
indicate that there are relationships between biological indices andintel-
ligence. With the possible exception of the relationship between myopia
and intelligence, there is relatively little evidence that suggests that the
relationships may be understood in a causal way—although a causal
model that attempts to relate individual differences in intelligence to
features of the nervous system is plausible given the evidencefor a genet-
ic influence on intelligence. _



8
CONTINUITY AND CHANGE

IN INTELLIGENCE

 

IS INTELLIGENCE FIXED?

Is intelligence fixed? It is sometimes asserted that the psychometric ap-

proach to intelligence assumes that intelligence is a fixed unchanging

characteristic of individuals. In their book on intelligence, Kail & Pel-

legrino (1985) quote Hunt, who wrote about psychometriciansas follows:

“The very significance of his research andpractice lies in the capacity of

the tests to predict performanceat a later time and topredict other kinds

of performance. A faith in intelligence as a basic andfixed dimensionof a

person is probably the faith on which one can mostreadily rest such a

professional function” (J. M. Hunt, 1961, p. 14). Sternberg (1986) also

asserted that psychometricians believe in a doctrine of intelligence as a

fixed characteristic of a person. In the initial chapter of a book onintel-

ligence, Sternberg listed “five red herrings’—that is, erroneousbeliefs

held about intelligence. Sternberg wrote, “Conventionaltesters of intel-

ligence obviously have something to gain by selling the notion of intel-

ligenceas a fixed entity. After all, what good would thetests be if scores

were unstable, varying from one time or place to another? ... But is

intelligence really a fixed entity? The bulk of the evidence suggests thatit

is not. Intelligence can be increased, and there are now

a

variety of pro-

grams designedto dojust that” (Sternberg, 1986, p. 9}. It is apparent that

experts in thefield of intelligence believe that psychometrically oriented

psychologists, in contradistinction to cognitive psychologists interested

in intelligence, are committed to the view that intelligence is a fixed

entity of a person.I find these assertions puzzling. Kail and Pellegrino do

not cite any psychometricians whohold these views, but quote Hunt who

is opposed to a psychometric conception of intelligence. The assertion

that psychometriciansbelieve that intelligence is fixed is a canard andis

not representative of the views of psychometricians. Perhaps the mis-

taken notion that psychometricians believe that intelligence is fixed de-

rives from evidence that we shall review that IQ is a relatively stable

228
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characteristic of a person. Despite Sternberg’s assertions, there is rela-

tively little evidence that general intelligence is easily changed by inter-
vention programs. Perhaps the commitment of many psychometricians
to an investigation of the behavior genetics of intelligence led psychol-
ogists opposedto this view to wrongly infer that genetic influences have
an immutable influence on the phenotypeof intelligence.
Whatdo psychometriciansbelieve aboutthe stability and change of IQ?

If there is any legitimate claim to a notion of fixed intelligence, it might
most plausibly derive from a genetic conception of intelligence. It is
possible to define intelligence as the ability to acquire knowledge. Such
an ability is, by definition, logically and chronologically prior to the ac-
quisition of the knowledge that is enabled by possession of the ability.

Since abilities are always prior to achievements, the postulation of an
ability inexorably leads to a consideration of the origins of the ability. The
earliest possible origin of an ability is the moment of conception that
determines an unchanging genotype.If intelligence is assumedto be the-
oretically equivalent to genetic ability, then it is possible to assert that
intelligence does not changeandis a fixed characteristic of a person. But
any such theory refers only to a hypothetical entity that is not iso-
morphic with any index of developed intelligence. Indices of intelligence
are the product of interactions between a hypothetical genetic potential
and the acquisition of skills and knowledge that influence future ability
to acquire knowledge. Notest of intelligence may be correctly construed
as a measure of primordial genetic potential to learn. It is possible to
imagine some physiological index of intelligence that might be derived
from an examination of a person’s genotype, or from physiological mea-
sures of brain functioning obtained neonatally or prenatally, that would
index the primordial intellectual capacity of an individual. Such a con-
struct belongs to sciencefiction rather than to science.
Apart from science-fiction concepts, how does intelligence change?

Consider some of the changes we have considered.

1. There are secular increases in intelligence. These changesare notat-
tributable to genetic influences. Indeed, as we shall see in Chapter9,
fertility patterns in the U.S. have, if anything, been dysgenic, thatis,
compatible with a decrease in the genetic potential for IQ.If the gene
pool for intelligence has remained constantor has actually changed to
create a lower genetic potential for the developmentof intelligence,
the increases in intelligence that occurred over the last several decades
must be attributable to changesin the influence of genotypes on phe-
notypes leading to an increase in measured intelligence for younger
cohorts.

2. Even the most ardent proponent of genetic influences on intelligence
believes that there are environmental influences on the phenotype for
intelligence. Hence the genetic potential that constitute a rationale for
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a belief in intelligence as a fixed entity must havea variable influence
on the phenotype dependent upon thenature of the environment that
is encountered.

3. The way in which genetic and environmental influences combine to
influence intelligence changes over an individual’s life. Our review of
developmental behavior genetics in Chapter 5 indicated that genetic
factors may be more important determiners of adult IQ than of IQ in
childhood. This implies that the IQ index is not a measure of the same
construct at different points of a person’slife. If it were, the determi-
nants of the construct would not change.

4. The contentof intelligence tests changes overthe life span. Items used
to assess intelligence in a 4 year old are not the sameas items used to
assess intelligence in adults. In this respect, IQ is not like height,
which increases but can be assessed by the sameinstrumentatdiffer-

ent times in a person’s life. The meansof assessing intelligence are not
constant over the life span and hence the increase in intelligenceis
indexed by different instruments.

5. It has been argued that there are age-related changesin the biological
basis of fluid intelligence over the life span. Therefore, some compo-
nents of intelligence may be influenced by age-related changesin the

biological basis of test performance.

6. While IQ test scores are stable, the test-retest correlation is less than

perfect. IQ is only relatively fixed or unchanging. As the time between
administrations increases, the test-retest stability of IQ decreases.

7. The intellectual skills that a person develops depend crucially on a

person’s cultural experiences. For example, the Puluwat, who inhabit
the Caroline islands in the South Pacific, are skilled navigators who
develop complex mental maps of their islands and integrate this
knowledge with meteorological observations to navigate (Gladwin,
1970). One might argue that intelligence would be defined as skill in
navigation for the Puluwatandthatintelligence in their society would
obviously be a different construct than intelligence assessed in our

society. It is clear that the knowledge that is acquired in different
societies is different. Such examples are often taken as self-evident
demonstrationsof the cultural relativity of the conceptof intelligence.
Actually, the example does not resolve a number of critical issues
about the cross-cultural validity of the concept of general intelligence.
It is possible that there are individual differences in the ability to
acquire the navigational skills that are important to the Puluwat. And,
further, these individual differences might be related to a cross-cultur-
ally valid index of general intelligence and be related to the same
construct that determinesindividual differences in intelligence stud-
ied in the U.S.In principle, this is even a testable hypothesis. A cross-
fostering study in which children whose parentsdiffer in navigational
skills as defined by the Puluwat could be reared by Americans. Con-
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versely, children whose American parentsdiffer in intelligence as as-
sessed by standard IQ tests could be reared in Puluwat families and
their skills as navigators could be assessed.It is possible that there are
additive genetic differences in intelligence that are related to the ac-
quisition of intellectual skills among both the Puluwat and Ameri-
cans. Consider anotherdesign.It is possible to use measuresof infant
attention to predict early childhood IQ. Such measuresassess abilities
that maybe relatively disembodied from a particular cultural context.
Such measures mightbe predictive of the developmentof navigational
skills among the Puluwat. R.B. Cattell (1971), a psychometrician, used
the metaphorically resonant term “investment” to describe the pro-
cess of differentiation by means of which individuals develop special
intellectual skills andabilities from a generalized intellectual capacity.
Cattell’s investmenttheory is the antithesis of a view of intelligence as
a fixed characteristic of a person.

Whatis actually known aboutthestability of IQ? There have been a
numberof longitudinal studies of IQ in which the same individuals are
repeatedly given IQ tests. Contemporary IQ tests are not based on the
mental age divided by the chronological age index of IQ. They are based
on deviation IQs that comparean individual’s performanceto thatof his
or her age cohort. IQ is defined in termsof a distribution in which the
mean is usually set at 100, and the standard deviation is equal to 15.
Therefore, an IQ of 115 may be understoodas implying that an individual
has scored 1 standard deviation above the meanof his or her age cohort.
The test-retest correlation obtained from longitudinal studies provides
information about therelative position of an individual in the distribu-
tion of scores for age cohorts. Thus an individual whoreceives the same
IQ score on two different occasions may have changed substantially in
ability to answer questions on an IQ test. The similarity of scores on two
occasions merely indicates that his or her change is equivalent to the
changes experienced by age cohorts used to norm thetest.
Table 8.1 presents test-retest correlations for IQ test scores from ages 2

to 15 based on Wilson’s longitudinal twin study (Wilson, 1983, 1986). An
examination of the data presented in Table 8.1 indicates that the correla-
tions follow a lawlike pattern. The magnitude of the test—retest correla-
tion decreases as the time between test administrations increases. By ages
8 and 9, IQ test scores are highly predictive of scores at age 15.
Humphreys(1989) calculated the year-to-year stability for true score val-
ues for these data and arrived at a value of .95 or .96. If one assumesthat
the change in IQ is constant over years, the correlation between any
numberof years for true score values of IQ may be calculated as .95 or .96
raised to the powerof the numberof years intervening between tests. The
test—retest reliability for a 10-year period would be between .63 and .70.
Predicting from one period of time to another involves the use of the
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TABLE 8.1 Intercorrelations of Intelligence over Ages 2 to 15 Years 2.4
 

 

Age 2 3 4 5 6 7 8 9 15

2 74 68 63 61 54 58 56 47
3 76 72 73 68 67 65 58
4 80 79 72 72 7\ 60

5 87 81 79 79 67

6 86 84 84 69

7 87 87 69
8 90 78
9 80

15
 

2Based on Humphreys’(1989) analysis of data derived from Wilson (1983).

bNote that decimal points have been omitted.

standard regression formula in which the predicted IQ score, in z score
terms, would be the value of r times the z score value for thefirst test.
Humphreysindicated that a child with an IQ of 140 oninitial testing
might be expected to have an IQ of 125 ten years later. Of course there
will be considerable variability around this predicted score. It is obvious
that IQ test scores are only relatively stable.

One way of increasing the test-retest reliability of IQ is to aggregate
scores obtained on more than one occasion of testing. Table 8.2 presents
data derived from the Berkeley Growth Study, a longitudinal investigation
of a white sample with above-average IQ (Jones & Bayley, 1941; Pinneau,
1961). Aggregated scores were obtained for three administrations of IQ
tests starting with the first monthof life. These aggregates were related to

TABLE 8.2 Correlations between IQs

Averaged over Different Ages and the Mean
of IQs at 17 and 18 in the Berkeley Growth

 

 

Sample

Average of monthsor years r

Months
1,2, 3 05

4,5, 6 -.01
7, 8,9 .20

10, 11, 12 41

13, 14, 15 23

18, 21, 24 55

27, 30, 36 54

42, 48, 54 62

Years

5, 6, 7 86

8,9, 10 89

11, 12, 13 .96

14, 15, 16 .96
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an aggregate score based ontests given at ages 17 and 18. Note how the
use of aggregate indices permits one to obtain high test-retest correla-
tions. IQ at the end of high school can be predicted by IQ tests given at
ages 5, 6, and 7 with a correlation of .86. And, IQ at the preadolescent or
early adolescent ages predicts IQ at the endof the high school period with
a correlation of .96. Although the test-retest correlations are relatively
high, it should be noted that any individual IQ test score is subject to
considerable change. Table 8.3 presents data for the Berkeley Growth
sample indicating the mean change and the standard deviation of IQ
changes for tests administered at different ages and age 17 IQ. Note that
the standard deviation of changes decreases as the time betweentests
decreases. It is obvious that single tests given early in life may be poor
indicators of young adult IQ.

Test—retest correlations for intelligence may be interpreted in terms of
a model developed by Anderson (1939, 1946; see also Bloom, 1964}. The
model maybefit to changes in height as well as changesin intelligence.
One maythink of the height of a person at time 2 as equalto height at
time 1 plus gains in height from time 1 to time 2. Since the height
attained at time 1 is a componentor subsetof thetotal height attainedat
time 2, a correlation between height at time 1 and height at time 2 is
guaranteed. A teenager whois tall will not become short if he or sheis
retested at a later date. On this model, test-retest correlations would be
positive even if growth in height andoriginal attained height were uncor-
related. Anderson analyzed data on changesin intelligence and attempted
to demonstrate that gain scores in intelligence were uncorrelated with
previously attained intelligence. Positive test-retest correlations for in-
telligence test performance would occur because previousintellectual

TABLE 8.3 Changes in IQs Given at Different Ages and IQ at Age 17
in the Berkeley Growth Study
 

 

Age Standard deviation
at testing Range of changes Mean change of change

6 months 2—60 21.6 15.7
1 year 1-75 16.6 14.9
2 years 0-40 14.5 9.5
3 years 0-39 14.1 9.4
4 years 2-34 12.6 8.0

5 years 1-27 10.8 7.0

6 years 0-34 11.1 7.8
7 years 1-27 9.2 7.4
8 years 0-25 8.7 6.3
9 years Oy) 9.6 5.7
10 years 1-26 9.5 6.4
11 years 1-21 7.8 5.4
12 years 0-18 7.1 4.9
14 years 0-18 5.8 4.7
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growth is a component of intellectual performance at a later time.
Humphreys (1985, 1989; Humpreys & Parsons, 1979} fit test-retest cor-
relations for intelligence to a model that assumed gain scores for true
scores in intelligence are uncorrelated with previously attained true score
values for intelligence. He found that the model fit the data quite well.
Note that models of this type imply that test-retest correlations decline
as the time between administrations of the test increases during the
period in which individuals are gaining in intellectual capacity.
There are numberof problems with a model that assumesintellectual

growthis uncorrelated with previous intellectual performance. The anal-
ogy between intelligence and height is strained. Height is measured by
the same techniquesat any period. Also, height is a ratio scale number
with a well-defined metric. Intelligence is measured by different itemsat
different ages and growthin intelligence has both a qualitative as well as a
quantitative dimension.Individuals reason differently at different devel-
opmental periods. Cronbach & Snow (1977) argued that the choice of a
metric is critical for determining if gain scores are or are not correlated
with previously attained intelligence. They indicated that the correlation
betweenscores and gains could be influenced by the selection of items to
assessintelligence.If the gains in items answered correctly on a test were
positively correlated with prior IQ scores, the rank orderings of IQ would
not be changed. Individuals with high IQ might have to exhibit more
rapid gains in ability than individuals with low IQ in order to maintain
their initial lead (Pinneau, 1961). Although Humphreys’s analyses indi-
cate that a model that assumesthat gains are uncorrelated with initial
performanceis a goodfit to data on thestability of IQ, the model should
only be considered as an approximation.It is entirely possible that it is an
artifact of the way in whichintelligence is assessed. The assumptionthat
intelligence may be understood as the ability to acquire knowledge is
compatible with the assumption that gains are always positively corre-
lated with prior attainments. Such a modelis logical. The available data
do not provide support for this model. The model may be wrongor the
available data and the measurementproblemsinherentin a measure that
samples itemsin orderto assess intelligence may not permit us to obtain
a strong test of the model.

LIFE-SPAN CHANGE

How doesintelligence change over the life span? Prior to 1968 it was
widely assumedthatintelligence declined after the third or fourth decade
of life and that the decline accelerated in middle andold age. This belief
was based substantially on the results of cross-sectional analyses in
which representative samples of the population at different ages were
tested. IQ scores, which are age adjusted, mask the magnitude of decline
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in intelligence as a function of age. Younger adults would haveto scoreat
a higher level than older adults in order to obtain the sameIQ score.It is
obvious that cross-sectional studies of changes in intelligence over the
life span are subject to a major methodological flaw. Age is completely
confounded with timeof birth. Thus, evidence of declines in intelligence
may be attributable to the effects of aging or to cohorteffects. The discus-
sion of cohort effects in Chapter 6 of this volume clearly demonstrates
that intelligence has been increasing. Therefore, cohorts born earlier in
the century will have lower intelligence than cohorts born later in the
century and this might account for someorall of the cross-sectional
declinesin intelligence. Schaie & Strother (1968) provided clear evidence
that age effects and cohort effects were confounded in cross-sectional
analyses of the effects of age on intelligence. They combined a cross-
sectional and a longitudinal design. They administered Thurstonetests to
a sample of individuals ranging in age from 20 to 70 and retested them 7
years later. The cross-sectional analyses provided clear evidence of de-
clines. The longitudinal data provided relatively little evidence of de-
clines over the 7-year period for each of their cohorts born at different
times.

The work of Schaie and Strother suggests that some of the decline in
intelligence with age that was reported in cross-sectional studies was
attributable to cohort effects. It might be concluded from these data that
the decline of intelligence with age is best characterized as a myth. The
appropriate interpretation of studies contrasting and combining longitu-
dinal and cross-sectional procedures is controversial. Horn & Donaldson
(1976) argued that the use of longitudinal methodsto disentangle cohort
and aging effects in the study of intelligence is not a panacea(see also
Baltes & Schaie, 1976). They noted that longitudinal studies of aging are
not able to maintain their samples. Individuals lose contact with re-
searchers. People die or in old age are no longerable to live independently
in the community. Therefore, samples of the elderly whopersist in longi-
tudinal studies are increasingly nonrepresentative subsamples of the pop-
ulation. While such data may provide evidence of changesin intellectual
functioning among a subset of aged individuals who are healthy enough
to live independently and whose mentalabilities have remained suffi-
ciently intact to permit them to maintain contact with longitudinal re-
searchers, their performance cannot be considered as representative of the
population at large.
Over the last two decades, the results of longitudinal and cross-sec-

tional studies have gradually given a clearer picture of adult-related
changesin ability.

Schaie continued to study samples of individuals using a combined
longitudinal and cross-sectional design. Schaie & Hertzog (1983) adminis-
tered Thurstonetests to individuals born between 1889 and 1938. These
individuals were tested at 7-year intervals on three occasions. They
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ranged in age from 25 to 81 at timeof testing. Table 8.4 presents changes
in their longitudinal data over a 14-year period for different cohorts for
each of five separate Thurstone tests. An examination of the data in Table
8.4 provides clear evidence for longitudinal changesin intelligence over a
14-year period as a function of the age of the individuals whoaretested.
Note that the changes are relatively uniform for each of the five tests.
There is evidence of small gains in intelligence between ages 25 and 39.
Intellectual declines are evident for the period between ages 53 and 67 and
average approximately .2 standard deviations for this 14-year period. De-
clines increase between ages 60 and 74. For this period, the mean decline
is .29 standard deviations. The comparable decline is larger for the age
period between 67 and 81, where the average decline is .59 standard
deviation units. Note the pattern of accelerated declines between the
sixth and ninth decadesof life. There are some limitations to these data.
Schaie and Hertzog indicated that there is some evidence of cohort X age
interactions, suggesting that the pattern of age changes in intelligence
may not be constant for different cohorts. There are wide individual dif-
ferences present in these data and therefore declining intelligence with
age is not an inexorableresult of aging. Aging is an idiosyncratic process
and different individuals may exhibit quite different patterns of changes
in intelligence over time. Nevertheless, these data do provide evidence for
relatively substantial declines in intelligence after age 50. Adding the
results for the 28-year period between ages 53 and 81 there is the sug-
gestion of a one-standard-deviation decline in performance. Theseresults
may underestimate the magnitude of declines in general intelligence in
the population. The sample studied in the Schaie and Hertzog investiga-
tion is not representative of the population. The sample is middleclass,
relatively well educated, and in good health. Individuals in poor health or
whosehealth has deteriorated to the point where they are not able to

TABLE 8.4 Changes in Thurstone Ability Scores for 14-Year Longitudinal
Data for Different Age Cohorts2>
 

Ability test
 

 

Age Verbal Inductive Word
cohort meaning Space reasoning Number fluency

25-39 29 .20 13 13 22

32-46 18 15 .04 — .02 .05

39-53 .04 -.01 .06 —.09 —.19

46—60 .08 —.00 -.01 -.13 —.28

53-67 —.17 —.17 —.16 -.19 —.32

60—74 —.33 —.28 —.31 —.22 —.30
67-81 — .63 —.55 —.53 —.53 -.70
 

“Based on Schaie & Hertzog (1983).

>Changesare expressed in standard deviation units.
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reside in the community may be assumedto exhibit larger declines in
intelligence with age.

Schaie (1980; see also 1988) attemptedto assess the influence of drop-
outs and nonrepresentative samples in longitudinal research on theinflu-
ence of age on intelligence. He obtained 7-year longitudinal data on a
sample, and for each age group hestudied he obtained an independent
sample. The independent sampling of age groups controlled for cohort
effects may be assumedto reflect changesin intelligence for samples that
are representative of the original samples recruited in the study. Schaie
presentedhis data in termsof a standard of “meaningful” decline defined
as the twenty-fifth percentile of performance of 25 yearolds. I used these
data to estimate the standard deviation of performance for his indepen-
dent and longitudinal samples on verbal meaning and induction compo-
nents of the Thurstone battery. These tests were selected for analysis
since they may be assumedto function as markers for crystallized and
fluid ability factors. Recall that these abilities are assumed to show a
different pattern of change and decline overthelife span. Fluidability is
assumed to decline more than crystallized ability. Table 8.5 presents
these data. An examination of the data in Table 8.5 clearly indicates that
the longitudinal data give a different picture of changes in intelligence
than independent cohort-controlled samples of individuals. The latter
groups exhibit more declines than the former groups. This indicates that
the Horn and Donaldson critique of the combined longitudinal cross-
sectional design has considerable merit. Longitudinal analyses for verbal
meaning, the markerfor crystallized ability, exhibit increases from ages
25 to 60. This index of crystallized ability remains above the 25-year-old
performance level even at age 81. The independent samplesindicate that
there is very little age-related change in verbal meaning from ages 25 to
46. After age 46, evidence of decline is present, and 81 year olds are
estimated to be one standard deviation lower in verbal meaning than 25
year olds. The data for induction, a markerfor fluid ability, exhibit more
pronounceddeclines. Longitudinal samples exhibit slightly lower induc-
tion performance from ages 32 to 60. After 60, declines are manifest,
reaching a value of .88 standard deviations at age 81. The independent
samples again exhibit more decline than the longitudinal samples. The
decline appears moreor less constant over the adult life span, reaching a
level of 1.52 standard deviations lower than the norm for 25 year olds at
age 81.

The data indicating age-related declines in IQ almostcertainly under-
estimate the true magnitude of the decline of intellectual functioning
with age. The samples of older individuals represented in these studies,
even in the data based on independent samples, are almost certainly
increasingly nonrepresentative of the population as older samples are
studied. The aged whoagreeto participate in these studies are those who
are able to live in the community (nursing homeresidents are not in-
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cluded in these samples) and whohavesufficient communityties and are
sufficiently intellectually intact to cooperate with researchers. Since the
probability that individuals will possess these characteristics declines
with age, the sample of individuals studied is increasingly nonrepresen-
tative. A better index of the normative declines with age in intellectual
functioning may be obtained from studies that attempt to sample repre-
sentative groups of individuals of a given age whether or not they are
living in the community or in institutions. Such studies would undoubt-
edly provide evidence of larger declines in intelligence than the indepen-
dent samples studied in Schaie’s research. Declines in fluid ability over
the life span up to age 80 might well average 2 standard deviations. Schaie
typically presents his data in such a way that the average declines in
performanceassociated with aging are minimized. His data presentations
accomplish this in two ways. Longitudinal data are sometimes presented
indicating that the percentage of individuals who declineis relatively
small. Of course, his own data indicate that longitudinal presentations
deal only with a selected subset of the population. And, he frequently
uses an arbitrary reference point to define meaningful declinesorstatis-
tically significant declines. For example, his presentation of the data in
Table 8.5 included an index of meaningful decline based on the twenty-
fifth percentile of the performance of 25 year olds. This is clearly an
arbitrary number. It appears to methat it is more meaningful to describe
the performance of individuals relative to their own estimated baselines
at age 25. An individual whose performanceona testof intelligence was 2
standard deviations above the mean at age 25 who has declined to .5
standard deviations below the level of performance of 25 year olds has
experienced a large and meaningful decline in his or her intelligence,
although such an individual would not be described as exhibiting a mean-
ingful decline by Schaie. If fluid ability declines 2 standard deviations
over the adult life span, this implies that only 2% of the population does
not exhibit declines in intelligence over the life span. Even on crystallized

TABLE 8.5 Age-Related Changes in Two Indices of Intelligence in Longitudinal

and Independent Samples¢
 

Age
 

Index 32 39 46 53 60 67 74 81
 

Verbal meaning Lb .30¢ 51 .68 81 85 72 .43 13
[5 .08 .08 00 —-.20 -—.20 —.47 —.80 -—1.04

Induction L —.20 -.10 -.10 -.17 -.14 —-.31 —.6] —.88

I —.10 —.32 -52 -.78 -.91 -1.17 -1.36 —-1.52
 

2Based on Schaie (1980).

bL, longitudinal design; I, independent sample.

CAll values are expressed in terms of the mean and standard deviation of the performanceof the 25-

year-old samples.
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ability tests that are assumed to measure past learning rather than the
ability to acquire new knowledge, declines may be expectedto be close to
1.5 standard deviation units of the adult life span, suggesting on the basis
of normal curvestatistics that no more than 7% of the population may be
expected to avoid intellectual declines over the adult life span.

Additional evidence for declines in intelligence may be found in data
reported by Schaie (1990) in which he reported data for a 28-year longitu-
dinal sample. Schaie reported changes in Thurstoneability scores for a
sample of 16 individuals studied over the 28-yearinterval from ages 53 to
81. Table 8.6 presents his data. Note that the sample is small and there-
fore the values reported should be considered as approximations of what
would be obtained in a large-scale longitudinal study. The data reported in
Table 8.6 indicate that there is an approximately equal decline in the
markers for fluid and crystallized abilities. The composite index, which
may be considered as an approximation of a general intellectual index,
exhibits a decline over this age period of .88 standard deviations. Note
that the standard deviation of decline scores for this sample is .45, indi-
cating that the mean decline was almost 2 standard deviations from the
value of zero, suggesting that almostall of the subjects in this sample
exhibited some declinein general intelligence. Again, these results under-
estimate the true magnitude of decline in unselected samples. Indi-
viduals who maintain 28-year contact in a longitudinal studyare a hyper-
selected subset of the population of the aged.

Although Schaie’s data provide evidence for declines in intelligence
over the adult life span, he has argued that these declines are not global
and are rarely general. He used his longitudinal samplesto ascertain the
numberof abilities that had exhibited declines in each 7-year longitudinal
sample from ages 53 to 81 (Schaie, 1990). A decline was defined as a
reduction in a subtest score for a 7-year period that was equalto 1 stan-
dard error of the baseline score at the beginning of each 7-year period.
Such a declineis a statistically meaningful criterion, suggesting that the
changes werenot attributable to chance variations in performance. Table
8.7 presents the proportion of individuals in each 7-year longitudinal
study who exhibited declines in excess of 1 standard error. It is obvious
that relatively few subjects exhibit consistent declines on all abilities.

TABLE8.6 Declines in Primary Mental Abilities from Ages 53-812
 

 

Verbal meaning Inductive reasoning Composite°

Mean 875 819 875

S.D. 507 .808 452
 

2Based on Schaie (1990).

/N = 16.

“Composite is based on five tests: Verbal Meaning, Spatial, Inductive Reasoning,
Number, Word Fluency.
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TABLE8.7 Proportions of Individuals Exhibiting

Declines in Abilities
 

 

 

Age

Numberof abilities 53-60 60-67 67-74 74-81

None 41.3 26.7 24.3 15.5

One 35.3 35.1 37.7 37.2

Two 17.0 22.0 21.8 24.8

Three 49 10.3 11.8 14.0

Four 1.2 5.0 3.9 6.2

All five 5 8 1.1 2.3
 

4Based on Schaie.

Even in the 74- to 81-year-old subgroup, only 2.3% of the subjects exhibit
statistically significant declines on eachof thefive tests in the Thurstone
battery. It is also the case that declines are not consistent across time
periods. For the small subset of subjects with the 28-year longitudinal
data, no subjects exhibited declinesin all four time periods on anyability
measure or on the composite measureof ability.

Schaie argued on the basis of these data that declines were not global
and were not linear over the age range that he studied. Most individuals
exhibit constant performance on mostabilities over most time periods.
Schaie’s conclusionsare based on theidiosyncrasies of his data-analysis
procedures andhis selection of a sample to study. It is possible to argue
that these conclusions are not justified for several reasons. First, the
longitudinal sample is not representative and therefore may notbeinfor-
mative of the pattern of change associated with aging in the general
population. Second, the use of a single point estimate based ona criteria
of statistical significance is arbitrary. Third, the use of several ability
indices is not an optimal or exhaustive representation of the statistical
structure of this set of measures. Schaie, Willis, Jay, & Chipuer (1989)
foundthat factor structures for ability tests given to separate age cohorts
across the adult life span are relatively congruent. Thus, thestatistical
relationships amongability tests may be assumedtoberelatively invar-
iant for the samples included in these studies. The discussion of the
Statistical relationships that obtain among these types of measures in
Chapter 2 of this book clearly established that these measures would form
a positive manifold supporting the existence of a single common factor
that accounts for a substantial portion of the variance in the correlation
matrix for these tests. The attemptto treat each of these ability tests as if
they are statistically independent of each other does not account for the
commonvariance of the tests. A more meaningful analysis of these data
would analyze changes in commonvariance before examining changesin
specific components of variance. The linear and nonlinear trends for
changes in commonandspecific componentsof varianceas a function of
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age could be analyzed. Such an analysis might be more informative than
an analysis based on the proportion of individuals who exhibit an arbi-
trary statistically defined magnitude of decline on each of several nonin-
dependentability measures.
Declines in fluid ability with age are correlated with changesin perfor-

mance on a variety of other cognitive tasks. This has led to the develop-
mentof different theoretical characterizations of the basis for intellectual
decline. I shall briefly consider four approachesto this issue.
The declines in intelligence obtained in longitudinal studies of aging

may beattributable to changes in the speed of processing information.
Hertzog (1989) reported the results of a cross-sectional study of age dif-
ferences in intelligence as assessed with the Thurstone battery for adults
between ages 43 and 89. He obtained a measureof the speed of processing
information that was a composite index of the perceptual speed measure
from the Thurstone battery and a measure of the time required to mark
correct answers whenthey were supplied to the subjects. Hertzog calcu-
lated cross-sectional changes in intelligence for Thurstone ability mea-
sures that were not adjusted for speed and that were speed adjusted. His
results are presented in Figures 8.1 and 8.2. These data indicate that a
substantial portion of the age-related declines obtainedin intelligence are
associated with age-related changesin a speed-of-processingvariable.It is
also the case that the effects of partialling out speed measures lead to
quite different cross-sectional age-related changes in different measures
of intelligence. For induction, a good markerfor fluid ability, there is an
age-related decline of approximately .4 standard deviations from ages 60
to 80 for speed-adjusted scores. Comparable data for verbal comprehen-
sion, a good markerfor crystallized ability, indicate that speed-adjusted
performanceincreases until age 70 and exhibits little or no decline be-
tween ages 70 and 80. These data imply that adjustmentsfor the speed of
responding have a larger effect on fluid ability measures than on
crystallized ability. It should be noted that speed-adjusted scores should
not be thought of as pure measures of ability adjusted for a meth-
odological artifact. Speed of filling out a form in which correct answers
are supplied is, like many other deceptively simple tasks reviewed in
Chapters 3 and 4, correlated with more complex intellectual skills.
Hertzog reports correlations ranging between .18 and .62 between this
measure of speed of reasoning and Thurstoneability scores for four differ-
ent age cohorts—the median correlation was .34. This implies that cor-
rections for speed removetrue score variancefor intelligence as well as a
possible methodological artifact in assessment.

Salthouse (1982, 1985, 1988) developed a resource theory to explain
declines in fluid ability. He administered tasks to young and old adults
that were assumed to vary in the numberof times the sameoperation
neededto be applied in order to successfully complete the task. He used a
visual synthesis and a geometric analogies problem that varied in com-
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FIGURE 8.1 Speed-adjusted {stars) and unadjusted (lines) cross-sectional changes in

crystallized ability. (Based on Hertzog, 1989.}

plexity. The geometric analogies task involved deciding whether the D
term of a geometric analogy wascorrector not. Variations in the complex-

ity of the analogy were introduced by varying the number of elements
includedin each of the terms of the analogy. Salthouse assumed that the
manipulation of the number of elements in the problem did not influence
the strategies used to solve the problem. Such a manipulation is assumed
to involve increases in the numberof repetitions of the same operation.
The slope of the increase in decision time for the analogies is assumed to
be a function of the numberof resources available to a personto solve this
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ability. (Based on Hertzog, 1989.)

type of problem.Figure 8.3 indicates that decision timesanderrors exhib-
it steeper slopes as a function of complexity among older adults varying
between 57 and 67 years of age than among young adults varying in age
between 18 and 25. Comparable results were obtained for other tasks in
which the slope of performance as a function of the complexity of the
task was obtained. As in the geometric analogies task, complexity was
conceptualized in terms of the number of recurrent operations of the
same type required for solution.
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Salthouse found that slope measuresfor different tasks were positively

correlated. For example, the slope for the geometric analogies problem

and the slope for a visual synthesis problem differing in complexity had a

correlation of .47 for older adults in one of his studies (see Salthouse,

1988, Experiment3). By comparing the magnitudeof the slope differences

for various tasks, Salthouse derived an estimate of the ratio of processing

resources of old adults to young adults. He found that older adults in his

studies were estimated to have approximately 60% of the processing

resources of young adults. The relationship between age and resource

capacity was substantially mediated by the relationship between each of

these variables and performance on the Digit Symbol substitution task of

the Wechsler test. Control for performance onthis task led to a reduction

in the common variance of age and performance on the tasks used to

measure resource capacities from 28.7% of the commonvariance to 4.8%

of the variance.
Salthouse’s studies provide a theoretical foundation and languagefor an

analysis of the relationship between age andfluid intelligence. Aging is

accompaniedbya lossof the ability to repeatedly perform the sameopera-

tion rapidly. This inability is indexed in part by speed of performance of

the digit symbol tasks and also by more complex reasoning tasks involv-

ing the repeated execution of the same type of mentalprocess. The effect

is relatively general and appears to provide a basis for understanding

declines in fluid ability.
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Raz, Moberg, & Millman (1990) obtained data suggesting that age-relat-
ed declines in fluid ability might be related to basic information-process-
ing capacities. They obtained pitch discrimination thresholdsfor briefly
presented tones. Previousresearch by Raz et al. (1987) reviewed in Chap-
ter 3 of this book indicated that pitch discrimination thresholdsforbrief-
ly presented tones were correlated with generalintelligence in college-age
samples. They obtained Cattell Culture-Fair IQ test scores and vocabu-
lary test scores for a sample of 44 adults with a mean age of 40 (S.D. = 20).
The correlations among ability measures, age, and their index of pitch
discrimination are presented in Table 8.8. An examination of these data
indicates that pitch discrimination is related to fluid ability but not to
vocabulary. Age is inversely related to the Cattell measure of fluid ability
and positively related to vocabulary. Note that age is positively related to
pitch discrimination. These data indicate that age is associated with de-
clines in both fluid ability and pitch discrimination for briefly presented
tones. These data are compatible with a model that assumes that someof
the age-related decline in fluid ability is attributable to a decline in basic
information-processing indices that relate to general intelligence in
younger age groups. These data should be accepted cautiously. The sam-
ple is small and the obtained correlations are somewhat anomalous. Cor-
relations between vocabulary and the Cattell Culture-Fair test are quite
low and this somewhat unusual low correlation may contribute to the
finding that the pitch discrimination indexis related only to fluid and not
to crystallized ability.
Declines in fluid ability are thought to be accompanied by changesin

the brain. Whileit is relatively easy to documentphysiological changesin
the nervous system andthe brain associated with aging, thereis relatively
little research that relates changes in physiological functioning that ac-
company aging to changesin intelligence. It is only recently that nonin-
vasive techniques were developed that permit one to measure anatomy
and functioning of the human brain in intact individuals. The use of
computerized imaging techniques permits one to measure structure and
functioning of the human brain in intact individuals. In principle,
changesin brain structure and functioning associated with aging can be
measured and these changes can be related to changes in intellectual

TABLE 8.8 Correlations among Age, Pitch

Discrimination Index, Cattell Culture-Fair IQ,

and Vocabulary¢
 

 

Pitch Cattell Vocabulary

Age .46 —.77 24

Pitch —.52 —.00

Cattell 09
 

aBased on Raz, Moberg, & Millman (1990).
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functioning, providing insights into the biological basis of age-related
changes in intelligence. There is relatively little research of this type
available. The techniques are expensive and have not been widely used in
the study of individual differencesin intelligence. Raz, Millman, & Sarpel
(1990) performed a study thatillustrates the promise of these techniques.
They used magnetic resonance imaging to obtain changes in watercon-
tents of gray and white cerebral tissue in the medial temporal lobes in a
sample of 25 adults ranging in age from 18 to 78. They also administered a
vocabulary test as an index of crystallized intelligence to these subjects
and the Cattell Culture-Fair test as an index of fluid intelligence. Correla-
tions among age, intelligence indices, and theratio of gray to white mat-
ters pin-lattice relaxation times are presented in Table 8.9. Age is nega-
tively correlated with the gray/white ratio and with Cattell IO scores.
Cattell IQ scores are positively correlated with gray/white ratios. Vocabu-
lary scores have a negative correlation with gray/white ratios. These data
should be considered exploratory because of the relatively small sample.
Nevertheless, they are interesting. A biological index of aging is nega-
tively correlated with performance on a measure of fluid ability. The
same index does not predict scores on tests of crystallized ability. The
physiological index does not predict fluid intelligence independently of
its association with age. It would be interesting to obtain this index in a
sample of older individuals of the same age to see if this provides an
independentindexof fluid intelligence. There are manypotential psycho-
logical indices of changes accompanyingthe aging process. Someof these
may be predictive of changesin intelligence amongolder adults. The Raz,
Millman, & Sarpel (1990) study does not indicate whetherthe physiologi-
cal index they used was merely a correlate of aging or whether it was an
index of changesin fluid intelligence that is independentof age.

It is obvious that changes in fluid ability with age are related to a
variety of physiological changes and changes in basic information-pro-
cessing capacities. In addition to the four approaches briefly discussed
above, Horn, Donaldson, & Engstrom (1981) related changesin fluid abili-
ty with aging to measures of concentration, encoding organization, inci-
dental memory, eschewingattentional irrelevancies, dividing attention,
and working memory. The changesin basic information-processingabili-
ties that occur with age are probably related to physiological changes in

TABLE 8.9 Correlations among Age, Cattell IQ,

Vocabulary, and Gray/White Ratio
 

Cattell Vocabulary Gray/white
 

Age —.71 32 —.57
Cattell 18 95
Vocabulary —.28
 

“Based on Raz, Millman, & Sarpel (1990).
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the brain. It is clear that these changes appearto havea differential influ-
ence on fluid andcrystallized abilities. And declines in the former type of
intelligence are larger and appear to be moreclearly related to physiologi-
cal changes and changes in basic information-processing abilities. Dif-
ferences in the relationship between basic information processes and
physiological indices and declines in crystallized and fluid intelligence
provide a strong rationale of the theoretical distinction between these
two typesof intelligence.
Whatis the practical significance of the decline in intelligence associ-

ated with aging? Willis & Schaie (1986) related performance on psycho-
metric indices to tests of ability to perform everyday tasks in a sample of
older adults ranging in age from 60 to 88. They administered a battery of
psychometric tests anda test of basic skills including the ability to under-
stand labels, read maps and charts, understand a paragraph, understand
forms, advertisements, and technical documents, and comprehend news
stories. They factor analyzed their ability tests and obtained a four-factor
solution that includeda fluid ability factor, a crystallized ability factor, a
memory spanfactor, and a perceptual speed factor. Scores on thefirst two
factors were related to performance onthebasic skills test. Fluid ability
was more highly related to performance on basic skills than crystallized
ability (r = .58 and .29, respectively). These data indicate that the compo-
nentof intelligence that exhibits the largest decline with age is substan-
tially related to the intellectual ability required to perform activities that
are necessary to be a competent adult. Willis and Schaie argued that
manyof the basic skills they studied were “nonentrenched” and required
subjects to solve problemsin waysthat involved the application of gener-
al principles applied to novel tasks. As such, they were better measuresof
fluid ability than crystallized ability. The distinction between novel tasks
and entrenchment maybegenerally useful in understanding theintellec-
tual competenceof older adults. It is possible that aged individuals may
be relatively successful in performing intellectual tasks that draw heavily
on previously acquired crystallized abilities and knowledge. Studies of
scientific productivity have failed to documentclear-cut evidence of de-
clines with age (Cole, 1979). Of course this type of evidence deals with the
performance of a small numberof hyperselected individuals and typically
does not include performanceof individuals past the normal retirement
age of 65. Note that the Willis and Schaie study is concerned with the
performance of many adults whoare past normalretirementage.

In intellectual declines occur and theyare of somesignificancein abili-
ty to perform everyday activities it would be useful to devise programsto
increase intelligence amongolder adults.

Baltes, Kliegl, & Dittmann-Kohli (1988) attempted to change fluid in-
telligence in a group of healthy volunteers aged 63 to 87. The subjects
were randomly assignedto one of three groups. One group took a battery
of fluid ability test on two occasions. A second group wasgiven 10 hours
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of training in ways of solving fluid ability problems. A third group was
permitted to take the battery of intelligence tests three times during a 10-
hour period without feedback or specific instructional guidance. Thebat-
tery of tests included two tests generally construed as good markersof a
fluid ability factor—the Cattell Culture-Fair intelligence test and the
Raven's test. The control group had mean scores that were .45 and .04
standard deviation units higher on the posttest than on thepretest on the
Cattell and Raven, respectively. The comparable gains expressed in stan-
dard deviation units of the pretest scores for the group given practice tests
in the battery without feedback were .82 and .29 standard deviation units.
The group given specific training on the test gained .64 and .20 standard
deviation units, respectively.
These data permit us to reach several conclusions aboutthe benefits of

training in improving fluid ability among older adult subjects. First, the
gains associated with training are modest. On generalfluid ability tests
such as the Cattell and the Raven, specific training was associated with
gains of less than one-fifth of a standard deviation unit relative to the
gains obtained from a simple retesting. Second, the gains that were ob-
tained as a result of practice without expert guidance were,if anything,
slightly larger than those obtained asa result of specific training. Baltes et
al. interpreted these findings as indicating that training effects may be
largely attributable to helping individuals use skills that are already in
their repertoire.

Schaie & Willis (1986) used their longitudinal sample to attempt to
remediate changes in intelligence among older adults. Their sample
ranged in age from 62 to 95. They divided their sample into those who had
exhibited declines in abilities relative to a prior testing 14 years before
and those who had not exhibited such declines. The subjects were pro-
vided with 5 hours of training designed to assist them in solving either
spatial problemsor reasoning problems. Subjects were tested on both the
ability they were specifically trained on and theability for which they
werenot specifically trained. The largest gains as a result of training were
exhibited by subjects who had declinesin ability and who were tested on
the specific ability that they had been trained to perform. For example,
subjects who wereclassified as decliners who were trained in reasoning
ability exhibited gains of slightly less than .8 standard deviation units on
reasoning on their retest. These gains returned over 40% of these subjects
to the level of performance they had exhibited in the test given 14 years
earlier. The gains in intelligence exhibited by these subjects were some-
whatspecific to the abilities on which they were trained. Whentested on
the generalization ability, the gains for subjects ranged. from approx-
imately .2 to .3 standard deviation units.
The results of the Schaie and Willis study tentatively support several

conclusions. First, while it is possible to remediate declines in specific
abilities associated with aging, the effects of the remediation are smaller
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on other abilities. This implies that changes in general or fluid intel-
ligence, if any, obtained as a result of the intervention were smaller than
changes on specific abilities that were remediated. Second, gains in fluid
or general ability as manifested on the generalization task were modest—
less than .3 standard deviations in magnitude. Third, there were no con-
trols for changes attributable to the effects of retesting. Note that Baltes
et al. obtained changesin fluid ability in a comparable sample merely as
result of taking tests on two occasions. This suggests that the generaliza-
tion gains obtained in the Baltes and Willis study may have been attribut-
able solely to the effects of taking the test on two occasions. Thereis
considerable uncertainty aboutthis matter since Baltes and Willis did not
include a group who were not given training but were given the test on
twooccasions.In any case, gainsin fluid or general intelligence that were
obtained as a result of specific training, when adjusted for an unknown
test—retest component, are vanishingly small. Fourth, the results of this
remediation may under- or overestimate the general effects of remedia-
tion. It is quite possible that longer and moreintensive interventions that
are directed to a broader range of abilities might lead to larger changesin
general intelligence. The long-term effects of the interventions are un-
knownandit is possible that such interventions may fade over time.
This brief review of two intervention studies suggests that theeffects of

interventions to increase general intelligence among the aged may be
comparable to the effects of interventions designed to increase intel-
ligence in young children. In both instances, the changes that are ob-
tained as a result of the interventions are notlarge.

CONCLUSION

Baltes & Willis (1979; see also Dixon, Kramer, & Baltes, 1985; Willis &
Baltes, 1980) abstracted four conceptions from research on the develop-
mentof intelligence in adulthood and old age. Theseare:

1. Multidimensionality, the notion that intelligence is composed of mul-
tiple mental abilities, each with potentially distinct structural, func-
tional, and developmental properties.

2. Multidirectionality, signifying that there are multiple distinct change
patterns associated with theseabilities.

3. Interindividual variability, a conception reflecting the observed dif-
ferences in the life-course change patterns of individuals.

4. Intraindividual plasticity, which indicates that, in general, throughout
the life course individual behavioral patterns are modifiable.

While there is a support for each of these, it is also the case thatit
would be possible to emphasize the converse principles of unidimen-
sionality, undirectionality, interindividual stability, and intraindividual
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constancy from an examination of this literature. Consider each of these
concepts.

Unidimensionality. Although crystallized and fluid ability exhibit
somewhatdifferent changes with age, both decline andit is possible that
changesin fluid ability may be more significant. Evidence indicating that
fluid ability is isomorphic with g and occupies a different hierarchical
level than crystallized ability may be relevant to understanding age-relat-
ed changes in intelligence. That is, it may be correct to say that fluid
ability, which is isomorphic with the most general conception of intel-
ligence, exhibits declines and therefore changes in intelligence in
adulthood may equally be characterized as unidimensional as well as
multidimensional. In a sense this issue mirrors debates about the struc-
ture of intellect considered in Chapter 2 of this book.

Unidirectionality. Since analyses of independent samples adjustingfor
dropout effects (see Table 8.5) indicate that declines occur in both
crystallized and fluid ability, it may be just as appropriate to discuss
unidirectional changeasit is to describe the changesthat occuras multi-
directional.

Interindividual constancy. Long-term longitudinal data reported in
Table 8.6 indicate that virtually all individuals exhibit declines in fluid
ability if studied for a sufficiently long period of time. While there is
considerable interindividual variability in changes in fluid ability over
the life span, it is also correct to state that virtually everyone whosur-
vives into the ninth decade of life may be expected to exhibit declines in
fluid ability. Therefore, one could say with equaljustification that thereis
interindividual stability in the change in intelligence associated with
aging.

Intraindividual constancy. Despitethe belief in the plasticity of intel-
ligence, there is, in my judgment, relatively little convincing evidence
that existing programs designed to modify general intelligence are able to
substantially increase intellectual ability. Intelligence is not particularly
malleable. While small changes may occuras a result of interventions,
there is relatively little evidence that the changes that occurare of endur-
ing and general significance.

It should be apparent that research on life-span changesin intelligence
may be approached from multiple perspectives. Although the conceptof
fixed intelligence is a caricature of the psychometric tradition, there is a
sense in which it is possible to study life-span changes by appeal to a
model that emphasizes the importance of the unfolding of a biologically
influenced latent ability construct that influences the responseto cultur-
al opportunities presented to individuals. Evidence for genetic influences
on intelligence, preliminary suggestions from someof the behavior genet-
ic analyses of genetic influences on changes in intelligence, and rela-
tionships between biological mothers’ IQ and the early intellectual per-
formanceof their adopted children suggest that someof the longitudinal
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stability in IQ is attributable to genotypic influences that influence both
early childhoodintellectual developmentand adult intellectual develop-
ment(see the discussion of longitudinal behavior genetics in Chapter 5).
Similarly, the emerging evidence indicating that information-processing
indices obtained shortly after birth are related to childhoodIQ (see Chap-
ter 3) suggests that some of the continuities in intelligence extend from
the first year oflife. It is possible that age-related declinesin fluid ability
may be partially determinedby genetic factors that influence physiologi-
cal changes. Thus,life-span development may be viewed through thelens
of inexorable changesin a biologically influenced disposition. While such
an approach may have somevalidity, it should be apparentthatit is a
gross oversimplification. Genetic predispositions constantly interact
with environmental events. Intelligence is clearly determined from the
prenatal period on by both the social and the biological environment
encountered by individuals. It may be equally wrongto see intelligence
over the life span as the inexorable unfolding of a predetermined disposi-
tion as it is to see it as a characteristic of personsthatis plastic, mallea-
ble, variable, multidirectional, and multidimensional. Both perspectives
are necessary to understand the changesthat occur.



9
CORRELATES OF INTELLIGENCE

From its inception, the study of intelligence has been concerned with the
relationship between measuresof intelligence and real-world accomplish-
ments. This issue has not been dealt with in the previous chapters in this
book. In this chapter we shall consider relationships between intelligence
and education, occupational success, criminality, and fertility.

INTELLIGENCE AND EDUCATION

Description

Thereis a large amountof literature relating scores ontests of intelligence
to performancein various academicsettings. Lavin (1965) summarized the
older literature. Tests of intelligence correlate with measures of academic
performance. Thecorrelations that are obtained are usually close to .5.
Highercorrelations are obtained for elementary school performance. The
lower correlations that are obtained for performance in the high school
years are probably attributable to somerestriction in range of talent.
Students usually have some choiceof subjects that they study at the high
school level and these choices may berelated to IQ. The homogeneityof
grouping on intelligence may influence the magnitudeof the correlation
between IQ and mastery of subject matter taught at the high schoollevel.
The correlation between IQ and academic achievementdoes notinvari-

ably decrease as the time between the administration of IQ tests and the

administration of measures of academic achievement increases. For ex-
ample, Butler, Marsh, Sheppard, & Sheppard (1985) obtained reading
achievement scores for a large sample of children in the first, second,
third, and sixth grades in Sydney, Australia, using a longitudinal design.
IQ test scores were obtained in kindergarten. The correlations between IQ
and a readingscorefactor for children in thefirst, second, third, and sixth
grades were .38, .39, .46, and .46, respectively.

252
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Feshbach, Adelman, & Fuller (1977) administered IQ tests to two large
samples of kindergarten children and related these scores to reading
achievementscores in the first, second, and third grades. They obtained
correlations of .32, .40, and .45, respectively. In a secondreplication sam-
ple, the comparable correlations were .42, .48, and .45. Horn & Packard
(1985) reported the results of a meta-analysis of studies relating IQ mea-
sures administered to children in kindergarten andfirst grade and reading
achievementof children in elementary school. The meancorrelation for
nine studies relating IQ to reading achievementin thefirst grade was .52.
The comparablecorrelation for studies relating IQ test scores obtained in
kindergarten and first grade to reading achievement in the second and
third grades was .54, again indicating little or no change in the predicta-
bility of IQ test scores obtained at the beginning of elementary school and
indices of academic achievement obtained at different periods of time.

Theseresults may be attributable to two processes. Early achievements
mayrelate to later achievements. Therefore, attainmentof reading skills
in first grade provides a foundation for subsequent acquisition of new
skills. It is also the case that general intelligence may berelated to the
acquisition of new skills not assessed in previous measures of achieve-
ment.

Tests of intelligence are not only related to indices of academicperfor-
mance;they are also related to measures of the numberof years of educa-
tion that individuals receive. The number of years of education that a
person receives is related to a person’s occupational status. Occupational
status hierarchies, as determined by subjects’ rankings, are positively
correlated with the years of education that are required to meet entry
requirementsfor a particular occupation.If IQ is related to the numberof
years of education that a person receives, IQ measures should berelated
to the occupational status that a person attains. We indicated in Chapter
6 that parentalsocial status is correlated with IQ (r = .3), and it is possible
that parental social status may influence the amount of education a per-
son receives. Therefore, the relationship between IQ and the amountof
education that a person receives, and ultimately the social status that a
person attains, may be attributable to the influence of parental social
background on IQ and education.
The sociologists Blau & Duncan (1967) were amongthefirst to attempt

to study relationships among IQ, parental social status, education, and
occupational status. They obtained IQ data on students in school and
followed these individuals in order to determine the numberof yearsof
education that they obtained. Duncan, Featherman, & Duncan (1972)
developed path analytic models for these data using several historical data
sets. For example, Benson (1942) obtained IQ scoresfor a group of elemen-
tary school children in the sixth grade in Minneapolis. She found that the
correlation between sixth grade IQ test scores obtained in 1923 and the
number of years of education that a person obtained was .57. A path
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modelrelating these variables is presented in Fig. 9.1. An examination of
the model indicates that intelligence is a more important influence on
the number of years of education that a person obtains than a person's
socioeconomic background. The numberof years of education thata per-
son obtains is an important influence on the occupational status of a
person’s first job. Duncan et al. estimated that intelligence by itself ac-
counts for 29% of the variance of educational achievement.Intelligence
and socioeconomic backgroundaccount for 44% of a person’s educational
attainment. While there are a numberof complex issues surrounding the
interpretation of these data, including questions of secular change and
the estimation of parameters using different data sources, all of the so-
ciological analyses of this type of data for the U.S. are in agreement with
certain features of this analysis. Individual differences in intelligence as
estimated by scores obtained early in a person’s educational career ac-
count for more variance in educational attainment than a person’s social

class background. Social class background, as we haveseen, is only weak-
ly related to IQ. Therefore, IQ measures a characteristic of persons that
influences their educational experiences that is independentof their so-
cial class background. Since the number of years of education that a
person obtains influences a person’s occupational status, intelligence is
related to intergenerational occupational mobility. Individuals with high
intelligence are morelikely to attain an occupational status that is higher
than their parents than individuals who are low in intelligence. It is
interesting to note that a system of assigning individuals to educational
tracks that would determine the amount of education a person obtains
solely on the basis of a person’s IQ test score would decrease the class bias
in the amountof education that a person receives.
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FIGURE 9.1 Abridged version of the final model of ability and achievement with path
coefficients for two populations. (Based on Duncan, Featherman, & Duncan, 1972.)
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Jencks (1979; see also 1972) presented a comprehensive analysis using
several different surveys relating IQ to educational attainment and oc-
cupationalstatus. He indicated that thereis very little evidence of secular
changes in the magnitudesof the correlation between IQ and the number
of years of education that a person obtainsfor data collected from 1920 to
1970. The correlations between these variables are usually in the high
50s, suggesting that IQ accountsfor approximately 34% of the variance in
educational attainment. Jencks’s analysesof the available survey data also
indicated that intelligence is related to the amountof income that person
obtains independentof the effect of the amountof education that a person
obtains. The effects are small. Jencks indicated that the importanceof
adolescent IQ in determining a person’s earnings increases with age. A 1- |
standard-deviation increase in IQ is associated with a 14% increase in
earnings with education andsocial class background held constant. Also,
IQ has been related to earnings for men within the same occupation.
Jencks reported that in one sample of individuals from Michigan, a 1-
standard-deviation difference in IQ was associated with an 11% increase
in earnings for individuals in the same occupation. There is considerable
uncertainty surroundingthese valuessince they are based on complicated
adjustments for social class background and education. Nevertheless,
Jencks’s analyses clearly indicate that IQ is the most important single
predictor of an individual’s ultimate position in American society. While
there is considerable unpredictability for such indicesas social status and
income, IQ is more predictive than anythingelse.
The influence of IQ on the amountof education that a person obtains

may be understood in termsof the unfolding of a set of interrelated social
influences. We have seen that IQ is related to academic achievement.

Individuals who do well in schools may develop positive views of their
educational abilities that may foster academic aspirations. In addition,
individuals whoexcel in their academic work maybeassigned to educa-
tional tracks and to classes that are designed to prepare individuals for
higher education. Educational counselors and administrators may en-
courage individuals who excel in their academic work to continue their
education. Students assigned to classes with classmates whoplan to con-
tinue their education my receive encouragementfrom their classmates to
continue their education. This hypothetical scenario about interrelated
influences that impact upon individuals who differ in IQ provides a basis
for understanding the way in which IQ influences the amountof educa-

tion that a person obtains. This scenario is not totally fictional. Rehberg
& Rosenthal (1978) investigated the decision of high school students to
continue their formal education. Their study was a longitudinal investi-
gation of over 2000 high school students starting in the ninth grade and
continuing until high school graduation. They related the decision to
enroll in postsecondary education to measures of a pupil’s background,
IQ, and academic achievement, to the influence of parents, peers, and
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counselors, and to the curriculum that was elected. Table 9.1 presents a
synthesis of their data indicating the way in which these variables influ-
ence the decision to obtain postgraduate education. The data in Table 9.1
include relationships for the samevariables based on data obtained in the
ninth grade, where the educational decision is based on intentions, and
data from the same students whohave graduated high school, where the
dependent variable is the planned enrollment of students in college.
These data indicate that individual differences in intelligence are a more
important source of variance in the decision to continue education after
high school graduation than they are at the beginning of high school. The
influence of IQ and social class background change over the course of a

person’s high school career—the formerinfluence tends to becomelarger,
the latter influence tends to become smaller. The influence of IQ on the
decision to continue education is, in terms of the path model that is
developed, indirect. IQ influences the several variables that jointly deter-
mine the decision to continue one’s education. IQ influences academic
achievement. Indices of academic achievementinfluence the assignment
of individuals to educational tracks and classes that are designed to pre-
pare a person for higher education. Academic achievementinfluences the
advice students receive from college counselors. And, class and curricu-
lum placementinfluence friendship patterns and the kinds of influences
that students receive from their peers. The influence of parental aspira-
tions and expectations tends to decline over the course of a student’s high
school career. These changes are not dramatic, but they exert a cumula-
tive influence that is documented in detail in Rehberg and Rosenthal’s
survey data. Rehberg and Rosenthal concluded that the educational sys-
tem they studied is more responsive to “merit” (this assumes that high
ability as assessed by IQ tests is an index of merit or at least educational

TABLE 9.1 Variables that Influence the Decision to Attend College
 

  

 

Ninth grade Postsecondary

intention enrollment

Male Female Male Female

Social class .46 .40 36 35
Ability 39 4) 43 .40

Parental educational
stress .40 45 29 28

Further education
taken for granted 48 47 38 31

Curriculum, grade 9 42 .48 .29 39

Peer college
intentions, grade 9 5] 44 39 35
 

2Based on Rehberg & Rosenthal(1978), Tables 3.6 and 7.1).
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merit) than to social class privilege. Of course, as indicated previously,
the educational system is not completely based on merit since social
class background continues to exert an independent influence on educa-
tional enrollment beyond secondary school.

Jencks (1979) also cited survey data that indicated that ability test
scores become a more important influence on the decision to enroll in
postgraduate education as students approachthe end of their high school
years. Apparently, the phenomenais characteristic of many educational
systems in the U.S. He suggested that at the most general level the phe-
nomenonis to be understood in one of two ways: (1) Schools treat indi-
viduals with different ability scores differently, generally providing more
encouragementto academically talented students than to students with
low test scores; and (2) individuals with high test scores are more adeptat
preparing themselves to continue their education during the high school
years than students with low test scores. It is obvious that the way in
which individual differences in IQ determine educational decisions and

influence the amountof education that a person receivesis attributable
to the interactions of individuals with the educational system, and these
influences must be understood as the result of a complex process that
develops over time.
We have seen that thereis relationship betweenintelligence and aca-

demic achievement. What determinesthis relationship? Behavior genetic
procedures maybeused to investigate the covariation between variables
as well as individual differences in a variable. Cardon, DiLalla, Plomin,
DeFries, & Fulker (1990) used the Colorado Adoption Project sample to
study the relationship between reading skills and intelligence in a group
of 7-year-old children who had completed 1 year of elementary school.
They contrasted the relationship between IQ andreadingskills of parents
and children in adopted and control families. They found that the IQ and
reading skill measures of adopted parents were not clearly related to the
IQs and reading skills of their adopted children. For example, the correla-
tions between the adopted mother’s IQ and the IQ andreading skill per-
formance of her adopted child were .07 and —.11, respectively. By con-
trast, the IQ of the biological motherin control families wasrelated to the
IQ of her natural children and to the readingskills of her natural children.
The correlations were .21 and .17, respectively. Cardon et al. used these
and other measuresof the relationships between IQ andreading achieve-
ment for natural and adopted parents and their children to perform a
behavior genetic analysis of the basis for the relationship between IQ and
reading achievement. Their analysis indicated that reading achievement
and IQ were equally heritable. Heritabilities were .36 and .38, respec-
tively. The correlation between reading achievement and IQ was .43. They
estimated that 90% of the covariance between reading achievement and
IQ was attributable to shared genetic covariance. This implies that the
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genetic characteristics that determine individual differences in IQ are
largely the sameas those that determineindividual differences in reading
skills.
Brooks, Fulker, & DeFries (1990) reached a similar conclusion about the

relationship between intelligence and readingskills on the basis of a twin
study with a sample varying in age between 7 and 20. They obtained a
correlation of .38 between their measure of IQ and the same measure of
reading skill used in the Cardon et al. study. They found that the
covariance between reading skill and IQ could be accounted for by a
model that assumed that there was no between-family environmental
influence on the relationship. The relationship was attributable to with-
in-family sources of variance and genetic covariance. The genetic correla-
tion between reading skill and IQ was.58.

Thompson, Detterman, & Plomin (1991) reported the results of a genet-
ic covariance analysis of the relationship between cognitive abilities and
scholastic achievement. They administered a battery of tests designed to
obtain indices of spatial and verbal abilities and performance on achieve-
menttests of reading, math, and languageskills in the schools to a sam-
ple of 6- to 12-year-old twins. Behavior genetic analyses of their various
measures indicated that measures of cognitive abilities had higher
heritabilities than achievement tests. The estimated heritability of the
spatial ability index was .70. The comparable heritability for the verbal
ability index was .54. The estimated heritabilities for the three tests of
achievement ranged from .17 to .27. The between-family environmental
influences were higher on the achievementtests than on theability in-
dices. The achievement tests had between-family environmental influ-
ences ranging from .65 to .73. Spatial and verbal ability indices had esti-
mated between-family environmental influences of .02 and .08,
respectively. These data provide strong evidence for a conceptualdistinc-
tion between achievement and ability. Heritabilities are higher for the
latter; between-family environmental influences are higher for the for-
mer.
Thompson et al. also analyzed the genetic covariance between these

two types of indices. Phenotypic correlations between verbal andspatial
ability indices and measures of achievement ranged from .32 to .40. The
correlations between these measures were higher for MZ twin pairs than
for same-sex DZ twin pairs. The correlations between verbal andspatial
ability indices and measures of achievement for MZ twins ranged from
.31 to .40. The comparable correlations for the fraternal twins ranged
from .18 to .23. The differences in the magnitude of the correlations
imply that genetic factors influence the phenotypic correlations between
ability and achievement. These data are compatible with a behaviorge-
netic model that estimates that the genetic correlation for the phenotypic
correlation of spatial and verbal ability and scholastic achievementis .80.
These data are also compatible with a modelthat assigns a zero valuefor
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parameter estimates for the influence of between-family environmental
variations on the phenotypic correlations between ability and achieve-
ment.
These three studies are the first to address the reasons for therela-

tionship between academic achievement and IQ. It is premature to as-
sumethat the relationship between IQ and other academic achievements
that are acquired in the schools will be genetically mediated.It is also the
case that a model assuming that the genesthat influenceintelligence are
the same as the genes that influence the development of academic
achievementsis plausible. Scores on a test of intelligence should not be
construed as pure measuresof ability. All tests of intelligence measure
intellectual achievements that are determined by the ability to acquire
knowledge. They are therefore tests of achievement. Thedistinction be-
tween ability and achievementis arbitrary and is a matter of degree.
There are no puretests of ability uncontaminated by the opportunity to
acquire knowledgeandintellectual skills. If individuals differ in a genet-
ically determined aptitude to acquire knowledge andskills from common
environmentalexposures, it is reasonable to assumethatthat ability will
be related to the acquisition of fluid ability as well as to benefit from the
formal tuition of the schools. There may even be temperamentalvariables
such as persistence, patience, curiosity, etc., that are heritable that influ-
ence the acquisition of the intellectual skills assessed by tests of intel-
ligence and the acquisition of the content of the curriculum of the
schools. The investigation of the genetic and environmentalbasis of the
covariance between IQ and academic achievement leads to interesting
questions about the kinds of environmentsthat foster the developmentof
genetic covariance. Are there educational settings that decrease the ge-
netic covariance between IQ and academic achievements?

Modifiability
We have seen that IQ test scores are related to educational achievement.
And, further, there is tentative evidence that the association between
academic achievement and IQ may be mediated genetically. Does this
imply that what children learn in schools is determined by genetic char-
acteristics? And, leaving aside the issue of genetic covariance, doesthis
imply that what children learn in schools is determined by the charac-
teristics they bring to the schools? In this section I want to discuss the
modifiability of the relationship between education andintelligence.
One aspect of this issue was discussed by Christopher Jencks (1972).

Jencks analyzed differences in academic achievementassociated with the
public school that a student attended. He obtained aggregated indicesof
academic achievementfor students in a school. Schools differ widely in
the average level of academic achievementas assessed bytests of knowl-
edge of the curriculum.It is easy to examine these data and concludethat
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some schools are better than others. That is, those schools whose pupils
exhibited superior academic performance may be assumed to be more
successful than those schools whose pupils exhibited inferior academic
performance. The aggregated academic performanceof pupils in a school
is related to the socioeconomiccharacteristics of the pupils attending the
school. For the most part, students in the U.S. are assigned by the geo-
graphical location of their residenceto a particular school. Schoolsat the
elementary schoollevel do not influence the composition of their student
body. But the composition of a student body can have an influence on the
academic achievement of children in a school. This suggests that dif-
ferences in the average academic achievementof pupils in a school may
be attributable to differences in the social composition of the student
body and notto intrinsic differences in the nature of the curriculum of
the schools. Jencks found that aggregated indices of the social class back-
ground of a school usually correlated in excess of .9 with aggregated
indices of the academic achievementof pupils in the school. Schools that
were abovetheregression line relating aggregated academic achievement
to aggregated social class background in a particular year might not be
above the line in the following year. Schools that performed abovetheir
expected value in reading achievement might not perform abovetheir
expected value in mathematics achievement. Jencks concludedthatvaria-
tions amongschools in the U.S. might accountfor as little as 2-3% of the
variance in academic achievement after the composition of the social
class background of the schools was taken into account. These analyses
suggest that variations in what children learn in schoolsin the U.S.is not
attributable to variations in the nature of the schools butis attributable
to variations in the characteristics that children bring to the schools. One
might say that the input determines the output.

Jencks’s analysis deals with social class background and academic
achievement. The relationship between social class background andaca-
demic achievement is mediated by individual differences in intelligence.
Rehberg & Rosenthal (1978) summarized studies of the relationship of
grades and IQ andsocial class background. Social class background has
little or no predictive direct relationship to grades after one controls for
such mediating influences as IQ and educational interest. IQ accounts for
more variancein grades and indices of academic achievementthansocial
class background. Virtually all of the relationship between IQ and grades
and other indices of academic accomplishmentin the schools is direct.
That is, it is not diminished in path analyses that control for social class
background. This suggests that the relationship between aggregated in-
dices of academic performancecharacteristic of different schools and ag-
gregated indices of the IQs of students in a school, including the aggre-
gated indices of pupils obtained from IQ tests given prior to school entry,
would be more substantial than the relationship between aggregated in-
dices of social class background and educational accomplishments of
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pupils in different schools. The IQ that children bring to the schooldeter-
mines variations in whatchildren learn in the schools.

Jencks’s views are controversial. Rutter, Maughan, Mortimore, Ouston,

& Smith (1979) conducted a study in London, England, to demonstrate
that there were wide disparities in the academic accomplishmentof stu-
dents with comparable social class backgrounds attending different
schools. Thedifficulty with Rutter’s analysis is that children in London
are not assigned to secondary schools on the basis of their geographic
residence and have a choiceof schools. If the differences in accomplish-
ment were apparent to researchers they might also have been apparent to
parents in the community who might then elect to send academically
talented children to those schools that have the best reputation. Unless
there are good controls for the entry characteristics of children attending
different schools in a system in which parents are given choice of the
school to attend, it is difficult to know if variations in the academic
achievementof pupils in different schools are to be attributable to varia-
tions in the quality of the schools or variations in the characteristics of
different pupils in the schools.

Brookover, Beady, Flood, Schweitzer, & Wisenbaker (1979) argued that
variations in academic achievement of pupils in different schools were
related to the social climate of the school. They obtained a composite
index of school climate that was based in part on measures of the at-
titudes of pupils and teachers aboutthe possibility of academic success
for pupils attending different schools in Michigan. They found that their
school climate index was more predictive of the aggregated academic
performance of pupils in the school than aggregated indices of the social
class background of pupils in the schools. Their data are presented in
Table 9.2 for two different orders of entry of variables in a hierarchical
regression analysis. Although the school climate variable is more predic-
tive of academic outcomethaneither race or social class background,it
should be noted that a logical analysis of these data should be based on
entering demographic variables in the equation prior to entering social
climate variables. This assertion is based on an understanding of the

TABLE 9.2 Percentage of Variance in School
Achievement Related to School Characteristics¢
 

 

Variable Percentage

Socioeconomic background 46
Plus percentage of whites 76
Plus school climate 83

Climatefirst 73

Plus socioeconomic background 75

Plus percentages of whites 83
 

2Based on Brookover, Beady, Flood, Schweitzer, & Wisen-

baker (1979).
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causal relationship that exists among these variables. Since pupils are
assigned to school by geographic residence, school climate cannotinflu-
ence the demographic characteristics of pupils in a school. The converse
is not true. School climate and demographic characteristics are corre-
lated. In this instance our understanding of the world permits usto infer
something about the causal relationship between these variables. If the
appropriate orderof entry of variables is considered, it is apparent that the
demographic background of pupils accounts for 76% of the variance in
aggregated indices of academic accomplishmentof different schools in
the sample. Social climate adds 7% to the predictable variance. These
data are interpreted by Brookoveret al. as providing strong evidencefor a
model of school effects on academic achievement. Nevertheless, demo-
graphic characteristics of pupils account for more than 10 times as much
variance asthevariable that is assumedto capture a salient characteristic
of schools that determines their influence on achievement.
The data obtained by Brookover and his associates may overestimate

the importance of variability among schools. The influence of demo-
graphic characteristics on academic success is mediated by differences in
intelligence test scores associated with race or class. Sinceintelligenceis
a better predictor than eitherrace or class, it can be argued that the most
relevant index of pupil characteristics was not includedin this study. It is
possible that aggregated indices of IQ would be morepredictive of aggre-
gated indices of academic performance than the demographic variables
used in this study. In addition, school climate is not, strictly speaking, a
measureof the characteristics of the school that is independentof charac-
teristics of pupils in the school. One componentin theindex is students’
belief in their academic success. Brookoveret al. assumethat this belief is
causedby school characteristics. It may represent characteristics of pupils
that are independent of demographic characteristics that predict academ-
ic achievement. These hypothetical characteristics may not be influenced
by variations in the academic climate of a school that the person attends.
Thus the interpretation of the influence of school effects provided by
Brookover and his colleagues involves the unsupported assumption that
beliefs about academic achievementheld by pupils are influenced by char-
acteristics of the school that pupils attend. Their interpretation would be
more convincing if their measure of variations among schools did not
include any information about the pupils who attend the school.
The analyses by Jencks and by Brookover et al. deal with variations

among public schools. The relatively small variations in aggregated aca-
demic performance among different schools may be attributable to re-
duced variability in the educational practices of different schools. Cole-
man, Hoffer, & Kilgore (1982a, b) argued that students attending Catholic
parochial schools at the secondary level had higher academic performance
than pupils in public schools controlling for demographic backgroundsof
pupils. Thus it is possible to argue that the relatively small impact of
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variations in schools maytell us more aboutthe relative homogeneityof
public schools than aboutthe possible impactof variations in schools on
the academic achievementof pupils in a school. The comparison of per-
formancedifferences of pupils in Catholic and public schools is compli-
cated by the fact that pupils are not randomly assigned to these two types
of schools. Adjustmentsfor initial differences in pupil characteristics are
difficult since academically motivated and talented pupils might elect to
attend Catholic schools if they believe that the public schools in their
community are not adequate. A good analysis of these issues may be
foundin a series of articles dealing with the analysis of data from a large
survey called the “High School and Beyond”study designedto assess the
impact of Catholic secondary schools on pupils (Alexander & Pallas,
1985; Hoffer, Greeley, & Coleman, 1985; Jencks, 1985; Willms, 1985).
This study provided information about the progress of students in Catho-
lic and public high schools from sophomore year to senior year in a
variety of academic subjects. The study assessed gains in academic work
associated with public and Catholic school attendance. Since students in
Catholic schools in this sample started with better academic performance
in the sophomoreyearthan studentsin the public schools, the magnitude
of the estimated gains is dependent on the procedures that are used to
adjust for initial differences in academic performance.Jencks (1985) pre-
sented an analysis of these data. He estimated that attendance at Catholic
schools is associated with a gain in academic performance of .03 or .04
standard deviations per year compared to attendance in public schools.
Since these are estimated gain scores, it can be assumedthatinitial abili-
ty differences are controlled. Jencks also estimated that attendance at
Catholic schools from thefirst through twelfth grades may beassociated
with a gain of between .11 and .22 standard deviationsrelative to atten-
dance in the public schools. Thus the .03- to .04-standard-deviation ad-
vantage per year may not be sustainable over the course of an extended
exposure to Catholic education. While there is considerable uncertainty
surrounding all of these estimates, it is clear that the impact of dif-
ferences in educational accomplishments of pupils in Catholic versus
public schools is relatively modest.
The research we have briefly reviewed on differences in academic

achievement associated with different schools suggests that variations
among schools are not major sources of variance in academic achieve-
ment. Schools do not makea large difference once one has accountedfor
the intellectual differences characteristic of children entering the schools.
It is possible that the relatively modesteffects of schools in this research
are attributable to restrictions in variations among schools. One way to
get someinsightinto this possibility is to compare the academic perfor-
manceof children in different countries. Such comparisons may provide
insight into possible differences in academic accomplishmentassociated
with variations in schooling. A good example of such a study has been
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reported by Stevenson, Lee, Chen, Lummis, Stigler, Fan, & Ge (1990).
They administered tests of mathematical knowledgeto a representative
sample of first and fifth grade children attending school in the Chicago
metropolitan area and in Beijing, China. The children in Beijing were
superior to the children in Chicago on most of the measuresin thebat-
tery. At the fifth grade level, the Chinese children averaged 1.32 standard
deviation units higher on the test battery than the children in Chicago.
Although Chinese-American children scored higher on the battery of
tests than other ethnic groups, their performance lagged behind thatof
Chinese students in Beijing. Although there is no control for entry char-
acteristics in this study, these data do appear to clearly implicate dif-
ferences in the curriculum in academic achievement.It is interesting to
note that the parents and teachers of Chinese children had less formal
education than the parents and teachers of American children. American
children also were more confident of their mathematical ability than
Chinese children and were morelikely to believe that mathematics was
an easy subject. Despite these differences, the American children were far
behind the Chinese children. The differences are plausibly related to the
amount of time devoted to mathematics in the elementary school and to
the rigor of the curriculum. By performing cross-national comparisonsit
is possible to see that personal inputs do not constrain educational out-
puts. As weshall see in Chapter 10, differences in intelligence between
Chinese-background individuals and individuals of other racial groups are
small. Thus the large difference in academic performance obtained by
Stevensonet al. (1990) cannot beattributed to intellectual differences.It
is plausibly attributable to differences in the educational systems of
China and the U.S. These data imply that individual differences in intel-
ligence, though a major determinantof whatis learned in school, do not
preclude or constrain the developmentof a rigorous educational experi-
ence that will substantially modify educational outcomes. As weshall
see, most educational reforms have had modest effects on academic
achievementin the U.S. I suspectthat this is not attributable to anything
intrinsic about the limitations of educational reform given the entry char-
acteristics of pupils. The modesteffects attained may be attributable to
the rather modest character of the reforms that have been studied.I sus-
pect that American children are capable of attaining parity in mathe-
matical literacy with Chinese children. In order to accomplish this goalit
might be necessary to reform our educational system in a way thatis
more profound than the usual changes that are contemplated. We might,
for example, need to lengthen the school day and the schoolyear, increase
the amount of homework given to children, increase the amountof time
devoted to mathematics instruction, and increase the requirementsfor
mathematical literacy amongteachers in the upper elementary gradesin
order to have teachers with the knowledge required to teach a more ad-
vanced curriculum.
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We have considered naturally occurring variations among schools as a
source of variance in whatis learned in the school. Another way of look-
ing for variables that may modify the relationship between individual
differences in intelligence and whatis learned in the schools is to exam-
ine the influence of curriculum innovations on the relationship between
intelligence and education. Cronbach & Snow (1977) presented a compre-
hensive review of studies of the relationship between individual dif-
ferences in the characteristics of learners and variations in instructional
methods. Their review of the literature was designed to provide evidence
for the importance of whatthey called “aptitude < instructional interac-
tions.” Such interactions would be manifested by the discovery of a statis-
tically significant interaction between student characteristics and in-
structional methods. This type of research attempts to determineif there
are different instructional methods that are optimal for learners with
different personal characteristics. The ultimate goal of this research from
an applied point of view would be the assignmentof individuals to in-
structional programs that are optimal for the learner. Cronbach and
Snow’s comprehensivereview of the literature available to them led them
to several generalizations about the importance of general intellectual
ability in determining the outcome of education. They concluded their
survey as follows:

We once hoped thatinstructional methods might be found whose outcomes
correlate very little with general ability. This does not appear to be a viable
hope. Outcomes from extended education almost always correlate with pre-
tested ability unless a ceiling is artificially imposed.
The pervasive correlations of general ability with learning rate or outcomes

limit the powers of ATI findings to reduce individual differences. [Cronbach &
Snow, 1977, p. 500]

Note that this statement implies that the optimal basis for individualiz-
ing the curriculum based on individual differences among learners is
knowledge of the learner’s general intelligence rather than knowledge of
the learner’s specific ability scores. Learners of high general ability appear
to outperform learners of low general ability under virtually all instruc-
tional contexts. It is also the case that there are many examplesof ap-
titude < instructional interactions involving general intelligence. These
interactionsare virtually never disordinal. That is, they do not lead to a
modification in the expectation of superior academic achievement for
learners with high intelligence. What the interactions usually indicate is
that there are instructional programsthat can benefit low-ability learners,
thereby decreasing the slope of the regression line relating general ability
to achievement. There are also instructional programs that impede the
progress of low-ability learners without decreasing the performance of
high-ability individuals. The instructional programs that benefit low-
ability learners may be described as those that provide students with
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structured information that relieves them of the burden of organizing
materials for themselves. High-ability learners appear to benefit most
from instructional programs that provide them with an opportunity to
develop their own organizational structures (see Snow & Yalow, 1982).
There are many studies reviewed by Cronbach and Snowthat provide

evidence for these general statements (see also Snow and Yalow, 1982).
Snow (1980) described a study by Sharpe that provides evidence of an
interaction between measuresoffluid and crystallized ability and instruc-
tional methods. Sharpe compared the performance of pupils in conven-
tional classrooms with pupils assigned to IPI classrooms.IPI is a system
of individually paced instruction relying on specific pretests of knowledge
with frequent feedback to learners about their progress in accomplishing
specifically described objectives. Also mastery tests are used to assess
student progress. Sharpe found that pupils whoscored low in crystallized
ability benefited from IPI instruction; pupils who scored high in
crystallized ability performed better in conventional classrooms than in
IPI classrooms. Theresults for fluid ability were not significant, although
he did find that pupils with high fluid ability performed better in conven-
tional classroomsthan in IPI classrooms.
The data obtained by Sharpe are similar to other examplesof aptitude x

instructional ability interactions that are reported in the literature. Note
that the interactions obtained in this study involve interactions between

measuresof general intelligence and instructional methods.Variations in
instructional outcomesassociated with variations in general intelligence
are present under both instructional programs investigated in this
study—the innovative educational treatment did not eliminate the ad-
vantage associated with high intelligence. Or, to put the matter differ-
ently, the interactions were notdisordinal leading to a condition in which
high intelligence was not advantageous to the learner. The attempt to
provide a more structured learning environmentbenefited learners with
low ability. The structured learning environment produced a shallow
slope relating an index of general intellectual ability to academic perfor-
mance.

Bloom (1974, 1984) proposed that the relationship between generalin-
telligence and whatis learned in the schools could be reducedby the use
of mastery learning procedures (see Block & Anderson, 1975). He noted
that IQ tests scores are correlated with the time required to learn material
presented to pupils. In the typical learning environmentcreated in the
public schools, times are allocated to the mastery of academic material
that are not sufficient to permit slow learners with low IQ to masterthe
material that is presented to them.In a typical elementary schoolclass-
room different students may be allocated times to learn that have a ratio
of longest to shortest time of 3:1. The ratio of time required to master
academic material in a typical classroom may be 5:1. Therefore, under
ordinary instructional programs slow learners are not allocated a suffi-
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cient amount of time to master the curriculum of the schools. They are
presented with new material before they have mastered the previous ma-
terial, leading to the development of cumulative deficits. Bloom advo-
cated the use of mastery learning procedures in order to solve this prob-
lem. Mastery learning permits pupils to have a sufficient amountof time
to master material before being exposed to new material. Bloom argued
that under mastery learning procedures pupils do not develop cumulative
deficits. In addition, he asserted that slow learners exposed to mastery
learning learn to learn morerapidly. After mastery learning experiences
the ratio of time required to exhibit mastery for slow and rapid learners
may be decreased to 1.5:1. These changes permit a larger percentage of
students to master the curriculum of the public schools. And, the de-
crease in the time required to attain mastery leads to a decrease in the
correlation between intelligence and the time required to master the
curriculum. Note that Bloom does not claim that mastery learning pro-
cedureswill eliminate the advantage that high-IQ pupils have over low-IQ
pupils in attaining mastery of the curriculum of the schools. But the
importance of IQ as a determinant of whatis learned will be reduced.

Slavin (1987) reviewed research on mastery learning. He noted that
studies reporting dramatic improvementsas a result of the institution of
mastery learning procedures were of very short duration. For studies of
longer duration (4 or more weeks) there was no beneficial effect of mas-
tery learning using standardized tests as criterion measures. For teacher-
made testing, mastery learning was found to have small benefits of ap-
proximately .25 standard deviations compared to regular instructional
procedures. In addition, he found that there wasvery little evidence of the
claims madeby Bloom that the time taken to master material decreased
for slow learners, leading to a reduction in the ratio of times required to
master material from slowest to fastest students. As a result, it was diffi-
cult to implement Bloom’s educational procedures for long periods of
time in the classroom. If students who learned rapidly were given new
material as they mastered previous material and students who learned
slowly were given a sufficient amount of time to master material before
being introduced to new material, the range of materials being taught
within a nonhomogeneously grouped classroom becamevery large and
was difficult for teachers to manage. While mastery learning procedures
may be useful for slow learners by providing a sufficient amount of time
for them, thereby giving them success experiences and preventing the
development of cumulative deficits, they clearly are not a panacea for
eliminating individual differences. Indeed, the frequent use of mastery
tests to assess pupil progress may actually impede the progress of rapid
learners.

We briefly examinedresearch in ordinary educationalsettings that eval-
uates attempts to reduce the influence of general intelligence on the
outcomesof education. There are also studies dealing with populations
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that are assumedto beat special risk for school failure that are designed

as interventionsthat will lead to more satisfactory educational outcomes
for samples that are assumed to beat risk. Many of these projects are

designed as educational interventions for black students attending
schools in low-incomeurban areas (see Slavin, Karweit, & Madden, 1989,
for a review of evaluation research on such programs). Few of these pro-
gramshave beenrigorously evaluated and their long-term effectivenessis,
for the most part, yet to be documented. Chapter6 of this book reviewed
research reports from a consortium to evaluate longitudinal studies of
Headstart programs for comparable populations. Recall that the review of
that research indicated that such programsfailed to producesustainable

increases in general intelligence and also failed to lead to long-term im-
provements in the educational achievementof pupils. A good example of
an evaluation of a recently instituted intervention program is contained
in an article published by Slavin, Madden, Karweit, Livermon, & Dolan

(1990). They designed an intervention called “Success for All” that was
instituted in the first three grades of an elementary school with a pre-
dominantly black pupil population in Baltimore. The intervention con-
sisted in part of the use of certified reading teachers to provide one-to-one
tutoring for children who developed problems in reading. In addition,
there was a family support team that provided assistance to the parents of
the pupils. At the end of the school year a battery of tests was used to
assess pupil progress. The performanceof pupils in this school was com-
pared to the performanceof pupils in a matched elementary school. Cal-
ifornia Achievement Tests of reading comprehension were .11, .23, and
.63 standard deviations higher in the first, second, and third grades, re-
spectively, in the experimental schoolafter a 1-year exposure to theinter-
vention. The mean performanceon battery of tests designed to assess

specific reading skills as well as overall reading comprehension of the
experimental school pupils exceeded the mean performanceof the control
group school pupils by .48, .22, and .81 standard deviationsin thefirst,
second and third grades, respectively.

TheSlavin et al. (1990) study does not indicate whether the advantages
associated with the introduction of professional tutors in the classroom
are cumulative or sustainable. The effects do not appearto be large at the
first and secondgrade levels for measures of reading comprehension, but
they are moderately high at the third grade level. It is also interesting to
note that the effects were larger on comprehensivebatteries that included
measuresof specific reading skills than on a general measure of reading
comprehension. It may be that such interventions are useful to provide
relatively specific skills but are less helpful in improving higher-level

understanding.
Palincsar & Brown (1984) reported the results of an educationalinter-

vention study designed to improve reading comprehension. Theyselected
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seventh grade pupils with adequate decoding skills who were approx-
imately 2.5 years delayed in grade level performance on measures of read-
ing comprehension.A subsetof six of these pupils with IQs ranging from
67 to 99 (mean IQ = 83) were assignedto a reciprocal teaching interven-
tion in which they were provided with instructionsin the skills of sum-
marizing, questioning, clarifying, and predicting the contents of reading
passages for 30-minute sessions for a 20-day period. The students were
instructed in groups of two and were required to lead the session in
addition to being exposed to the expert modeling of these skills by teach-
ers. Considerable evidence is provided in the report of this study that
these students developed progressin the skills they were taught andprac-
ticed in the intervention. Their performance improvedrelative to control
groups on probes of these skills when presented with new materials.
Records of dialogue between teachers and learners demonstrated clear
progress in the ability to summarize andpredict the contentsof reading
programs. Theskills acquired were present on the tests taken 2 months
after the intervention. And, they exhibited evidenceof an ability to gener-
alize the skills they had acquired to the task of detecting incongruities in
textual passages.
The Palincsar and Brown study maybeconsidered as a demonstration

of the possibility of intervention with children of moderately low IQ who
are not able to comprehendtext adequately. Although the Palincsar and
Brownstudyprovidesclear evidence of a successful educational interven-
tion, there are a numberof respects in which the study demonstrates the
limitations of the current “state of the art” in successful educational
interventions. The results of the intervention werereplicated in a second
sample in which the pupils were reciprocally taught by teachers rather
than by the researchers. While there may be doubts aboutthe feasibility
of large-scale interventions employing these techniques, let us assume
that the gains reported by these teachers could be obtained for poor read-
ers in any classroom.Evenif this weretrue, there are a numberofsignifi-
cant limitations and unresolved issues relevant to evaluating the inter-
vention. First, the duration of the effects of the change is unknown. The
posttest occurred only 2 monthsafter the end of the intervention and the
long-term effects of the intervention are not known. Second, the gener-
alization probes, while demonstrating some ability to use the skills ac-
quired with newtexts in different contexts and to transfer these skills to
related skills, are relatively limited. For example, no demonstration is
madethatthe skills transfer to an ability to detect incongruities in math-
ematical word problems or to summarize lecture material. To assert this
is not to denigrate the impressive utility of what was learned by the
pupils but merely to indicate that the generalized skills that charac-
terized the intellectual difference between high- and low-IQ pupils were
not eliminated by the intervention used in this study. Third, although
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there was clear evidence of the development of new skills that were main-

tained and transferred to novel context in this study, the magnitude of the

changes in more generalized skills may have been modest. Ontests of

ability to transfer the specific skills that were acquired of summarizing

and predicting questions, subjects assigned to the control groups were

approximately 1.9 and 1 standard deviations lower in performance on

these skills, respectively, than students assumed to have normal com-

prehension skills. Subjects assigned to the reciprocal teaching groups had

gained approximately 1.5 and 1 standard deviation units relative to the

control groups on these transfer tests, respectively. Thus a substantial

portion of the deficit exhibited in these skills was substantially elimi-

nated. On the other hand, on a general test of reading comprehension,

subjects assigned to the reciprocal teaching intervention exhibited an

average gain of 15 months of progress. They began the study approx-

imately 2.5 years behind in general reading comprehension and, assum-

ing some gain in reading comprehension of normal students over the

duration of the intervention, less than half of the deficit of these pupils on

general reading comprehensionthat defined their selection for this inter-

vention had been eliminated. The standard deviation of grade equivalents

on the reading comprehension test was not provided, but a reasonable

estimate of the standard deviation suggests that the gains for the six

subjects assignedto the reciprocal teaching interventions for whom these

data are provided was approximately .5 standard deviation. And, the en-

during effects of the gains in this intervention are unknown.

The Palincsar and Brown study provides a good demonstration of the

utility of a particular type of educational technique that can provide

students with some useful skills. At the same time, when examined

critically, it also demonstrated some of the limitations of our current

effort to remediate the generalized learning deficits that are characteristic

of individuals with moderate general intelligence whoare at risk to dem-

onstrate inadequate academic achievement.

There is a ubiquitous relationship between general intelligence and

educational achievement. Our brief review of some representative inter-

vention studies indicated that there is relatively little evidence that the

relationship between intelligence and academic achievementis substan-

tially modifiable using present instructional interventions. The discus-

sion of the cross-cultural differences in mathematical achievementindi-

cated that it is possible in principle to design educational interventions

that will improve the overall performance of children in the public

schools. There is relatively little evidence that such interventions will

dramatically decrease the variability of indices of academic achievement.

Norare they likely to decrease the relationship between individual dif-

ferences in intelligence and such indices.

Although IQ test scores predict academic achievement, they maybeof
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little use in creating optimal instructional programs. They may be of
someusein selecting students whoare likely to benefit from accelerated
and individualized experiences in the schools. IQ tests may be useful for
generalized assignmentto broadly different curricula. They are probably
useless in designing a specific instructional program for a student. Any-
one attempting to teach a person a specific skill needs to understand the
specific knowledge andskills of the learner. Consider two opposite sce-
narios involving the relationship between IQ and performanceat partic-
ular academic task. Suppose a person with a high IQ performspoorly. A
teacher could inform the learner that he or she has high IQ andis there-
fore capable of learning. This assertion provideslittle information to the
learner and does not provide a diagnostic understanding of the deficien-
cies in the learner’s performance. Suppose a learner with low IQ had
adequately performed a task. Should the teacher inform the learner that
he or she has violated the rules of psychological theory? The learner's
ability to master academic material even though heor sheis “notintel-
ligent” and hence, by definition, “not able” to learn is an intellectual
embarrassment. Knowledge of a person’s IQ score in such a circumstance
is useless. It is apparent that knowledgeof an IQ test scoreis of little or no
value to a teacher. IQ test scores may not even be an optimalbasis for the
assignment of individuals to broadly different curricula. Even though
there is ample evidence that IQ does predict general academic perfor-
mance, assignments of individuals to educational programs based on IQ
may not be as valid as the assignment of individuals based on actual
academic performance. Consider a hypothetical choice for the selection
of a studentfor a class for “gifted” students. Assumethat such a class will
provide an enriched and accelerated academic program. Assumefurther
that you are faced with a choiceof selecting a student with relatively low
IQ and excellent academic skills and performanceor a student with rela-
tively high IQ and a poor record of academic performanceandrelatively
inadequate knowledgeof the curriculum. In most circumstances it would
probably be morerational to select the former than the latter student.
There is little reason to use the predictive index in place of a measure of
actual academic performancethatservesas the validating criterion for the
index. Thecriterion is probably superior to the measurethat predicts the
criterion.

This discussion suggests that IQ may notbeparticularly useful as an
index to individualize instruction or to assign individuals to different
instructional tracts. I believe that an end of the use of IQ tests in the
schools would havelittle or no impact on education. The removal of the
tests would not reduce the influence of the ubiquitous individual dif-
ferences that influence academic achievement. Removing the tests would
remove a tangible symbol of the pervasive importance of individual dif-
ferences in academic achievement. The educational and social problems
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associated with those differences would remain after the tests are re-
moved. In short, the tests do not create the problem, they merely are one
way of informing us about the nature of the problem.

INTELLIGENCE AND OCCUPATIONS

Intelligence and the numberof years of education that a person obtains
are positively correlated. Occupational status and the numberofyearsof
education required for job entry into occupationsof different status are
positively correlated. This implies that intelligence test scores and oc-
cupational status are positively correlated. Harrell & Harrell (1945) ob-
tained IQ scores for white military recruits in World War II and related
these scoresto their civilian occupations. They found that the mean IQ
for different occupations increased monotonically with the amountof
formal education required for job entry. For example, they found that the
highest mean IQsfor their recruits were for individuals with civilian job
classifications of accountant, lawyer, and engineer (IQ means of 128.1,
127.6, and 125.8, respective). The lowest mean IQs werefor individuals
with civilian occupations of farmhand, miner, and teamster (mean IQsof
94, 92, and 89, respectively). They also found that the range and standard
deviation of the IQsof individuals were inversely related to the mean IQ
of individuals in different occupations. For example, the range and stan-
dard deviation of individuals with the civilian occupation of accountant
were 94-157, S.D. = 11.7. The comparable numbersfor individuals with
the civilian occupation of teamster were 46-145 and 19.6. These data
indicate that individuals with low IQsare not likely to be found in high-
status occupationsthat require high levels of formal education as a condi-
tion for entry into the occupation.

These analyses indicate that IQ and occupationalstatusare related.Is
intelligence related to success within an occupation? Ghiselli (1966,
1973) summarized studies relating general intelligence to job perfor-
mance. He concluded that the correlations between general intelligence
and job performance are frequently low and that they vary considerably
and often in unpredictable ways from study to study. Hunter & Hunter
(1984) used meta-analyses to reanalyze the studies examined by Ghiselli
as well as other relevant data bases. They indicated that some of the
variability in correlations relating intelligence to indices of job perfor-
mance wasattributable to statistical variability derived from the use of
relatively small samples in several of the studies. The use of meta-analy-
ses permits one to obtain estimates of the relationship between intel-
ligence and indices of job performancethat are not subject to large errors
of estimate. Hunter and Hunterdo not report specific statistical tests for
the heterogeneity of effect size statistics in these various estimates. They
asserted that there is little indication of statistically significant hetero-
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geneity of correlations for different studies in their sample. Hunter and
Hunter also indicated that where the necessary information was avail-
able, they corrected correlations for restrictions in range of talent in IQ
and for unreliability of tests and criterion measures. For example, many of
the studies relating IQ to job performance use supervisor ratings. They
assumedthat .80 was an upper-boundestimate of the reliability of super-
visor’s ratings. Table 9.3 presents the results of their reanalysis of
Ghiselli’s data relating indices of general intelligence to indices of job
performance in different occupations. An examination of the reported
correlations indicates that they range from .27 to .61. Thecorrelations
below .40 occurfor jobs that are described by Hunter and Hunteras being
low in complexity of intellectual demands. Hunter and Hunterestimated
that the mean corrected correlation between IQ and measures of super-
visor-rated job competencefor various positions is .53. This estimate is
based on 425 correlations obtained from over 30,000 subjects. Note that
this is a corrected correlation with corrections for unreliability of mea-
surement and restrictions in range of talent in the ability characteristics
of applicants for positions. Theyalso indicated thatintelligence is related
to indices of performance on thejob that are used for promotion orcer-
tification of adequate job performance. They estimated that the correla-
tion between these measures is .53. These correlations have relatively
large standard deviations(r = .15), indicating that in any particular study,
the corrected correlation between an ability index and a measure of job
performanceis likely to have a value that is deviant from the population
value of .53. These data indicate that intelligence is a reasonably good
predictor of performance in manydifferent occupations.

It should be noted that the meta-analyses reported by Hunter and
Hunterare based on correlations that are corrected values. These correc-

TABLE 9.3 Validity Correlations for Predicting Success in Different Occuaptions
 

  

 

Mean validity Beta weight

Job families Cog? Per Mot Cog Mot r

Manager 53 43 .26 90 .08 03

Clerk 34 46 29 50 12 5

Salesperson 61 .40 29 58 .09 .62

Protective professions worker .42 37 .26 37 13 43

Service worker .48 .20 27 44 12 49
Trades and crafts worker .46 43 34 39 .20 50
Elementary industrial worker 37 37 .40 .26 31 47
Vehicle operator .28 31 44 14 39 46
Sales clerk 27 22 17 24 .09 .28
 

@Based on Hunter & Hunter(1984).

’Cog, general cognitive ability; Per, general perceptual ability; Mot, general psychomotorability, r,

multiple correlation. Mean validities have been corrected for criterion unreliability and for range
restriction.



274 9. CORRELATES OF INTELLIGENCE

tions are appropriate for theoretical purposes. The corrected data indicate
that over a wide range of occupations, IQ accountsfor approximately 25%
of the variance of performance in a job as typically assessed by super-
visors. These correlations may also be consideredas indices of predictive
validity. Here, the corrections may providea distorted perspective on the
value of IQ tests as a basis for personnel decisions and the selection of
individuals for different jobs. Hunter and Hunter do not present uncor-
rected correlations in their paper. Corrections for restrictions in range

may be inappropriate since the applied decision makeris confronted with
the task of selecting individuals from a pool of applicants. The undoubt-
edly correct assertion that the correlation between IQ and performancein
a job wouldbe larger if the pool included individuals with IQs outside the
range of the actual applicant pool is irrelevant to the decision maker
unless he or she wishes to change the nature of the applicant pool to
sample more widely from different IQ ranges. The corrections for at-
tenuations are also problematic. The correction for unreliability of IQ
scoresis of little relevance to the applied decision makersince he or she
never has a perfectly reliable index of intelligence available—only an
actualscore. So, too, the correction for unreliability of the criterion is also
problematic. While supervisor ratings or any other measureof job perfor-
mance are undoubtedly imperfect indices of a hypothetically pure mea-
sure of job performance, the inability to obtain an error-free measure
might be interpreted as indicating that corrections for attenuation of
criterion measures lead to selection of individuals who will outperform
unselected individuals in ways that are not readily measured. In summa-
ry, these correction may overestimatethe utility of the use of IQ tests for
selection purposes. These comments should not be construedas arguing
against the useof tests of general ability in selection situations. Hunter
and Hunter presented a strong argument that such tests are as predic-
tively valid as any readily available alternative. Perhaps whatis important
in these data is not the particular value of a corrected or an uncorrected
validity coefficient relating IQ scores to job performance, but the apparent
demonstration that IQ scoresrelate to many different kinds of job perfor-
mance.

OTHER CORRELATES OF INTELLIGENCE

Individual differences in intelligence have been related to manydifferent
characteristics of individuals (see Brand, 1987, for a list of possible corre-
lates of IQ scores). In many of these studies controls for social class are
not used.It is difficult to know if IQ has an influence on some charac-
teristic that is independent of various indices of social privilege. There is
no literature assessing the influence of IQ on social behaviors that ap-
proaches the methodological sophistication and empirical adequacy of
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the studies we have reviewed relating IQ, education, and social class to
occupational status and occupational mobility. There is, however, evi-
dence that criminality and delinquency mayberelated to intelligence and
that this relationship is not solely attributable to social class influences.

Intelligence and Criminality

There is a relationship between IQ and criminality and juvenile delin-
quency (Hirschi & Hindelang, 977). This relationship maybe explainedin
different ways. Individuals whoare officially classified as juvenile delin-
quents are morelikely to be apprehended than individuals who commit
crimes but are not apprehended.Intelligence mayberelated to the proba-
bility of being apprehended.It is possible that intelligence is unrelated to
the probability of committing a crime but is inversely related to the
probability of being apprehended for a crime that is committed. One
argumentagainst this interpretation of the relationship between intel-
ligence and criminality is that it holds for self-reported incidencesof
criminal behavior as well as for officially recorded criminal behavior. Of
course it could be arguedthat intelligence is related to the willingness to
report that one has engagedin criminal behavior. A second explanation of
the relationship between criminal behavior and intelligence assumesthat
it is attributable to social class influences. Criminality is related to social
class backgroundasis intelligence. This explanation implies that the
relationship between intelligence and criminality would disappearif so-
cial class were controlled. Hirschi and Hindelang argued that this expla-
nation is unlikely to be correct since the relationship between indices of
criminality and intelligence holds among individuals with similar social
class backgrounds.

Moffitt, Gabrielli, Mednick, & Schulsinger (1981; see also McGarvey,
Gabrielli, Bentler, & Mednick, 1981) obtained records of juvenile criminal
behavior from a cohort of Danish individuals born in Copenhagen. Their
sample included 4552 males whowereselected from their larger cohort
who were tall. They had Danish military induction intelligence test
scores for this sample as well as information about parental occupation.
The correlation between IQ and the number of offenses committed by
these subjects was —.19 and thepartial correlation between IQ and crimi-
nality, holding constant socioeconomic status, was —.17. West & Far-
rington (1973) used a prospective design in which they obtained Raven
test scores for children at age 8 and studied the incidence of juvenile
delinquency for their subjects. They found that individuals who were
recidivist juvenile delinquents were morelikely to have low IQs than
individuals who were either nondelinquentor had only a single incidence
of delinquency. These relationships were present even after statistical
controls for family income were used.
These results indicate that individual differences in intelligence are
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weakly related to juvenile delinquency and that this relationship is not
solely or predominantly a function of social class background. They leave
unresolved the basis for this relationship. It is possible that these rela-
tionships, like the relationship between intelligence and occupational
status, are mediated by the influence of intelligence on education. That
is, individuals with low intelligenceare less likely than individuals with
high intelligence to be rewardedfor their performance in schools and may
seek sources of prestige and rewards that are not related to educational
performance. I am not aware of any studies that report the relationship
between intelligence and criminality that statistically control for educa-
tional performance.

Intelligence and Fertility

IQ is related inversely to fertility. This relationship has been of consider-
able interest to individuals who are concerned with eugenic issues related
to differences in reproduction.If individuals with low IQ reproduce at a
higher level than individuals with high IQ, it is possible that these differ-
ential fertilities will lead to an intergenerational decreasein intelligence.
In fact, R. B. Cattell (1936, 1937) predicted such a decrease. We now know
that secular changesin intelligence have been associated with an increase
rather than a decrease in intelligence and therefore Cattell’s predictions
were wrong. Nevertheless, they were instrumentalin leading to investiga-
tions of the relationship between IQ andfertility.

Higgins, Reed, & Reed (1962) argued that the fertility patterns associ-
ated with IQ were notnecessarily dysgenic (i.e., supportive of a pattern of
reproduction in which individuals with genes that are likely to lead to
low IQ reproduce at higher levels than individuals with genes likely to
lead to high IQ, thereby creating an intergenerational decline in the gene
pool with respect to the genetic potential for high IQ). They studied a
large sample of individuals who had completed their fertility and they
included individuals who had never married and had no children. They
found that there was no relationship between IQ andfertility. These
results were at odds withearlier studies reporting a negative relationship.
Thediscrepancyin results wasattributable to differences in methodology.
Previous research had sampled schoolchildren and had related IQ to the
numberof siblings. These studies excluded individuals who had nooff-
spring. Higgins et al. found that low-IQ individuals were less likely to
marry than high-IQ individuals and were less likely to reproduce. If one
considered thefertility of all members of the population there waslittle
or no effect of IQ on fertility. These results were buttressed by additional
data from other samples indicating that individuals with low IQ were
more likely to have childless marriages (Bajema, 1971). These data con-
vinced many individuals concerned with this problem that there was
little or no relationship between IQ andfertility (Falek, 1971).
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Vining (1982) challenged this conclusion. He noted that the samples
investigated were not representative. They were white, native-born indi-
viduals, and they included cohorts born during a period ofrising fertility.
Vining argued that the relationship betweenfertility and IQ might vary
for different groups in the U.S. and mightvary for different cohorts. Van
Court & Bean (1985) reported a comprehensive analysis of cohort effects
on the relationship between IQ andfertility in the U.S. They used data
collected from national opinion surveys that were assumed to sample
representative samples of the U.S. population. These samples were ad-
ministered a brief vocabulary test and this was used as an index of intel-
ligence. The relationship betweenfertility and vocabulary scores for dif-
ferent cohorts for representative samples of the white population of the
U.S. is presented in Table 9.4. These data indicate that the relationship
has been consistently negative for most cohorts born in the twentieth
century. This generalization is not valid for cohorts born between 1925
and 1935 whosepeakfertility coincided with a period of high fertility.
Van Court and Bean did not have large numbers of nonwhitesin their

sample. There is data indicating that the relationship between IQ and
fertility is different in black and white samples. Vining (1982) obtained
high school IQ data from samples of black and white women who were
between 24 and 34 in 1978. The samples wererepresentative samples of
the U.S. population, although the black sample was oversampledin order
to increase the numberof black respondents. Healso obtainedfertility
information from these samples. Note that this is not a sample with
completedfertility. Therefore, relationships betweenfertility and IQ in

TABLE 9.4 Correlations between Numberof

Offspring and Vocabulary Scores for Different
Cohorts of the White Population of the U. S.¢
 

 

Cohort N r

= 1894 91 —.04

1895-1899 120 —.17

1900-1904 195 —.23

1904—1909 273 —.17

1910-1914 307 —.08
1915-1919 363 —.13
1920-1924 424 —.12

1925-1929 364 00

1930-1934 358 —.03
1935-1939 429 —.16

1940-1944 488 —.17

1945-1949 604 —.24

1950-1954 632 —.22
1955-1959 408 —.21
1960-1964 99 —.22
 

“Based on Van Court & Bean (1985).
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these samples represent fertility experience up to age 34 and should not
be assumedto reflect completed fertility. If high-IQ women have children
whentheyare older than low-IQ women,the relationship betweenfertil-

ity and IQ in Vining’s data will be overly negative. And, Vining foundthat
the relationship between expected lifetime numberof children (not actual
number) and IQ was less negative than the relationship between actual
numberof children and IQ. Table 9.5 presents Vining’s data on therela-
tionship between early fertility for black and white womenasa function
of their IQ. Note that the relationship is different for black and white
women.Fertility is higher in the black sample. The relationship between
IQ andfertility appears to be nonlinear for the white sample. Fertility
increases and peaks in the 86—100 IQ group and then declines as IQ
increases. In the black sample fertility is a monotonically decreasing
function of IQ, with the highestfertility occurring for women with IQs
below 85. Since parental IQ is related to children’s IQ, these data, if
extrapolated, suggest that the difference in fertility patterns may contrib-
ute to intergenerational increases in the magnitude of the black-white
difference in IQ test score. It should be noted that there is no evidence of
such an increase (see Chapter 10). And, it is entirely possible that changes
in opportunities available to black people in the U.S. may prove of greater
significance in changingtherelationship between black and whiteperfor-
mance on IQ tests than differences in fertility rates for individuals with
different IQs. In this connection it should be noted that Van Court and
Bean’s data suggest that the IQ—fertility relationship for most of the
twentieth century has been dysgenic. Nevertheless, IQ has exhibited sec-
ular increases.

CONCLUSION

This chapter briefly reviewed data indicating that general intelligence is
related to a variety of socially relevant indices. There appears to belittle
doubt that a person’s score on a test of general intelligence is an impor-
tant index of a person’s behavior in a variety of contexts. It is difficult to
think of any othersingle index that is as widely predictive or as predictive
of socially important outcomes. And,it is clear that the predictability of
IQ test scores is not solely or even predominantly attributable to the
correlation between IQ and social class background. IQ tests index a

characteristic of persons that is substantially independentof their social
class background.



10
GROUP DIFFERENCES IN

INTELLIGENCE

 

In what waysdo race and gender influence performanceontestsof intel-
ligence?

BLACK-—-WHITE DIFFERENCES

Description

The study of racial differences in intelligence is as old as the study of
individual differences in intelligence. Galton (1869) believed that there
were racial differences in intelligence and that these differences were
attributable to genetic differences between the races. There is a 1-stan-
dard-deviation difference in IQ between the black and white population of
the U.S. (Loehlin, Lindzey, & Spuhler, 1975; Shuey, 1966). The black pop-
ulation of the U.S. scores 1 standard deviation lower than the white
population on various tests of intelligence. Variations within race are
clearly larger than variations between races. Excluding individuals who
have very low IQ attributable to neurological damage, the within-race
variability on intelligence tests is approximately 10 standard deviations.
Thusthe ratio of within-group variability to between-group variability in
scores on tests of intelligence is large. Jensen (1980a) calculated the per-
centage of variance attributable to race and social class background on the
Wechsler tests for a representative sample of 622 black and 622 white
elementary school children in California. His analysis is presented in
Table 10.1. Race, with socioeconomicstatusstatistically controlled, ac-
counts for 14% of the variancein IQ scores in this sample. Race andsocial
class combined account for 22% of the variance. Variations within fami-
lies among children reared together with the same racial and so-
cioeconomic background accounts for 44% of the variance in thesedata,
indicating that variations among individuals with identical so-
cioeconomic backgrounds andracial backgrounds account for more vari-

280
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TABLE 10.1 Percentage of Total Variance and Average IQ Difference in
WISC-R Full-Scale IQs Attributable to Each of Several Sources
 

 

 

Variance Average IQ
Source of variance (%) difference

Between races (independent of SES) 14 12

Between SES groups (independentof race} 8 22 6

Between families (within race and SES groups) 29 9

Within families 44 73 12

Measurementerror 5 4

Total 100 17
 

“Based on Jensen (1980a).

ance in tests of intelligence than either race or socioeconomic status.

These data, which are roughly representative of what has been found in
other studies, indicate that variationsin scores ontests of intelligence are
attributable primarily to characteristics of persons that are independent
of their racial and socioeconomic background. Although, in this chapter,
our emphasis shifts from a consideration of individual differences to a
consideration of differences among groups of individuals, it should be
recognized that an individual’s performance on test of intelligence is
never defined or predictable from his or her group identity. Research on
intelligence, properly considered, should invariably serve as an antidote
to stereotypes.
The 1-standard-deviation difference in IQ is magnified in importance

and visibility when IQ, or variables that are proxies for IQ, is used as a
basis of selection of individuals. The IQ distributions of black and white
populations overlap and approximately 16% of the black population,as-
suming normalcurvestatistics as a roughly accurate representation of the
underlying distributions, will have IQ scores that are above the white
mean. The ratio of white to black individuals at different points of the
distribution will vary widely. If IQ scores below 70are used asa basis for
assigning individuals to special education classes, this IQ score for white
samples will be 2 standard deviations below the white mean,andit will
be 1 standard deviation below the black mean; and the ratio of white to
black individuals at or below the score of 70 will be approximately 1 to 7.
Therefore, if performance on IQ scores werethesole criterion for assign-
ment to special education classes, the ratio of white to black individuals
assigned would be 1 to 7. Differences in ratios of individuals of different
races at different points of the IQ distribution becomeincreasingly differ-
ent at increasingly more extreme cutting points in the distribution. For
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example, the ratio of white to black individuals with IQs above 115 is
approximately 7 to 1, and the comparable ratio of individuals with IQs
above 130 is almost18 to 1. If individuals are selected for social roles such
as admission to graduate schools or selective colleges that rely on high
scores on IQ tests or variables that are highly correlated with IQ,the ratio
of white to black individuals who meet selective admissions require-
ments will be above 1, and the size of the ratio will be determined by the
extremity of the cutting score used. Gottfredson (1987) extended this
analysis to a consideration of white to black employmentratiosin differ-
ent occupations and demonstrated that the differences in the ratio of
white to black employment in different occupations were predictable
from knowledge of the historical differences in the mean IQ of members
of the occupation. The higher the average IQ of members of an occupation
and the higher the “threshold” IQ for entry into the occupation, the
higher the white to black ratio of employmentin the occupation. These
analyses clarify the social significance of a 1-standard-deviation dif-
ference in IQ between the black and white populations of the U.S. Al-
though race is not highly predictive of IQ, IQ, or variables that are corre-
lated with IQ, is correlated with entry into various social roles. And, for
those social roles that have traditionally used IQ-related criteria restrict-

ing entry to individuals whose IQ scores are at the extremesof the dis-
tribution, there will be a large difference in per capita ratios of black and
white individuals meeting the entry requirements. Thusthe difference in
IQ becomessocially visible and relevant to decisions about affirmative
action.

Black—white differences in intelligence appear to have remained con-
stant for several decades. Shuey (1966) calculated differences in individual
IQ test performance for black and white schoolchildren tested before
1945 and between 1945 and 1965 and obtained a meandifference of 14
points for both periods. These meansrepresent findings from over 300
studies. Loehlin et al. (1975) estimated black—white IQ differences for
military recruits tested in World War I, World War II, and the Vietnam
War. They estimated white—black mean differences in IQ of 1.16, 1.52,
and 1.52 standard deviation units for these three wars, respectively. These
data indicate that the differences have not declined. The results are com-
plicated by different recruitment procedures and different tests. Never-
theless, these results provide little or no basis for assuming that the
difference is diminishing. The secular changesin IQ that we considered in
Chapter 6 have not diminished black—white differences in IQ. This im-
plies that both the black and the white population of the U.S. have in-
creased IQ at approximately the same rate over the last seven decades.
The black—white difference in IQ appearsto be relatively constant over

large segmentsof the life span. Although thesedifferencesare not present
on the Bayley scales administered between 1 and 15 monthsof age (Bay-
ley, 1969}, the Bayley and other infant tests administered during thefirst
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year of life are not correlated with later IQ. Fagan & Singer (1983) found
that black and white infants were notsignificantly different on tests of
infant recognition memory that are predictively related to early child-
hood IQ. They demonstrated that a test of novelty preference adminis-
tered to infants at 7 monthsof age waspredictive of IQ at age 33 for both

white and black children in their sample. The early childhood IQ test
exhibited the usual black-white difference in performance. There were
no black—white differences in performance on the novelty recognition
task. The black infants scored slightly but not significantly better than
the white infants on this measure. The black sample was small (N = 16)
and the study requires replication. Takenat face value, these data suggest
that there are no black—white differences on the earliest indices of infor-
mation processing or novelty preference thatare predictive of early child-
hood IQ. Therefore, the black-white difference in IQ most probably de-

velops sometimeafter the first year oflife.
Racial differences in IQ are clearly present prior to school entry.

Broman et al. (1975) obtained a 1-standard-deviation difference on the
Binet test for large samples of black and white children tested for the
Collaborative Perinatal Project. Montie & Fagan (1988) obtained a 1-stan-
dard-deviation difference between white and black samples of 3 year olds
on the Stanford—Binet. Jensen (1971) administered the Raven and the
Peabody test to black and white students attending Berkeley elementary
schools. He found that the black-white difference in performance on
these tests varied on each of the tests over grades. The changes were not
consistently related to age. There was no evidence of a systematic change
in the magnitude of the black-white difference over the elementary
school years. Gordon (1984) reviewed studies of the test-retest stability
in IQ for black samples and found that there was, with the possible
exception of Jensen’s research on cumulative deficits discussed in Chap-
ter 6, little or no evidence of a cumulative decline over the school-age
years. The lack of evidence of a systematic increase or decrease in these
differences suggests that the magnitude of black—white differences in
performanceontestsof intelligence does not change over the elementary
school years. Data for high school age samples (see Shuey, 1966) and data
for military recruits suggest comparable black-white IQ differences
through the young adult period. Although we need moredata aboutearly
childhood differences in IQ and data about performanceoninfantindices,
the available data are compatible with the assertion that the black—white
difference is present somewhere before thethird year of life and remains
more or less constant through the adult life span at approximately 1
standard deviation.
The black—white difference in performance on various tests of intel-

ligence is not constant for different types of measures of intelligence.
Loehlin et al. (1975) reviewed studies on profile differences between black
and white samples and found that the results were somewhat inconsis-
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tent, although several studies indicate that the black samples tend to do
somewhat better on tests of verbal ability than on tests of spatial and
numerical reasoning(see Lesser, Fifer, & Clark, 1965; Stodolsky & Lesser,
1967). Jensen & Reynolds (1982) analyzed data for the national standar-
dization sample of WISC-R. They studied black-white differences in per-
formance on the Weschsler subtests with mean differences in full-scale
scores partialled out. They found that the black sample exceeded the
white sample on the Arithmetic and Digit Span subtests that load on the
memory factor. The white samples were superior to the black samples on
Comprehension, Block Design, Object Assembly, and Mazes. Thelatter
three subtests are good markers for a spatial ability factor. These results
suggest that the largest black—white differencesin tests of ability will be
obtained on spatial ability measures.

Jensen (1985a) proposed that the black—white difference on varioustests
of intelligence is predictable from knowledge of the g loading of thetest.
The more g loaded thetest, the larger the black—whitedifferencein favorof
whites. Jensen called this the Spearman hypothesissinceit is derived from
a suggestion by Spearman. He distinguished between strong and weak
forms of the hypothesis. The strong form of the hypothesis states that g
constitutes the sole basis for differences in black—white performance on
varioustests of intelligence. The weak form of the hypothesis states that
the differences are correlated with g, but that g is not the sole basis of the
difference. The strong form of the hypothesis is contradicted by the data
cited above reported by Jensen and Reynolds (1982). There are differences in
subscale scores between black and white samples after removing the
influence of full-scale IQ scores. The control for full-scale IQ may be
interpreted as a control for g. Black—white differences in the residual
variance on tests imply that someof the black-whitedifference in perfor-
manceon 1Q testsis attributable to factors other than g. Jensen wasable to
find 11 data sets that permitted him to test the Spearman hypothesis. For
each of these data sets, black and white samples were administered a
battery of tests. Jensen factor analyzed the tests separately for black and
white samples and usedthesefactor scores to derive a g loading for each
test in each battery in the data set. He also obtained a measureof the black—
white difference for each test in each data set expressed in terms of
standard deviation units. He correlated the mean race difference scores
with the g loadingsof each test for each of the 11 samples. The correlation
averaged overall of the data was .59. The tests with the highest g loadings
had a white—black mean difference of 1.00 standard deviationforg loadings
derived from a factor analysis of the scores of the black samplesand .95 for
g loadings derived from the white samples. (It should be noted that the
factor structures of the tests and the g loadings of the tests derived from
black and white samples were virtually identical.) The comparable dif-
ferences for tests with the lowest g loadings in the studies were .59 and .55.

Jensen’s results suggest that the magnitude of black—white differences
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on different tests of ability will be dependent on differences in the g
loadings of the tests and differences in the tests loading on residual factors
after g variance is removed. Of the two sourcesof individual differences,
the former is more important than thelatter. Jensen indicated that varia-
tions in g accounted for seven times more variance than variations in
residual group factors in accounting for black—white differencesin perfor-
mance onthe national standardization data for the WISCtest analyzed by
Jensen and Reynolds.

Naglieri & Jensen (1987) used the Spearman hypothesis to analyze
claims that the Kaufman AssessmentBattery for children (Kaufman &
Kaufman, 1983a, b) yielded smaller black—white differences in intel-
ligence than other standard intelligence tests. They tested a sample of
black and white elementary school children who were matched for so-
cioeconomic status on both the WISC and the Kaufmanbatteries. They
found that the white sample had a WISC IQ that was .435 standard devia-
tion units higher than the black sample. The comparable difference on
the Kaufman total score was .317. They factor analyzed both tests to-
gether and obtained the g loadingsof all of the subtests. The correlation
between the g loadings of the tests and black—white differences on the
tests was .78. Several of the g loadings of subtests included in the Kauf-
man battery were low. The factor analyses of these twotests clearly indi-
cate that the non-g variance of the Kaufmantestsis larger than the non-g
variance of the WISC. The smaller black—white difference on the Kauf-
mantest is entirely attributable to the use of tests that are less likely to
be good measures of g. Blacks perform better than whites on tests of
memory after the removal of g. It is possible to constructa test that will
minimize the black—white difference in intelligence by using many sub-
tests that are good markers for memory ability factors. The black—white
difference in intelligence may beincreased bythe useof subtests that are
good markersfor spatial ability factors. These changes in the composition
of subtest batteries on omnibustests of intelligence may lead to changes
in the magnitude of the black—white differences on the test without
changing the underlying black—white difference in general intelligence.
Naglieri and Jensen’s analysis clearly demonstrates that the magnitudeof
the black-white difference in general intelligence is the same on the
WISC and the Kaufmantest even though thelatter test leads to smaller
differences than the formertest.

I criticized the analyses reported by Jensen in favor of the Spearman
hypothesis (Brody, 1987). I indicated that several of the studies used by
Jensen were based on the WISC and that the Digit Span, Coding, and
Tapping subtests of the WISC haverelatively low loadings on the general
factor and they do not appear to be good measuresof abstract reasoning or
generalintelligence. Their inclusionin tests of intelligence does not con-
stitute evidence that they are in point of fact good measures of intel-
ligence. The inclusion of these tests in the battery may be taken asevi-
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denceof an error on the part of the test constructor. When tests whose g
loadings are low are removed, the correlation between the g loadings of
the remaining tests and the magnitudeof the black-white differences on
the tests is substantial on only oneof the four studies based on the WISC.
The correlations ranged from .12 to .16 for loadings based on the black
samples and from .16 to .36 for loadings based on the white sample.
Similar results were obtained for another of the studies containingtests
whose g loadings were very much lowerthan othertests in the battery. I
argued that Jensen’s analyses in favor of the Spearman hypothesis were
flawed because his results could be obtained by studying any battery of
tests that contained good measures of g and other tests that were not
measuresof intelligence. Since blacks and whites do notdiffer on any and
all cognitive tasks, any mixture of g-loaded tests and non-g-loadedtests
would provide evidence for the Spearman hypothesis. I argued that dif-
ferences in the g loadings of tests were too evanescent and fragile to
constitute a dimension on which one could order several tests. Jensen
(1987b) criticized my analysis. He indicated that his results were not an
artifact of the inclusion of tests whose g loadings were sufficiently low to
be considered outliers in the battery of tests. In order to demonstrate that
his results held for different portions of the regression analysis, he divided
his sample of tests into those that had g loadings above and below the
median and foundthat the correlations between the g loadingsof the tests
and the black—white difference on tests with above-median g loadings
were .33 and .34 for g loadings derived from the black and white samples,
respectively. This analysis suggests that Jensen’s results are not depen-
dent on the use of tests that are not good measuresofintelligence.
One difficulty with the empirical support in favor of Jensen’s hypoth-

esis is that the g loadings of the tests are empirically derived and without
theoretical rationale. In Chapter 2 Gustafsson’s research was reviewed.
His analyses using confirmatory factor analyses provide a clear structural
model for g. Recall that g is defined by tests of fluid ability such as the
Raven. Gustafsson (1985) indicated that mostof the tests that had high g
loadings in the batteries investigated by Jensen were nottests of fluid
ability that, on theoretical grounds, may be assumed to be isomorphic
with g. I argued that tests that are presumed to be most g loaded on
theoretical grounds do not invariably lead to the largest black—white
differences in performance (Brody, 1987). I indicated that the Raven,a test
that both Jensen and Gustafsson described as a test that is saturated with
g variance, exhibits smaller black—white differences than tests that are
not generally considered pure measuresof g. For example, in one of the
studies cited by Jensen, the black-white difference on the Raven was .91
standard deviation units and the comparable difference on the Peabody
was 1.15. The Peabody is usually thought of as a nonculture-reduced
measure of verbal ability. It is not a good measure of fluid ability. An
optimal test of the Spearman hypothesis would require Jensen to investi-
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gate a battery of tests that contains a representativearray oftests designed
to sample the primary abilities. Gustafsson’s analysis of such a battery
indicated that the Raven is probably the best available measure of g. The
fact that black-white differences are not invariably larger on the Raven
than on other measuresconstitutes evidence against the strong version of
Spearman’s hypothesis. Given the evidence already obtained by Jensenit
is unlikely that a rigorous test of the Spearman hypothesis using a repre-
sentative battery of tests would provide evidence against the weak version
of the hypothesis. The actual value of the correlation between black—
white differences in tests and the magnitudeof the g loading of tests of
intelligence derived from a representative battery of tests remains to be
determined.

The Meaningof Differences in Test Scores:
Bias in Mental Tests

Thereis a black—white difference in scoresontests of intelligence. Thisis
not in dispute. In order to evaluate the meaningof the differencein test
scores it is necessary to examinethe predictive and constructvalidity of
intelligence tests administered to black and white samples. We wantto
know whether test scores obtained from black and white samples have
the same meaning. Or, in somewhat more formal language, whether the
nomological network of laws andrelations that define the meaning of the
test score andjustify the inference from score to construct is the same for
black and white samples. Or, to put the matter in another way, if I want to
infer something about a person on thebasis of his or hertest score, is it
necessary to consider the race of the person whosetest score is being
examined in order to increase the accuracy of the inference? The defini-
tive discussion of this and related issues is found in Jensen’s book, Bias in
Mental Testing (Jensen, 1980a; see also Reynolds & Brown, 1984).
The most important applied issue with respect to the use of tests is

their predictive validity. The relationship between a test score and an
externalcriterion such as grades in school is defined bya regression line
between test scores and thecriterion that may be described in termsof
three parameters—theslope of the regression line, the intercept of the
line, and the standarderror of estimate of the regression line.If a test is
administered to two groups with different meantest scores,a test may be
said to be an unbiasedpredictorif the groups do notdiffer significantly on
any of the three parameters that define the regression line. An unbiased
test in the sense defined above will predict the samecriterion score for
individuals with the sametest score belonging to different groups with
the sameprobability of error (I am ignoringissuesrelated to the reliability
of the test in this discussion. See Jensen, 1980a, Chapter 9, for a fuller
discussion of this issue). Are IQ tests administered to black and white
individuals unbiased with respect to their predictive validity?
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Jensen reviewed studies relating performance on IQ tests to perfor-

mancein elementary, secondary school, and colleges. Typically, but not

invariably, the criterion was grades, although in somestudiesa test of

academic achievement was used. Considering the diversity of settings,

samples, and methods, the studies are remarkably consistent. Theresults

of these investigations may be summarized using two generalizations.

(1) The regression lines predicting academic performance for black and

white students from tests of intelligence tend to be similar. (2) Where

statistically significant differences between black and white regressions

occur, they are almost invariably of the form of intercept bias. Where

intercept bias exists, it involves an overprediction of performance for

black individuals using the regression line derived from white samples.

Linn (1973) analyzed bias in predicting college grades for black students

from white regression lines on the SAT in 22 colleges. He found that the

overprediction was .11, .29, and .45 standard deviation units of grade-

point average for black students whose SAT scores were | standard devia-

tion below the black mean, at the black mean, and 1 standard deviation

above the black mean. The overprediction increased as test scores in-

creased.
Studies of the relationship between intelligence tests and performance

in various occupationsalso provide evidence of approximately equal pre-

dictive validity for white and black samples (Hunter, Schmidt, & Hunter,

1979). Where differences exist between regressionstatistics for black and

white samples they are more likely to involve differences in intercepts,

with the white intercept being higher than the black intercept. This im-

plies that the use of a regression line derived from a white sample will

result in overprediction of the performance of the black sample. Jensen

analyzed regressionstatistics obtained by Ruch (1972) derived from stud-

ies comparing the predictive validity of paper-and-pencil tests for criteria

of job performance administered to black and white samples. Considering

the results of the studies collectively, Jensen’s reanalysis indicated that

there were significant intercept differences for various job-related criteria

in 8 of the 20 studies. Of these, 11 regressions obtained from these 8

studies (some studies had more than one criterion measure) reported

higher intercepts for white samples than for black samples and, for one

regression, the intercept for the black sample was higher than theinter-

cept for the white sample.
The most comprehensive investigation of the relationship between in-

telligence test scores and job performance for different racial groups is

contained in the ETS—U.S. Civil Service Commission Study (Campbell,

Crooks, Mahoney, & Rock, 1973). The study examined performance in

three civil service jobs—medical technician, cartographic technician, and

inventory management. For each job, a job analysis was prepared and

supervisor ratings anchored by job descriptions were obtained. In addi-

tion, tests of job knowledge and measures based on work samples of
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actual performance were obtained. Thesecriteria were predicted bytests
selected for each occupation from the French battery of tests of different
intellectual abilities. The samples were large, containing 731 white em-
ployees in the three job classifications and 168 black employees. There
wasrelatively little difference in predictive validity from tests to criteria
for black and white samples. For tests of job knowledge and for measures
of work samples (but not for supervisor ratings) the differences that were
obtained tended to be in the direction of white samples having higher
intercepts than black samples, indicating that the performanceof black
individuals would be overpredicted from the white regression statistics.
Differences between black and white samples on the Frenchtest batteries
were present for individuals in each of the three job classifications. The
differences ranged from .38 to .55 standard deviation units. The black—
white differences in performance on tests for individuals holding the
same job were also present on measures of job knowledge and work sam-
ples. The white samples had a meanthat was .43 standard deviation units
higher than the black samples on tests of job knowledge. Similarly, the
white samples averaged .46 standard deviations higher on the work sam-
ple measures than the black samples. The white and black samples had
smaller differences in supervisor’s ratings. The white samples were .13
standard deviation units higher in ratings than the black samples. These
results indicate that black-white differences in performance on aptitude
tests may be mirrored by differences in measuresof job knowledge and job
performance.

This brief review of studies of the predictive validity of tests of intel-
ligence for criteria such as job performance, academic achievement, and
college grades indicates that the predictive validity of the tests is com-
parable for white and black samples.
These data have generated considerable controversy (see Elliot, 1987,

Kaplan, 1985; Mercer, 1979, 1984). What do these datatell us about racial
differences in intelligence as assessed by tests? Mercer (1984) argued that
the findings demonstrating correlations between test scores and perfor-
mance on achievementtests assessing knowledge of the standard curricu-
lum of the schools is not surprising since the criterion and the tests were
measures of the samething andbothreflected the degree of exposure of
individuals in different racial groups to the majority culture thatis re-
flected by the tests. She referred to data cited by Jensen (1980a) that
indicated that tests of achievement may load as highly on g astests of
intelligence and that they are difficult to distinguish empirically by virtue
of the high correlations between them.

Mercer’s claim that the correlation between academic achievement and
intelligence is attributable to the degree to which black and white indi-
viduals are exposed to a commoncultural environmentis easily refuted.
Table 10.1, which is based on data collected by Mercer, indicates that
most of the variance ontests of intelligence is attributable to differences
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within families for individuals of the samerace reared in the same home.
Whatever determinesscores ontests of intelligence and a fortiori tests of
achievementthatare alleged to be measuring the sameconstruct, cannot
be solely, or predominantly, degree of exposure to white middle class
culture. Mercer is correct in her assertion that it is often difficult to
distinguish betweentests of ability and tests of achievement. Indeed, on
conceptual grounds it is certainly correct to say that all tests of intel-
ligence or tests of ability are tests of achievement since they are measures
of intellectual skills that are acquired. It may be correct to infer that
individuals have a genotypic ability level that partially determinestheir
phenotype. Indeed, there is good evidence for the existence of genotypes
that influence intellectual phenotypes. There are, however, no tests of
intelligence that are measuresof a hypothetical genotypefor intelligence.
All existing tests are measures of phenotypes that may be construed as
the learned intellectual achievements of an individual. To assert this,
however, is not to assert that tests of achievement cannot be conceptually,
or empirically, distinguished from tests of intelligence. It is possible to
distinguish between these two types of measures in at least four ways.
First, confirmatory factor analysesare able to clearly distinguish between
fluid and crystallized ability measures andto define a general factor that
is isomorphic with fluid ability. This suggests that appropriate factor
analyses that include achievementtests with representative ability tests
would lead to a hierarchical structure that differentiates between tests of
academic achievementandtests of general intelligence that are best de-
fined by tests of fluid ability. Second, tests of ability may be obtained
chronologically prior to tests of achievement and usedto predict achieve-
ments that an individual has not attained. Such chronologically prior
predictions exist for tests of infant attention that predict later intel-
ligence andfor tests of intelligence that are administered prior to school
entry. As we haveseen, IQ test scores are predictive of what is learned in

schools. It is therefore always possible to administer an IQ test prior to
the presentation of some aspect of the curriculum andpredict pupils’
achievementscores on tests of that material. Third, IQ tests can include

items that have quite different contents than tests of achievement. They
can even include experimental tests of cognitive processes that are re-
viewed in Chapters 3 and 4 of this book that on the surface do not appear
to reflect the content of achievementtests that are related to the curricu-
lum of the schools. It should be noted, however, that scores on tests of
abstract reasoning ability may be influenced by formal schooling as much
as if not more than tests that are presumedto directly measure the con-
tent of the curriculum. Fourth, behavior—genetic analyses indicate that
the heritability of tests of intelligence may be higher than the heritability
of tests of achievement (see discussion of the Thompson, Detterman, &
Plomin (1991) study in Chapter 9 of this volume].
Achievement and intelligence tests ought to becomeinterrelated if
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intelligence relates to the acquisition of knowledgeasit does. Over a long
time period individual differences in intelligence will influence whatis
learned in the schools, and whatis learned in the schools will influence a
person’s intellectual ability. Measures of achievement and measures of
intelligence will become increasingly related. This relationship should
not obscure their conceptual and empirical distinctiveness.

Is it possible to eliminate the black-white difference in intelligence
test performance by changing the contentof thetests? It is possible that
items that are included on standard tests may assess information thatis
morelikely to be available to white individuals than to black individuals.
The classic example of such an item taken from the Weschslertestsis,
“Who wrote Faust?” It is easy to take such an item and argue thatit
reflects nothing more than access to cultural information that is more
readily accessible to individuals with exposure to white middle class
culture than black culture. If items with such obvious cultural content
are eliminated, would black-white differences in intelligence be elimi-
nated? Oneof the best studies on this issue was performed by McGurk
and reanalyzed by Jensen and McGurk (McGurk, 1953; Jensen &
McGurk, 1987). McGurk obtained 226 items from grouptests of intel-
ligence and submitted them to a panel of 78 judges who were asked to
rank them with respect to the degree to which they were culturally
biased. He selected 184 of these items on which there was some evidence
of agreement amongthejudges aboutthe presence or absenceof cultural
bias and then administered a test of these items to a group of high school
students to obtain indices of the difficulty of each item. Using these data
he constructed a test consisting of 37 “biased” and 37 “unbiased” items
that were matchedin difficulty and administered this test to a large
sample of black and white high school students. He then selected a sam-
ple of white and black students matched on school attended, enrollment
in the sameschoolsince first grade, and socioeconomic status. McGurk
found that the mean black-whitedifferences on the twoclasses of items
were larger on the itemsrated as noncultural than on the items that were
rated as cultural. There was a significant race X item interaction. The
results are reported in Table 10.2. These data imply that intuitions about
the presence of bias in tests based on an examinations of item contents
are not a reliable way of distinguishing among itemsthat are likely to
discriminate between membersof different racial groups.
Davis and Eels (Eels, 1951) developed a test of intelligence that was

designed to be nondiscriminatory. The test consisted of a series of car-
toons representing individuals engaged in familiar activities. The test
required individuals to answer questions about the activities of indi-
viduals depicted in the cartoons. The test did not achieve its purpose.
Black—white differences in test scores on the Davis—Eels games were
about the same order of magnitude as differences obtained in othertests
(Ludlow, 1956).
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TABLE 10.2 Black—White Difference in Items Rated as Culture Bound versus Items

Rated as Nonculture Bound
 

 

Test White Black White — Black

Nonculture bound 15.61 (5.50) 12.61 (4.57) 3.00

Culture bound 10.46 (5.35) 8.99 (4.60) 1.47
Nonculture bound — culture bound 5.15 3.62 1.53
 

2Based on Jensen & McGurk (1987).

Williams (1972, 1974) developed the black intelligence test of cultural
homogeneity (BITCHtest} to assess knowledge of terms that were likely
to be usedin black cultural settings. He claimed that the test would be a
valid index of the ability to survive in black cultural settings and would
permit the computation of a survival quotient. Williams reports that itis
a test on which black individuals score higher than white individuals.

Scores on the BITCHtestare not consistently related to scores on tests of
intelligence. Mattarazzo & Weins (1977) reported a correlation of .16 for a
white sample of applicants for a police job between BITCHtest scores and
Wechsler scores. The comparablecorrelation for the black applicants was
—.33. Long & Anthony(1974) used the BITCHtest with 30 black students
whowere assigned to special education classes. They foundthatall of the
students who performed poorly on the WISC performed poorly on the
BITCHtest and the use of the BITCHtest as a basis for assignment of
students to special education classes would not have resulted in decisions
that were at variance with those reached by use of the WISC. Mattarazzo
and Weins found that the black police applicants whose mean IQ was 20
points above the black mean and who had an average of 2.5 years of
college education were below the mean of the standardization sample for
the BITCHtest, who were 16- to 18-year-old high school students.It is
clear that the scores on the BITCHtestare not related to performance on
any existing test of intelligence. The test does measure knowledge of
terms and expressionsthat are morelikely to be used in the black cultural
community than in the white cultural community.It is not clear if the
test may be usedto predict anything about black individuals other than
their knowledge of distinctive black cultural expressions. Implicit in the
effort to develop this test is the assumption that standard testsof intel-
ligence assess knowledgethatis available to the white population of the
U.S. and that standard tests do not provide useful information about
black individuals other than the extent to which they have assimilated
the white middle class culture of the U.S. This position discounts the
evidence of the predictive validity of intelligence tests since the criterion
is as biased as thetest andis culturally saturated. Apparently, this view of
cultural bias extends to knowledge of those areas of the curriculum that
are least obviously relevant to a person’s cultural outlook such as science
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and math.If one believes that it is important for black individuals to be
knowledgeable about math andscienceas well as to study black cultural
achievements and to be able to comprehendand analyzeliterary worksof
both black and white writers, then the abilities that are assessed by stan-
dard intelligence tests are predictively relevant to those cultural attain-
ments. It would be useful to develop an intelligence test that was predic-
tively related to the ability to acquire knowledge that did not exhibit
black—white differences in performance. Nosuchtest exists. It should be
understood that the attack on the validity of tests of intelligence is not
only a critique of the tests but a critique of the value of the cultural
achievementsthat are predicted by scores on the test. The view that the
criteria predicted by IQ tests are not relevant for black students is ex-
plicitly stated by Mercer (1979), who developed a system of assessment
that explicitly considers an individual’s socioeconomic andracial back-
ground and provides additional points to an individual’s score on tests to
compensate him or herfor the effects of impoverished or deviant cultural
experiences. Mercerargued that it is unfair to judge the system of assess-
ment that she developed with respect to traditional predictive validity
criteria. Oakland (1979) reviewed studies using Mercer’s System for Mul-
ticultural Pluralistic Assessment (SOMPA)and found that her procedures
reducedthepredictive validity of test scores for criteria of school achieve-
ment. Mercer simply regards this as an irrelevant issue.
Black—white differences in test score might be influenced by the wayin

whichtests are administered. Jensen (1980a, Chapter 12) reviewed studies
of the effects of the race of the examineron racial differences in IQ test
performance. He reviewedthe results of 16 studies of this issue that he
deemed methodologically adequate. For 10 of the 16 studies, there were
no effects of the race of the examiner on the magnitude of black-white
differences in IQ. The most comprehensive study was performed by
Jensen (1974b), who had 8 black and 8 white examiners administer group
tests including the Lorge—Thorndike test to 9000 schoolchildren in
Berkeley, California. He found no race-of-examinereffect on the nonver-
bal portion of the test. He did find a 1-point diminution in the magnitude
of the black—white difference in verbal IQ when children were tested by
examiners of the samerace. Healso tested a numberof children indi-
vidually. He again found no effects on the nonverbal measure of the
Lorge—Thorndike. On the verbal measure of the test, the magnitude of
the black—white difference in IQ was increased by 3.2 points whenscores
were obtained by examiners of the samerace as the children theytested.
The available data suggest that the race of the examineris not an impor-
tant source of differences in test scores between black and whiteindi-
viduals.

It could be argued that race differences in examiners is not as important
as class and professional position. Perhaps the race of the examineris
irrelevant if the black examiner occupies a position of authority and acts
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as a professional. It is possible that black individuals, particularly those
from lower class backgrounds, may find the testing situation uncomfort-
able and this may lead them to perform at less than an optimal level.
There are three arguments that may be advanced againstthis position.
First, the Davis—Eels tests were designed to be administered in a relaxed
and gamelike manner and we haveseen that there waslittle indication
that the magnitude of the black—white difference in performance on tests
was diminished by these procedures. Second, the data supporting the
Spearman hypothesis indicate that the magnitude of the black—white
difference in test scores is in part a function of the g loading of the items
on tests. It is hard to reconcile a generalized disposition to perform at a
less-than-optimal level with a tendency to exhibit differential perfor-
manceeffects on different types of items. Third, a variant of the second
argument may be derived by an examination of studies of digit span.
Jensen & Figueroa (1975; see also Gordon, 1984) reported that backward
digit span performance was morehighly correlated with performance on
the WISC than forward digit span performance. The ability to repeat
digits in backward order may be interpreted as adding an elementof
transformational complexity to the simple forward digit span task. The
black—white difference is more than twice as large on the backward digit
span task as on the forward digit span task. Forward and backward digit
span tasks are quite similar with respect to motivational and attentional
demands. It is hard to imagine any nonintellective dimension that dis-
tinguishes them. Thefact that black—white differencesare larger on back-
ward than forward digit span suggests that motivation and rapport with
examinersis not a significant influence on the magnitude of black—white
differences in scores on tests of intelligence.
Black—white differences in test scores might be influenced bythe lan-

guageof the test. Thereis a distinctive black dialect of English with some
degree of grammatical distinctiveness that is spoken by a subset of the
black population of the United States. It is possible that dialectical dis-
tinctiveness might influence test scores. Quay (1971, 1972, 1974) per-
formeda series of studies in which he had the Stanford—Binettranslated
into black dialect. He found that variations in the languageof the test had
little or no influence on the performance of different groups of black
children. The meansobtained from the standard anddialectically trans-
lated versions of the test were comparable and item difficulties for differ-
ent items were similar. These data suggest that the performance of black
children ontests of intelligence is not depressed by their occasional use of
a distinctive English dialect.
The difficulty of developing a test of intelligence that is both predic-

tively valid and does not lead to black—white differences in test scoresis
largely attributable to the discriminating characteristics of items that are
used on tests. Jensen (1980a, Chapter 11) reported the results of several
studies of black—white differences on items used ontests of intelligence.
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He correlated item difficulties on the WISC for samples of 6-, 7-, 9-, and
11-year-old black and white children. The correlation between indices of
item difficulty in black and white samples for these four age groups
ranged from .88 to .93. These data indicate that itemsthatare difficult for
members of one racial group are also difficult for members of the other
racial group. The average correlation for these four age groups was .91.
Jensen foundthat the cross-racial item difficulty correlations are higherif
correlations were adjusted for differences in average level of performance
between the races. In order to accomplish this, he correlated item diffi-
culty scores for white samples with scores obtained from older black
samples. The average correlation for three such comparisonsof item diffi-
culty between white samples and black samples that were either 1 or 2
years older was .98. These data indicate that adjustments for mental age
differences for black and white samples tend to eliminate black—white
differences in item difficulties.

Jensen also used analysis of variance procedures to identify possible
black—white differences in response to different items on tests of intel-
ligence. The group X item interaction in an analysis of variance can be
used to detect items that may bebiased in favor of one or another group.
The ratio of group differences to the group x item interaction variance
may betaken as an index of the relative importance of item biases in a
test as a possible basis of group differences in performanceonthetest.
Jensen indicated that for most standard tests of intelligence, the group x
item interaction variance is relatively small and cannot accountfor a
substantial portion of the difference in group scores.
The use of group X item interactions as a technique for assessing the

possibility that items may not measure the same construct in different
groups is not considered an ideal procedure by Jensen (1984). The results
obtained maybeaffected by floor andceiling effects as well as the pos-
sibility that an item may possess different degrees of diagnostic signifi-
cance in different groups. The technique has been supplanted by newer
methods of item response theory (Lord, 1980). These techniques require
large samples of approximately 1000 in each of two groups whose item
performances are being compared. The techniques involve comparisons
of the probability of correct response to an item for individuals in differ-
ent groups with the sameability. Since the samples are large, small dif-
ferences in functions relating probability of passing an item to overall
performanceonthetest will lead to statistically significant evidence of
biases in items wherebias is definedas a difference in the item response
curve. Lord (1980) found statistically significant differences in item re-
sponse characteristics for 38 out of 85 items on the Verbal SAT. Shepard,
Camilli, & Williams (1984) found that 7 out of 34 items were biased
against black samples in a mathematics test. Shepard (1987) indicated
that the term bias in this context meansonly that the test is multidimen-
sional and is a measure of different constructs in different groups. Six of



296 10. GROUP DIFFERENCES IN INTELLIGENCE

the seven items on which white and black groups differed were word
problems. If word problemsare considered part of the domain of mathe-
matical competencethatis being assessed bythetest, the item bias result
maybe interpreted as indicating that the differences between the groups
cannotbe expressed in termsof differences on a single dimension but may
involve differences on more than one dimensionthatis being assessed by
the item. The effects of eliminating the seven items which were biased
against the black sample reduced the black—white difference on this test
from .91 to .81 standard deviation units. Gordon(1987) indicated that the
reduction of a .1-standard-deviation-unit difference in the black—white
test score was exaggerated because Shepardet al. did not exclude three
items that were biased against white subjects. If these items had been
excluded the difference in test scores attributable to the removal of biased
items would have been less than .1. Gordon also indicated that manyof
the studies of item bias use tests of achievement rather than tests of
intelligence and he suggested that the former type of test may be more
subject to the presence of bias than the latter. This brief review of the
item bias literature leads to the following conclusions. Bias in items on
standard tests exists if one searchesfor their presence using large samples
and the most sophisticated psychometric techniques. The degree of bias
is slight and adjustments for the presence of bias have negligible effects
on the magnitude of black—white differences in performance ontests of
achievementortests of ability.
More generally, one can conclude from this review of research on bias

in mental testing that the black—white difference in performanceontests
of intelligence is not substantially attributable to differences in the con-
struct validity of the tests for black and white samples. Thefactor analyt-
ic studies, item analysis research, and research onthe predictive validity
of tests suggests that the black—white difference in test scores is substan-
tially attributable to differences in the construct that is assessed by the
test.

Reasons for Differences in Test Scores

There are two general hypotheses about thebasis for racial differences in
intelligence—thegenetic and the environmental. The genetic hypothesis
wasstated by Jensen as follows: “... something between one-half and
three-fourths of the average IQ difference between American Negroes and
whites is attributable to genetic factors, and the remainder to environ-
mental factors and their interaction with the genetic differences” (Jensen,
1973, p. 363). Although Jensen’s research since 1973 has been frequently
directed to an understanding of racial differences in intelligence, he has
not written extensively on the possible genetic basis of black-white dif-
ferences in intelligence test scores. In 1987, he wrote,
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As to the question of a genetic component in the black-white population

difference in g, since 1969 I have always considered it a reasonable hypoth-
esis, ... I also consider it highly plausible that genetic factors are involved in
the present black-white population difference. But plausibility falls far short of
the status of a scientific fact... . There is as yet no empirical “proof” of this
plausible genetic hypothesis of the kind that would be considered as definitive
evidence in quantitative genetics. .. . the genetic hypothesis will remain un-

tested in any acceptably rigorous manner for some indeterminate length of
time, most likely beyond the lifespan of any present-day scientists. [Jensen,
1987c, p. 376, italics in original]

Jensen’s statement about the current status of the genetic hypothesis of
black-white differences in intelligence represents the views of the psy-
chologist who is generally considered to be the most sophisticated de-
fender of this position. His current statementof the status of the genetic
hypothesis represents, on my reading of his work, a more cautiousassess-
ment of the status of the evidence for the hypothesis than that which he
advancedin a book written in 1973. In that work he provided three kinds
of argumentsin favor of the genetic hypothesis. First, he argued that none
of the known environmental variables on which the black and white
populations of the US. differ are of sufficiently large magnitude to ac-
count for black—white differences in intelligence test scores. Second, the
pattern of differences in test scores supported the hypothesis that dif-
ferences on tests were predictable from a knowledge of the heritability of
the test, suggesting that genetic differences were implicated. Third, test
scores exhibited regressions toward racial means. Thusthe IQ of the child
of a black person with an IQ of 100 would be predicted to be somewhere

between an IQ of 100 and the black mean IQ of 85. Thepredicted IQ of the
child of a white person with an IQ of 100 would be expectedto be 100. IQs
in each case exhibit regressions toward their own means. Brody & Brody
(1976) reviewed the evidence andlogic of these various claims and indi-
cated that the inference that there wasa genetic basis of racial differences
in intelligence was deficient on both logical and empirical grounds. In
what follows I shall consider what I take to be the basis of Jensen’s
current thinking about the genetic hypothesis. Since Jensen has written
relatively little about his current thinking other than to reaffirm hisbelief
that the genetic hypothesis is plausible it is hard to reconstruct his con-
temporary thinking aboutthis issue.

I do not knowif Jensenstill believes that regression arguments provide
valid data in favor of the genetic hypothesis. The regression effect is based
on the observation that black and white groupsregressto their respective
mean scoresontests of intelligence. Therefore, the expected value (where
the term expected is usedin thestatistical sense of the value that is
predicted that will minimize errors of prediction) of the IQ of a black
person’s sibling, parent, or child whose IQ is above the white mean is
lower than the expected value of a white person’s sibling, parent, or child
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with the same IQ. These regression phenomenaare compatible with any
hypothesis about the basis of black-white differences in performance on
tests of intelligence. Regression effects must occur for mathematicalrea-
sons whenever a score from which oneis predicting is extreme in its
distribution. A black person whoseIQ score is above the white mean has
a score that is more deviant within the distribution of black scores than a
white person with the same score in the distribution of white scores.
Therefore, regression will be larger in this case for the black person. The
phenomenonofdifferential regressions demonstrates nothing other than
the observation that black persons can be considered membersof a popu-
lation that can be distinguished from another population (e.g., whites].

Since Jensen has not discussed regression effects recently I take it that
the data that he finds persuasive derive from research of the nature of
genetic and environmental influences on intelligence. There are a
numberof arguments associated with knowledge of the nature of genetic
and environmental influences on intelligence that may be advanced in
connection with the genetic hypothesis of race differences. Jensen argued
that the evidence that intelligence is heritable within black and white
groups is compatible with the hypothesis that the between-race dif-
ferenceis also attributable in part to genetic factors. Thereis little or no
doubt that IQ is a heritable trait among white individuals. There is con-
siderably less data on the heritability of IQ in black samples. In their
comprehensive review of research on black—white differences in intel-
ligence, Loehlin et al. (1975) were able to find only five studies that
contained data relevant to an analysis of heritability of IQ in black sam-
ples. And, these studies do not provide ideal data for an analysis of
heritability. Jensen (1973) reported data on sibling resemblance for black
and white samples. Sibling resemblance does not provide an ideal data set
for the computation of heritability indices. Scarr-Salapatek (1971) con-
ducted a twin study in which she obtained comparisons between same-
sex and opposite-sex twins for black and white samples. Thelack of clear
zygosity information detracts from the usefulness of these data. Vanden-
berg (1969, 1970) and Osborne & Gregor (1968) performed heritability
analyses on a very small sample of black twins (32 MZ and 12 same-sex
DZ) and reached somewhatdifferent conclusions from each other about
differences in heritability between black and white samples.It is obvious
that the small DZ sample precludesany realistic analysis of heritability
in the black sample. I am aware of only two studies that provide a reason-
able basis for analyzing the heritability of intelligence in black samples.
Nichols (1970, as reported in Loehlin et al., 1975} obtained correlations of
.77 and .52 for a sample of 60 MZ and 84 DZ 4-year-old black twin pairs
on the Stanford—Binet. Osborne (1978) administered a battery of tests to a
black adolescent sample of 76 pairs of MZ twins and 47 pairs of DZ twins.
He also tested a comparison sample of 171 white MZ twin pairs and 133
DZ twin pairs. He obtained several indices of intelligence from his test
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battery including a mean score and factor scores on verbal andspatial
ability factors. On all of his measuresof intelligence, the heritability of
white and black samples was similar. For example, he obtained a mean
score on his battery of 12 tests. The correlation for this measure for black
MZ twins was .88 and the comparable correlation among black DZ twins
was .51. The corresponding results for MZ and DZ correlations for the
white sample were .85 and .62. These data indicate that the heritability of
intelligence in the white and black samples was approximately equal.
Osborne's data for the black sample are comparable to those reported in
many other twin studies using white samples. Osborne’s results suggest
that intelligence is as heritable within the black population of the U.S. as
it is within the white population. It is clear that we need considerably
more data on theheritability of intelligence in black samples before we
can confidently conclude that there are no differences in heritability be-
tween white and black samples. Adoption studies have not been reported
for black samples relating the IQ of biological parents to the IQs of their
adopted children. Despite the paucity of the available data, it is not unrea-
sonable to conclude that IQ is equally heritable in the white and black
populations of the U.S.

Let us assumethat heritability for intelligence is equal in black and
white populations. Let us assume furtherthat heritability is high in both
populations—perhaps even as high as .80, as suggested by Jensen. Do
these assumptions imply that the racial difference in intelligence is due
to genetic factors? It is easy to answer this question in one word—no. The
reason on logical groundsis that the sources of between-group differences
maybedifferent from the sources of within-group differences (see Lewon-
tin, 1975; see also MacKenzie, 1980, 1984). Lewontin presented examples
from behavior genetic research in which within-group differences are
heritable in two groups and between-group differencesare entirely attrib-
utable to environmental causes. At best, evidence of within-group
heritability suggests that it is possible to entertain a genetic hypothesis
about between-group differences, but the hypothesis requires indepen-
dent confirmation. Since black and white individuals are exposed to dif-
ferent environmentsit is always logically possible to attribute group dif-
ferences in intelligence to environmental differences. Even if the
heritability of intelligence were 1.00 in both groups,it is logically pos-
sible that differences between groups would be attributable to environ-
mental sources of variance.

Heritability estimates within groups may provide some basis for an
understanding of possible environmental hypotheses about the reasons
for black-white differences in intelligence. As the heritability within
groups increases, variations within groups on various environmentalvari-

ables must have decreasing influence on the phenotype.If intelligence
were totally heritable within a group, then any source of environmental
variability within that group would be ruled outipso facto as a possible
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basis for explanation of between-group differences in intelligence. Jensen
used a variant of this argument to support his view that the racial dif-
ference is probably attributable to genetic differences. He argued that the
amount of variance accounted for by known environmental variables
within groupsis too small to explain the between-group differences. This
argument hinges on estimates of the magnitude of between-family en-
vironmental differences that are problematic. Jensen (1973) assumed that
heritability for intelligence was .80 and that the remaining variance was
equally divided between within-family and between-family environmen-
tal variance. These assumptions permitted him to calculate the magni-
tude of the between-family environmentaldifferences that are required to
produce a 1-standard-deviation difference in IQ as 4.6 standard deviation

units. Known differences in between-family environmentalvariations be-
tween black and white populations are very much smaller in magnitude.
For example, the mean difference in socioeconomicstatusis .53 standard
deviation units. One can quarrel with the details of the quantitative anal-
yses in this argumentandstill find the argument persuasive. Jensen’s
estimate for heritability is high and his estimate for between-family en-
vironmental influence is low—although as we have seen recent research
is compatible with a relatively low estimate of between-family environ-
mental influence on intelligence for older samples. Known environmen-
tal influences that are predictive of variations in intelligence within the
white population cannot accountfor differences between black and white
samples in intelligence. For example, the correlation between sucio-
economic status and IQ is only .3, and socioeconomic status can only
account for 10% of the variance in IQ. Someof this variance, on some

accounts morethanhalf, is attributable to genetic differences. If we as-
sume that only 25% of the variation between socioeconomic groupsis
genetic, we are left with an estimate that environmental variations asso-
ciated with being reared in different socioeconomic groups account for
7.5% of the variance in IQ. Assume that the black—white difference in
socioeconomicstatus in the U.S.is .6 standard deviation units. It is ob-
vious that a .6-standard-deviation-unit difference in a variable that may
account for 7.5% of the variance in IQ cannot accountfor a 1-standard-
deviation difference in test scores between the black and white popula-
tions of the U.S.
Mercer (1973) attempted to account for black—white differences in in-

telligence by appeal to environmental variables. She studied a sampleof
339 black children who had a mean IQ of 90.5. She found five environ-
mental characteristics that related to WISC IQ scores in this sample.
These were living in a family with five or fewer members, having a moth-
er with high educational aspirations, living in a family in which the head
of the household was married, living in a family that was buying its own
home or owned its own home,andliving in a family that had a moder-
ately high occupational status. For the subset of black children whose
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families had all of the characteristics described above, the mean IQ was
99.1. There were 17 black children in her sample whose families met each
of the five criteria. Mercer concludedthat for the subset of black children
whowerereared in an environmentthat was characteristic of the modal
middle class white environment, the black—white IQ difference disap-
peared. She interpreted these results as providing support for an environ-
mental interpretation of black—white differences in intelligence.
Jensen (1973) described this type of argumentas an example of what he

called the “sociologist’s fallacy.” The analysis implicitly refers to a hyper-
selected subset of the black sample.In effect, it assumesthat the subset of
the black sample that has all of the characteristics of a modal white
sample shares with that sample their characteristic modal IQ. It leaves
unresolved why only 17 of the 339 children in the black sample share the
modal characteristics of the white sample. Implicitly, the analysis as-
sumesthatall of the variables that are correlated with IQ have a one-way
causal influence. It ignores the possibility that IQ may influence so-
cioeconomicstatus, decisions about family size, and lifestyles. The diffi-
culty is that many of the variables that influence IQ are also influenced

by IQ and the covariance of IQ and various environmental variables that
are related to IQ is causally ambiguous.All of the joint variance cannot be
reasonably allocated to a unicausal explanation that assumes that so-
cioeconomic variables influence IQ and IQ does not influence so-
cioeconomicvariables (see Loehlin et al., 1975, p. 166).

It is probably correct to say that measurableaspects of the environment
considered in their appropriate causal role cannot accountfor the black—
white difference in IQ test scores. It is possible that an accumulation of
environmental influences that have a small but detectable influence on
IQ might collectively account for the difference. Lynn (1990c) suggested
that nutritional variables might contribute to black—white differences in
intelligence. He analyzed data collected by Bromanetal. (1987) as part of
the Collaborative Perinatal Project. They administered the WISC to a
sample of over 17,000 white children and 18,900 black children and mea-
sured the head circumference of each of the subjects in their sample.
Table 10.3 presents Lynn’s calculations of the mean head circumference
and height for black and white children in this study. The black sample
had a mean head circumference that was approximately .5 standard devia-
tions lower than that of the white sample. There were no differences in
the height of these two groups and therefore it was not necessary to
correct head circumference for height differences.
The appropriate interpretation of data on racial differences in head

circumference is not clear. Lynn (1990c) noted that head circumference
has increased 1 standard deviation in western countries in the last 50
years. He arguedthatthis increase is attributable to changesin nutrition.
Therefore, he interpreted the racial differences in head circumference as
being attributable to nutritional influences. Rushton (1990) argued that
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TABLE 10.3 Mean Head Circumference for Black and White 7 Year
Olds from the Collaborative Perinatal Project
 

  

 

Black White

Mean S.D. Mean S.D.

Head circumference (cm} 50.91 1.57 51.72 1.53

Height (cm) 122.90 6.48 122.53 5.63
 

2Based on Lynn (1990c}.

racial differences in head circumference havea geneticorigin, are related
to brain size, and are to be interpreted as evidence for a genetic hypothesis
aboutdifferences in intelligence. It is not self-evident that the racial dif-
ference in head circumference obtainedin these studies reflects genetic
differences. It should be noted that Rushton does not provide data on the
heritability of head circumference. Until we have a clearer understanding
of the genetic and environmental influences on the development of head
circumference,it is difficult to provide an interpretation of these data. In
a senseit is as difficult to determine the reasonsfora racial difference in

head circumferenceasit is to determinethe reasonsfora racial difference
in IQ.

Another variable that may contribute to racial differences in intel-
ligence is lead exposure. Research reviewed in Chapter6 indicates that
exposureto lead may adversely influence the developmentof intelligence.
It is reasonable to assume that the black population, with manyindi-
viduals living in inner cities in deteriorated housing conditions, is more
likely to be exposedto high concentrationsof lead than the white popula-
tion of the U.S. Although lead exposure may have a small influence on
the development of IQ and may notplay a role in the development of
intelligence in more than an undefined subset of the black population,
lead as a variable may be paradigmatic of a series of variables that may
collectively account for the black—white difference in IQ. That is, there
may bea large set of variables that share the characteristic of having an
unequal frequency of occurrence in the black and white populationsof
the U.S., each of which might have a small influence on IQ. Note that this
suggestion is merely an argument aboutthe plausibility of an environ-
mental hypothesis about the causes of the racial difference in IQ. Since
we do not have evidence indicating that the racial IQ gap may be ac-
counted for by the measurement of a large numberof variables (with
appropriate controls for the influence of genetic differences on thevari-
ables}, the argument remainsat the level of an untested hypothesis that
may beplausible.
Flynn (1980, 1984, 1987) presented a variant of this argument. He noted

that evidence of secular changes in IQ indicates that environmental
events exist that could accountfor a 1-standard-deviation difference in IQ,
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although he admitted that weare not able to specify the environmental
events that produced this change. Since the environmental influencesare
undefined we do not know whetherthey provide an account of black—
white differences in IQ.
There is an additional environmental explanation of the black—white

IQ gap. There may be environmental influences on IQ that cannot be
measured on a commonscale for black and white populationsof the U.S.
That is, there may be experiences that black individuals are likely to
encounter that white individuals never encounter.It is not hard to imag-
ine many such influences. Black and white Americans are reared in
quasisegregated environments frequently having relatively little social
contact with each other. Thereare different cultural exposures in music
and the arts and language. Experiences of discrimination and racism are
encountered at one time or another or even constantly by black Ameri-
cans and not by white Americans. We havelittle or no scientific data that
quantifies the effects of living in a quasiseparate environment on the
developmentof IQ in black individuals. Nevertheless, the possibility ex-
ists that the cumulative effects of experiences that occur frequently to
black individuals and virtually never to white individuals may account
for someorall of the black—white IQ gap.

Jensen is probably correct in asserting that known environmentalinflu-
ences that are measurable (and cannot themselves be attributed to genetic
influences) do not accountfor the black—white IQ gap. But this observa-
tion does not render a genetic hypothesis more plausible than an environ-
mental hypothesis about the gap (see MacKenzie, 1984). Genetic hypoth-
eses are not necessarily favored by the failure of environmental
hypothesesto be confirmed. Thatis, the genetic hypothesisis in the same
logical position as the environmental hypothesis. The assertion that
known environmental influences do not accountfor the IQ gap leaves the
possibility that unknownenvironmentalor genetic influencesare respon-
sible for the gap. The genetic hypothesis, has exactly the samestatus as an
unmeasured sourceof variance as that of an unmeasuredset of environ-
mental variables.
The arguments for and against the genetic hypothesis for racial dif-

ferences in intelligence test scores that we have examined maybe de-
scribed as indirect arguments. Direct tests of hypotheses about genetic
and environmental differences could be obtained,in principle, by the use
of a cross-fostering experimental design in which individuals with white
and black genotypesare assigned to opposite race environments. While
there are no complete cross-fostering studies of this type available, there
are studiesthat provide information about black children who are reared
in white environments. Flynn (1980) argued that studies that directly test
genetic and environmental hypotheses, however imperfectly, provide evi-
dence that is more relevantto an evaluation of these hypotheses than the
indirect arguments presentedby Jensen.
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There are four studies that assess the IQs of black children who have
been reared in predominantly white environmentalsettings. Scarr & Wein-
berg (1976) obtained IQ scores for a sample of black children who were
transracially adopted by upper middle class white parents in Minnesota
whose mean IQ was 119.5. The mean IQ of 154 natural children of these

parents was 116.7. The transracially adopted children of these parents were
tested at a mean age of 74 months(S.D. = 30}. All of the children were4 yr.
or older at the time of testing. The mean IQ of 29 adopted children whose
biological parents were both black was 96.8. The mean IQ of 68 adopted
children who had one black biological parent was 109.
These data provide several sources of information relevant to an evalua-

tion of hypotheses aboutracial differencesin intelligence. The mean IQ of
all of the transracially adopted children in this study was 106—a value
above the white mean. Scarr and Weinberg reported that the educational
levels of the biological parents of the adopted children were comparable
to those of the black population. If we assumeon the basis of this infor-

mation that the biological parents of the children had IQsthat are repre-

sentative of the black population, then these data suggest that a represen-

tative sample of black children reared in upper middle class white homes

would have IQs that are above the white mean. Although the Scarr and

Weinberg study is plausibly interpretable as providing evidence for the

malleability of IQs for black children, these data should not be construed

as providing definitive evidence in favor of an environmental hypothesis

about racial differences in intelligence test scores. The children at the

time of testing were relatively young and the full effects of genetic influ-

ences on IQ are not apparent until the postadolescentperiod. In addition,

the influence of the family environment on IQ appearsto decline after

early childhood. Scarr and Weinberg prepared an abstract of a paper to be

delivered at a meeting of the Behavior Genetic Society reportingthe re-

sults of a 10-year follow-up study of the transracially adopted children.

The abstract indicated that the IQs of the adopted children declined dur-

ing that period. The paper wasnot delivered. Neither the abstract, nor the

paper reporting the results of the study, have been published. The abstract

did not report any of the details of the follow-up study. The magnitudeof

the decline in IQ wasnotreported in the abstract. In the absenceof these

details, it is impossible to evaluate reports of a possible decline of the IQs

of the transracially adopted children in the Scarr and Weinberg study. At

very least, their data indicate that the developmental history of IQ scores

of black children reared in white environmentsis different from the de-

velopmental history of the scores of black children reared in black en-

vironments. Recall that black children reared in black environments ex-

hibit IQ scores that are approximately 1 standard deviation below the

white meanbyage 3.If the transracially adopted children in the Scarr and

Weinberg study had IQs that regressed toward the black mean at older
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ages, their documented IQs at age 6 were more characteristic of white
adoptees.

Scarr and Weinberg found, in commonwithotherstudies of adoption
reviewed in Chapter5, that adopted children had IQs that were lower than
the IQsof the natural children of the adoptive parents. These data provide
evidence for a genetic influence on IQ. Thedifference in IQ of the chil-
dren with two black parents as opposed to one black parent might also be
interpreted as providing support for a genetic interpretation of racial dif-
ferences in IQ, except that Scarr and Weinberg indicated that the social
history of these two groups of children were different. Children with two
black parents were adopted at a later age, had more preadoption place-
ments, and had shorter exposuresto the adopted homethan children with
one black parent. When thesevariables werestatistically controlled, the
influence of the racial backgroundof the transracially adopted child on IQ
was substantially reduced.
Moore (1985, 1986) obtained Wechsler test scores for a sample of 23

black children who were adopted by black middle class families and a
sample of 23 black children who were adopted by white middle class
families. The educational levels of the black and white adoptive mothers
were equal. The educationallevel of the black fathers wasslightly lower
than the educational level of the white fathers. The children were tested
between ages 7 and 10. The children adoptedby black families had a mean
IQ of 103.6 and the children adopted by white families had a mean IQ of
117.1. There were no differences in the IQs of children with one or two

black parents. Moore’s results provide support for Scarr and Weinberg’s
environmental interpretation of the differences between black and
biracial children’s IQs. Her study, however, is not definitive for two rea-
sons. First, the children were young. Second, no information was provided
about the biological parents of these children. Moore indicated that the
characteristics of the biological mothers of the adopted children whose
families chose to participate in the study were comparable to the charac-
teristics of the biological mothers of the children whose adopted family
did not choose to participate in the study. Thus, information about the
biological mothers is available but Mooredid not report these data.If the
biological parents of the children adopted by white parents were compara-
ble to the biological parents of the children adopted by black parents, then
the Moore study would provide strong evidence in favor of an environ-
mental interpretation of black—white differences in IQ.
Moore also studied the behavior of children in the examination and in

another session in which motherswereaskedto help their children solve
a block design problem from the Wechsler test. She found that trans-
racially adopted children responded differently to the demands of the IQ
test than children adopted by black families. The transracially adopted
children appeared more confidentof their abilities as problem solvers and
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were more likely to expand on the reasons for their answers than the
children adopted by black families. The white mothers of the adopted
children were more likely to joke, grin, and laugh as a wayof releasing
tension when their children worked on the block design than the black
mothers. The black mothers were more likely to be critical of their chil-
dren’s performance than were the white mothers. These differences in
behavior and social interaction were related to differences in performance
on the IQ tests. Moore argued that differences in the intellectual so-
cialization experiences characteristic of black and white rearing could
result in differences in the intellectual performance of children. Moore’s
presentation did not indicate whetherthese differences in observed be-
havior accounted for all of the IQ differences obtained in the study.It is
not clear whether she has isolated the critical environmental variables
that might accountfor racial differences in IQ test scores.

Tizard (1974) compared white and black (West Indian) children reared
in residential nurseries in England. There were 149 children tested who
ranged in age from 2 years to 4 years and 11 months. Thechildren were
tested with the Reynall test and the Minnesota nonverbal test, and a
subset of the older children were given a WISC. The results were quite
consistent across the measures. The meanIQ of children with either one
or two black parents was slightly higher than the mean IQ of children
whose biological parents were both white. Tizard indicated that there
were no conspicuous differences in the backgrounds of the biological
parents of the children. Her results suggest that black children reared in
the same environment as white children will develop comparable IQs.It
should be noted that the children were quite young at the time of testing
and the black children were West Indian blacks. These data support an
environmental interpretation of black—white differences in IQ. The de-
velopment of IQ appears to be constant for black and white children
reared in comparable environments.

Arguably, Eyferth (1959, 1961; Eyferth, Brandt, & Hawel, 1960) reported
the most important direct study of the reasons for black—white dif-
ferences in intelligence test performance. Eyferth studied a sample of 181
children whose biological fathers were black soldiers serving in the Army
of Occupation in Germanyat the end of World WarII. The children were
reared by their biological mothers, who were white German women. The
children were compared to a sample of white children whose biological
fathers had been white soldiers in the same army in Germany. The moth-
ers of the two samples were carefully matched on a numberof variables
including place of residence, socioeconomic background, and composi-
tion of the family that reared the child. Approximately 75% of the fathers
of the children were American soldiers; the remaining fathers were
French troops who were either black or white. The children were tested
with a Germanversion of the WISC at ages between 5 and 13. Two-thirds
of the children were tested when they were between 10 and 13 years of
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age. The mean IQ of the white children was 97.2 and the mean IQ of the
black children was 96.5. These data suggest that children with one black
parent who are reared in similar circumstances to children with two
white parents will have comparable performance on IQ tests. The condi-
tions of rearing in Germany,apart from the distinctive subcultural experi-
ences of American blacks and under conditions that are similar for black
and white children, provide a clear test of the hypothesis that black—
white differences in IQ are attributable to environmental events. The
Eyferth study provides strong evidence in favor of an environmentalin-
terpretation of black—white differences in IQ. There are three possible
objections to this interpretation of the results. First, information about
the characteristics of the biological fathers was not available.It is possible
that they were not a representative sample of black and whitesoldiers or
of the black and white populations of the U.S. Flynn (1980) presented a
thorough analysis of this issue. He indicated that sexual relationships
between soldiers of the occupation and German womenafter World WarII
were widespread and were not confined to any particular segment of the
Army of Occupation.In addition, he argued that Armytest score records
indicated that black soldiers did in fact have lower IQs than whitesol-

diers. Eyferth’s results would have provided more definitive information
if data about the biological fathers of these children had beenreported.
Nevertheless, there is no reason to believe that the white and black bio-
logical fathers were not representative of their groups and thereforeit is
reasonable to assumethat they differed in IQ. Second, it is possible to

argue that children resulting from interracial matings will have higher
IQs than children who had two black parents because of the effects of
heterosis. This is a well-known genetic phenomenon in which outbred
groups exhibit increases in a trait. Eysenck (1984) argued that Eyferth’s
results might be attributable to heterosis. This is not a highly plausible
hypothesis. Heterosis has been found for a numberof traits in animal and
plant studies. Its existence in human populations is extremely prob-
lematic for such traits as height (see Loehlin et al., 1975). And there is
little or no evidence for such a phenomenonforintelligence, although
there is some problematic evidence for the opposite effects of inbreeding
depression on IQ. Each of the other transracial adoption studies that we
have considered permits comparisons between children with two black
parents and children with one black parent. Only the Scarr and Weinberg
study provided evidence that could be interpreted as supporting theexis-
tence of heterosis, and there were persuasive reasons to assumethat the
differences obtained in that study were attributable to differences in the
preadoption experiences of children. The Tizard and Moorestudies both
obtained data that are incompatible with the existence of heterosis.
Therefore, heterosis does not provide a convincing explanation of the
results of the Eyferth study. Third, the children tested in the Eyferth
study, though older than thosetested in other transracial adoption stud-
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ies, are still not at the age at which IQ test scores are most heritable.
While the Eyferth studyis not definitive, it is probably the most convinc-
ing study we have available and its results support an environmental
interpretation. If a substantial portion of the IQ difference between black
and white populations in the U.S. were attributable to genetic differences,
the black children in the Eyferth study should have had IQs that were
several points lower than the white children. Thefact that they did not
constitutes evidence against a genetic hypothesis.

If we considerthe transracial adoption studies collectively, they provide
evidence in favor of an environmental interpretation of black—whitedif-
ferences in IQ test score. With the possible exception of the unpublished
follow-up data in the Scarr and Weinberg study which cannot be evalu-
ated, the data indicate that black children reared in white environments
have IQ test scores that are characteristic of white children reared in
white environments.
There is an additional source of direct evidence on the reasons for

black-white differences in intelligence. The black population of the U.S.
consists of individuals who differ with respect to their degree of black and
white ancestry. A genetic hypothesis predicts that there should be a
positive correlation between the degree of white ancestry of a black per-
son andhis or her IQ. Although this hypothesis appearsto be straightfor-
ward it is not easy to test. There is no simple and direct way of measuring
the degree of black ancestry of a black person. Variations in skin color, the
most visible manifestation of racial admixture, may in part be attribut-
able to variations in skin color among African ancestors of American
blacks (see Harrison & Owen, 1964). Also, white ancestry might at one
time or another provide social advantages for black individuals.It is gen-
erally recognized that studies of the influence of racial admixture on IQ
should be pursuedusing latent biological markers such as blood groupsas
a basis of estimating ancestry. This is difficult to do since blood markers
that might once have been indicative of African ancestry may no longer
covary in the same waythat they did among African ancestors. Loehlin et
al. (1975, pp. 124—125} indicated that blood gene markers characteristic of
European ancestry in two samples of black individuals were uncorrelated.
Thus genes indicative of European ancestry may no longer covary in the
same way in contemporary black populations. Although the assessment
of degree of white ancestry among black samples is not a simple matter,
the data that are available suggest that IQ is not related to degree of white
ancestry in black samples. Scarr, Pakstis, Katz, & Barker (1977; see also
Jensen, 1981; Scarr, 1981) calculated the probability that an individual’s
blood group was characteristic of a white or black sample and the proba-
bility that an individual’s blood group markers were characteristic of
white ancestral samples. They obtained a correlation between these two
probability measures and performance onfourtests of ability in a sample
of black schoolchildren. The correlations between their two measures of
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white ancestry and a composite general ability measure were —.05 and
—.03. These data provide no evidence that white ancestry among black
individuals correlates with intelligence.
Witty & Jenkins (1936) studied a sample of black children who had IQs

of 140 or higher. They assumedthat a genetic hypothesis would predict
that black individuals with very high IQs are more likely to have white
ancestry than black individuals with less atypical IQs. They relied on

geneological data to estimate the degree of white ancestry of their sample
of 28 children and reported that the degree of racial admixture present in
this group was comparableto that which waspresentin a larger groupof
63 black children with IQs above 125 and that the degree of racial admix-

ture was comparable to that reported in a large sample of American blacks
studied by Herskovitz (1930). MacKenzie (1984) argued that the gen-
eological data might not be accurate and that the Herskovitz sample
might not be a relevant control group for a study using a local rather than
a national sample. While the Witty and Jenkins studyis far from ideal, at
very least it fails to provide data in support of a genetic hypothesis about
racial differences in IQ. This study considered in conjunction with the
Scarr et al. study indicates that there is no relationship between degree of
white ancestry and intelligence in black samples.

Conclusion

After a century of research and speculation about black—white differences
in intelligenceit is, I think, fair to say that we knowrelatively little about
the reasonsfor the difference. We do know that the differences in intel-
ligence test performanceare notattributable in any obviouswaytobias in
the tests and that the differences in test scores reflect differences not in
particular bits of cultural knowledge but in more general and abstract
abilities. And, we know that the differences are related to criteria such as
the acquisition of knowledge that are valued by manyif notall indi-
viduals in both the black and the white communities of the United
States. The reasons for the differences are probably to be found in the
distinctive cultural experiences encountered by black individuals in the
United States. While it maybe difficult to definitively rule out a genetic
hypothesis on thebasis of the available evidence, I think thatit is also fair
to say that there is no convincingdirect or indirect evidence in favor of a
genetic hypothesisof racial differences in IQ.

It is sometimes wrongly assumedthatthe ideological and social conse-
quencesof a genetic explanation for black-white differences in scores on
tests of intelligence are somehow devastating and that environmental
explanations lead to much moresatisfactory social outcomes. It should be
noted that manyof the consequencesof a genetic or environmental expla-
nation maynot bethosethat are envisionedin popular discussions. Since
genetic influences are not immutable and the influence of the genotype
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on the phenotypeis variable, it is quite possible that a genetic basis for
racial differences in intelligence might be more remediable than an en-
vironmental difference. Someof the alleged environmental influences on
intelligence that are assumed to accountfor racial differences in intel-
ligence test performanceare not easily remediated. If, for example, pre-
natal influences are important, we can in principle, although noteasily in
practice, provide better prenatal care for black women.If black children
have been damaged byinadequateprenatal care we maynotfindit easy to
remediate the intellectual consequencesof this damagefor children who
have been prenatally deprived. If, as Moore suggests, black middle class
parents provide intellectual socialization experiences that are less than
optimal to develop good performanceon IQtests, will it be easy to devel-
op new socialization methods for black parents?

Research on black—white differences in intelligence fails to provide
answers to three critical questions. (1) What are the reasons for the dif-
ference? (2) Can we eliminateit? (3) If we cannot eliminate the difference,
can we design an environment in which the effects of individual dif-
ferences in intelligence are mitigated such that they are not determin-
ative to the extent they are now ofracial differences in performance in the
schools and in othersocially relevant contexts? If we could make progress
on the third question the answersto the first two questions would appear
to be less pressing. It is possible that the answer to the first question
might enable us to eliminate the difference or to design ways to mitigate
the difference. If so, the study of the reasons for black—white differences
would be socially useful.

THE INTELLIGENCE OF JAPANESE
AND CHINESE GROUPS

There are many studies comparing black and white samples ontestsof
intelligence. There are relatively few studies comparing Japaneseand Chi-
nese samples to white samplesontests of intelligence. P. E. Vernon (1982)
summarized studies of the performance of the descendants of Asian im-
migrants living in North America on tests of intelligence. He also in-
cluded data on the performance of Chinese samples in Hong Kong. Lynn
(1987) also summarized the available literature.
There waslittle adequate data on the intelligence test performance of

Japanese- and Chinese-background children in America or Canada until
the 1970s. A numberof studies were published as early as the 1920s. The
samples were small and not particularly representative. These studies
usually found that these groups exhibited deficits relative to whites in
measuresof verbal intelligence and performed as well as white groups on
measures of nonverbal intelligence. The deficits in measures of verbal
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intelligence may be reasonably attributable to the possibility that many
of the subjects in these early studies were reared in homes in which
English was not spoken. Data on the intelligence test performance of
representative samples of Japanese and Chinese groupswerenot available
until after World WarII.
The two most comprehensive investigations of the performanceof Chi-

nese and Japanese groups in America were reported by Flaugher & Rock
(1972) and by Coleman andhis colleagues as part of the Coleman report
on the performance of American schoolchildren (Coleman, Campbell,
Hobson, McPartland, Moody, Weinfield, & York, 1966). Flaugher & Rock
(1972) administered grouptests of intelligence to a sample of 18,000 high
school juniors in Los Angeles. They found that Asian-American students
(primarily Japanese-Americans in this sample} scored above white stu-
dents on tests of reasoning and tests of spatial and numberabilities.
Asian-American students scored lower on tests of verbal ability than
white students. The most comprehensivedata available are contained in
the Coleman report of the performance of 650,000 American school-
children. Children classified as having an Asian backgroundhadthehigh-
est performance of any group investigated. The Asian students exceeded
the white mean at each grade investigated on tests of nonverbal ability.
Their scores were approximately .25 standard deviations higher on these
measures thanthat of other groups. Asian groups were above the mean on
verbal intelligence in the first three grades and then exhibited declines in
performancerelative to other groups. Their verbal test scores were ap-
proximately .10 standard deviations below that of white groups.

Studies of Asian-background children in America going back to the
earliest fragmentary reports of tests administered after World War I exhib-
it a consistent pattern of results—stronger performance on nonverbal
than on verbal tests and relatively little evidence for deficits in general
intelligence even for children who havedeficits in the use of the English
language. It should be noted that these results contradict Mercer’s analy-
sis of black—white differences in intelligence in that they indicate that
tests of intelligence do not measure the degree of acquaintance of indi-
viduals with white middle class culture.

Theresults of the intelligence test performance of Asian Americansare
buttressed by studies of the performance of Japanese individuals on tests
of intelligence originally standardized on American samples. Lynn (1987)
summarized the results of three large-scale studies of the performance of
Japanese on standardizedtests of intelligence (see also Lynn & Hampson,
1986a). The studies include a Japanese standardization of the McCarthy
scales for children ages 2—8, and two standardizations of the Wechsler
tests, for children aged 4—6 (for the WISC) and for samples between 6 and
16 (for the Japanese version of the WAIS). Lynn compared the performance
of Japanese groups to that of American white groups on thesetests. He
adjusted the scores to take account of secular trends in intelligence and
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TABLE 10.4 Mean IQ of Japanese Children Relative to American
White Mean of 100 and Standard Deviation of 152
 

 

Age Spearman’s g Verbal Visuospatial Test

2.5 94.4 92.8 97.0 McCarthy
3 94.1 92.5 96.5 McCarthy
3.5 96.6 94.7 99.5 McCarthy

4 95.9 93.1 99.6 McCarthy

4.5 97.1 93.8 101.6 McCarthy

5 97.2 92.6 103.7 McCarthy
5.5 98.7 93.8 105.7 McCarthy

6.5 101.2 97.1 107.2 McCarthy
7.5 98.5 93.9 104.5 McCarthy

8 97.7 92.7 104.7 McCarthy
6 100.6 96.2 103.8 WPPSI

6 101.2 97.8 106.2 WISC-R

7 100.0 95.6 106.0 WISC-R

8 102.1 97.9 106.5 WISC-R

9 102.3 99.0 105.8 WISC-R

10 104.1 101.0 106.5 WISC-R

11 104.0 100.7 106.2 WISC-R
12 104.4 100.9 106.1 WISC-R

13 103.4 100.3 104.8 WISC-R

14 104.0 100.8 105.4 WISC-R

15 104.2 101.3 105.4 WISC-R

16 103.3 100.8 103.0 WISC-R
 

2Based on Lynn (1987).

obtained scores for general intelligence as well as scores for verbal and
spatial ability. Table 10.4 presents his analyses. Table 10.4 indicates that
the performanceof Japanese groupsis slightly lower than that of Ameri-
can whites on the McCarthytests given to young children. The Japanese
samples exceed the American white samples on the Wechsler tests. After
age 8, the differences are approximately .25 standard deviations. A second
feature of these data is that at all ages the Japanese samples score higher
on spatial measures than on verbal measures. Ignoring age trends, Japa-
nese samples score approximately .33 standard deviations higher on mea-
sures of spatial ability than on measuresof verbalability.
Lynn also reported data for performance of Chinese groupsontests of

intelligence in Hong Kong, Singapore, and Taiwan. Chinese 13 year olds
in Hong Kongobtained an IQ of 113.3 on the Raven Progressive Matrices.
This value was an estimated score adjusting for secular changes in IQ. A
comparable study in Singapore reported an IQ of 103.3 for Chinese 13
year olds. And, Chinese 16 year olds in Taiwan administered Cattell
Culture-Fair tests obtained adjusted meansof 101 and 103 for indigenous
Taiwanese and Chinese immigrant groups, respectively. These data indi-
cate that Chinese-background children in Asia have nonverbal intel-
ligence test performancethatis equal to or slightly superior to the perfor-
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mance of American and British samples. Lynn (1987) indicated that there
are three aspects of these data that require interpretation. (1) Chinese-
and Japanese-background children score lower on tests of intelligence
administered prior to age 6 than American andBritish children.(2) After
age 6, Chinese- and Japanese-background individuals have marginally
higher general intelligence than British and American white individuals.
(3) Chinese- and Japanese-background individuals have higher spatial
than verbal abilities.

Lynn’s summary of the differences between Chinese and Japaneseindi-
viduals and white Americans has been challenged (see Sue and Okazaki,
1990; 1991). The differences are based on scores that are adjusted for
secular trends. In addition, the comparisonsare of retrospective data sets
that were not based on samples constructed on the samebasis. There may
also have been differences in the way in which tests were administered in
different countries at different times. It is obviously difficult to arrive at
conclusions about cross-cultural differences in performance on tests
whenthese differences are not based on data sets that are explicitly col-
lected for the purpose of cross-cultural comparisons.

Stevenson, Stigler, Lee, Kitamura, & Hsu (1985) obtained ability scores
from representative samples of first and fifth grade pupils from Min-
neapolis, Minnesota, Taipei, Taiwan, and Sendai, Japan on a battery of
verbal and nonverbaltests. Although there weresignificant differences in
test scores on sometests in the battery, the overall differences in scores
were small and inconsistent. The data obtained in this study, which was
specifically designed as a test of cross-cultural differences in performance,
do not support Lynn’s analysis of racial differences in test performance.
Lynn (1991) indicated that the Stevenson et al. study was not con-

clusive. He cited data indicating that individuals in Minnesota had above
average IQs. It should be noted that the comparison cities chosen by
Stevenson et al. were designed to be comparable to Minneapolis. All of
this points to the difficulty of making cross-cultural comparisons. Unless
there are comprehensive comparisons of samples designed to be represen-
tative of the populationsof different countries whoare tested in the same
manneron the sametests, it is difficult to reach conclusions about the
performance of individuals in different groups. Thus, it is possible to
argue that Lynn’s conclusions about the natureof racial differences in IQ
may notbe justified.
Lynn (1987) asserted that these findings were not easily interpretable

by environmental hypotheses and he advanced a biological theory to ex-
plain these results. Lynn assumedthat the relatively low performanceof
preschool Japanese groupsis attributable to a genetic influence on the
rate of maturation among individuals he designates as mongoloids. It
should be noted that the empirical basis for the assumption that pre-
school-age IQ is lower in Japanese samplesis weak.It is based on research
using the McCarthy scales. Recall that Naglieri & Jensen (1987) demon-
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strated that the g loading of the McCarthyscales for children was lower
than the g loading of the WISC. The magnitude of age-related differences
in the performance of American white andJapaneseindividuals on intel-
ligence tests may beattributable to the use of different tests at different
ages that assess somewhatdifferent constructs. Also, the relative im-
provement in Japanese samples maybeattributable to the effects of dif-
ferences in schooling. Japanese elementary education may be more
rigorous than American elementary education. Cross-national com-
parisons of academic achievementconsistently find that the performance
of American elementary schoolchildren is lower than the performance of
children in Asian countries. The differences are particularly acute in
mathematics achievement(see discussion of the Stevensonet al. (1990)
study in Chapter 9). Elementary education in Asian countries in mathe-
matics is more intensive than elementary mathematics education in
America. This differential emphasis on formal and abstract elements in
the curriculum might influence the developmentof fluid intelligence and
account for someof the differences in intelligence noted by Lynn.
Lynn proposed that differences between individuals with Asian back-

grounds and Caucasians in intelligence are explained by genetic dif-
ferences in brain functioning. He proposed that the former group experi-
enced a shift in neurological structure during the Ice Age. Theleft
hemisphere of the brain of individuals with Asian backgrounds evolved
structures capable of processing visuospatial information. Therefore, the
brains of individuals with Asian backgroundshave a higher proportion of
cortical tissue devoted to processing spatial information than the brains
of Caucasians. Consequently, the brains of individuals with Asian back-
grounds are more likely to have a smaller proportion of cortical tissue
available for processing verbal information.
Lynn cited three kinds of evidence in favor of this theory. Frydman &

Lynn (1989) reported the results of a transracial adoption study in which
19 Korean children were adopted by middle class Belgian parents. These
children had a WISC verbal IQ of 110.6 and a performanceIQ of 123.5 at
age 10. Fryden and Lynn interpret these data as support for a genetically
programmedtendencyfor individuals of Asian backgroundsto have high-
er spatial than verbal abilities. Although this interpretation of these data
is plausible, alternative interpretations are possible. Although the dif-
ferences between verbal and nonverbal IQsarestatistically significant,it
should be noted that the sample is small and that the study requires
replication before it can be confidently asserted that transracially adopted
Asian-background children have higher performance than verbalIQs. It
should also be noted that these children were adopted at a mean ageof 19
months with differences in the age of adoption varying from 3 to 72
months. Therefore, most of these children had less exposure to French
than children reared from birth in French-speaking areas of Belgium.
Their lower performance on tests of verbal ability may reflect nothing
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more than a lowerlevel of exposure to the French language. In order to
rule out this alternative hypothesis it would be necessary to study chil-
dren of Asian backgrounds whowere adoptedat birth by Caucasians. An
analogous interpretation of many of the studies demonstrating dif-
ferences in verbal and nonverbalintelligence for Asian-Americansis plau-
sible. Thatis, relatively poorer performanceontests of verbalintelligence
may be attributable to decreased exposure to English for children whoare
not native speakers of the language or whoare reared by parents whoare
not native speakers of the language. It should be noted that this in-
terpretation will not account for observations of a comparable pattern of
results for Japanese children reared in Japan.
Lynn (1987) presented data indicating that verbal and spatial abilities

are negatively correlated when g is held constant. P. A. Vernon (1990)
argued that this relationship was a statistical artifact since g = V + P
where V and P represent performanceandverbal IQ, respectively. There-
fore, holding g constantwill lead to an inverse relationship between V and
P. Lynn (1990b) disagreed with Vernon’s analysis. He noted that g, or a
composite IQ,is a function ofall the tests that constitute thetest battery.
Partial correlations amongverbal tests, with g held constant, arepositive.
Similarly, partial correlations amongspatial tests are positive with g held
constant. By contrast, partial correlations between verbal andspatial tests
are negative with g held constant. It seems to me that Vernon’s analysisis
more nearly correct. It is possible to factor analyze omnibustests of
intelligence such as the Wechslertests and obtain spatial and verbal abili-
ty factors defined by such markers as Vocabulary and Block Design. The
existence of such factors is not in dispute. With g held constantit is
mathematically necessary that they are inversely related simply because
their identity as separate factors is attributable to the high positive cor-
relations amongthe subtests that define each of the factors. Therefore,
the inverse relationship between spatial and verbal ability factors is ana-
lytically equivalent to the assertion that spatial and verbalability factors
exist (the term exist is used here solely in thestatistical sense of being
definable by an observed pattern of correlations). The existence of an
inverse pattern of correlations cannot be used to provide evidence for a
neurological model of the biological basis of spatial and verbal abilities
since the inverse relationship is an analytical consequence of the exis-
tence of separate spatial and verbal ability factors.
Lynn (1987) cited data from cognitive experimental studies indicating

that there are differences in the lateralized functioning of Caucasian and
Asian groups. Hatta & Dimond(1980) presentedirregular geometric visu-
al stimuli to the right or left hemisphere of Japanese and English college
students using a tachistoscope. Subjects were required to recognize the
stimuli presented to them. Thepercentage of correct recognitions for the
Japanese and English students for stimuli presented to the right andleft
visual field is presented in Table 10.5. Japanese students had more accu-
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TABLE 10.5 Mean Percentage of Correct Recognition

of Random Formsin the Left and Right Visual Fields
of Japanese and English Subjects
 

 

Subjects Left visual field Right visualfield

Japanese

Mean 38.49 44.10

Standard deviation 12.46 10.42

English

Mean 45.69 31.31

Standard deviation 10.78 10.93
 

4Based on Hatta & Dimond (1980).

rate recognition of complex visual stimuli presented to the right visual
field (left hemisphere) than English students. Although English students
were slightly better than Japanese students in recognizing visual stimuli
presented to the left visual field (right hemisphere}, the differences were
not statistically significant. The significant interaction of visual field x
social background of subjects is interpreted by Hatta and Dimond as
supporting a model of differential lateralization of brain function among
English and Japanese individuals. Japanese individuals, in contradistinc-
tion to English individuals, are assumedto be capable of bilateral process-
ing of stimuli and superior processing of visual stimuli in the left hemi-
sphere.
Tsunoda (1978) obtained data supporting a hypothesis of differential

lateralization of function among Japanese and Caucasian individuals. He
reported a right-ear (left-hemisphere) advantage for the recognition of
auditory stimuli such as a bird singing or the chirping of a cricket in
Japanese subjects and left-ear (right-hemisphere) advantage for recogni-
tion of the same stimuli among Western subjects. These data are in-
terpreted by Lynn (1987) as supporting the assumption that the right
hemisphere is freed for the processing of spatial information among
Japanese.
Although both the Hatta and Dimondand the Tsunodastudies provide

evidence for differential lateralization of functioning between Japanese
and Western subjects, neither study provides strong support for a general
theory of genetically determined differences in brain functioning between
Caucasian and Asian individuals. Evidence indicating differential later-
alization effects is not presented for other Asian groups. Both Tsunoda
and Hatta and Dimond assumethat the differential lateralization that
they obtained is attributable to the characteristics of Japanese orthogra-
phy, which requires mastery of Kanji, a form of written language whichis
nonphonetic and ideographic. Thus language function among Japanese
requires the involvement of skills that are normally dependent upon
right-hemisphere specialization. If this analysis is correct, differential
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lateralization of function would not be obtained for individuals of Japa-
nese background whohaveneverbeen exposedto Kanji. Evidenceindicat-
ing that there are left-hemisphere advantages for processing spatial infor-
mation amongindividuals with Asian backgrounds would haveto be far
more extensive before it could reasonably be concluded that there is a

racially based difference in lateralization of function. In addition, it would
be necessary to obtain evidence for the heritability of lateralization of
functioning before it would be reasonable to entertain a hypothesis of a
genetic difference in brain functioning. And, it would be necessary to
demonstrate that indices of lateralization are related to patterns of psy-
chometrically assessed abilities.

It is possible to summarize the evidence in favor of Lynn’s genetic
theory aboutthe basis of differences between Caucasian and Asian indi-
viduals by indicating that thereis little or no persuasive evidence in favor
of the theory. The inverse relationship between verbal andspatial reason-
ing is probablya statistical artifact of the existence of separate spatial and
verbal ability factors; the single transracial adoption study cited requires
replication and is capable of alternative interpretations; and the data on
differential lateralization of brain function do not include studiesof sever-
al Asian groupsand do not includestudies of individuals of Asian back-
grounds not exposed to ideographic representations of language that
might plausibly be assumed to influence the way in which the hemi-
spheres process different kinds of information. To assert this is not to
assert that there is decisive evidence against the theory. Ratherit is to
assert that the evidence offered in favor of the theory is thin and not
compelling.

GENDER DIFFERENCES IN INTELLIGENCE

Meta-analyses have becomethe preferred way of summarizingliterature
on sex differences in cognitive functioning. There are three meta-analyses
available that summarize studies of sex differences in verbal ability, spa-
tial ability, and mathematicalability.
Hyde & Linn (1988) analyzed 165 studies including over a million sub-

jects in their analysis of gender differences in verbal ability. They ob-
tained an effect size of .14 for the mean difference between females and
males, indicating female superiority in verbal ability of approximately
one-seventh of a standard deviation. When they calculated a weighted
mean in which the meandifference for each study was weighted by sam-
ple size, the effect size became —.04, indicating no difference in verbal
ability. The difference between the weighted mean and the unweighted
mean wassubstantially attributable to the results of a single study with a
sample size of 977,361 subjects. Ramist & Arbeiter (1986) reported that
males performed better than females on the SAT verbal test for college
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admission. When theresults of this study were removed from theanaly-
sis, the effect size became .11, indicating that females did slightly better
on tests of verbal ability than males.
Hyde and Lynn examined genderdifferences in studies as a function of

several different characteristics of the studies. There wasrelatively little
difference in outcome as a function of the age of the sample. Among the
study characteristics that related to outcome werethe year of publication
of the study. Studies that were published in 1973 or earlier, and that were
included in Maccoby andJacklin’s classic review of studies of gender
differences, had an effect size of .23 (Maccoby & Jacklin, 1974). Studies
published after 1973 had an effect size of .10, indicating that genderdif-
ferences in verbal ability have declined.
Hyde and Linnattribute the anomalous SATresults to the possibility

that the content of the questions in the SAT may bebiased. SAT ques-
tions may be morelikely to reflect the subjects with which males are
more familiar than females. It is also possible that there are unrepresen-

tative samples of males and females taking the SAT. They indicated that
females taking the SAT in 1985 had lower socioeconomic status than
males taking the test. Irrespective of the reasons for the anomalousre-
sults of the SAT study, the Hyde and Linn analysis of gender-related
differences in mean verbalability supports the conclusion that such dif-
ferences are extremely small. A tenth of a standard deviation difference,
perhaps the best current estimate of the magnitude of gender differences
in verbal ability, has little or no practical or theoretical significance.
These findings pose somedifficulties for theories of brain lateralization
that have been advanced to explain genderdifferences in ability that are
based in part on the assumption that females have higher verbal ability
than males (see Levy, 1976).
Linn & Petersen (1985) reported the results of a meta-analysis of tests of

spatial ability published after Maccoby and Jacklin’s review of this liter-
ature in 1974 andprior to 1982. Their analysis is based on 172 measures
of effect size differences between males and females on various measures
of spatial ability. They distinguished amongthree different spatial abili-
ties—spatial perception, the ability to determine spatial relationships
with respect to the orientation of the body as indexed by performance on
the rod and frametest in which an individual is required to determine the
verticality of a rod placedin a tilted frame; mental rotation, the speed and
accuracy of ability to rotate two- and three-dimensionalfigures as indexed
by tasks of the type studied by Shepard & Metzler (1971); and spatial
visualization, the ability to perform complex multistep manipulationsof
spatially presented information as indexed by performance on the embed-
ded figures test in which subjects are required to identify forms embedded
in a complex design that serves to obscure the location and representation
of the embedded figure. Using this analysis scheme, Linn and Petersen
obtained meaneffect size differences of male means minus female means
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of .44 for spatial perception, .73 for measures of rotation, and .13 for
measures of visualization. Linn and Petersen findrelatively little evi-
dence of age differences in these effect size indices. And, for studies of
rotation, the spatial ability with the largest gender difference, there is no
evidence that the magnitudeof genderdifferences is related to the age of
the subjects in the study. These results pose difficulty for theories of
gender difference that implicate biological changes associated with puber-
ty as being critical for the emergence of gender differences in spatial
ability (see Waber, 1976, 1979).
Hyde, Fennema, & Lamon(1990) reported theresults of a meta-analysis

of studies of genderdifferences in mathematics performance. Their analy-
sis included 259 comparisons based on thetesting of close to 4 million
subjects. The weighted mean effect size for the male mean minus the
female mean was.20, indicating that males scored approximately one-
fifth of a standard deviation better than females on tests of mathematics.
The magnitude of the difference was related to the year of publication of
the study. The effect size index was .31 for studies published in 1973 or
earlier and .14 for studies published after 1973. In addition, the magni-
tude of gender differences varied with the selectivity of the sample. For
unselected representative samples the effect size was —.05, indicating
slight female superiority in mathematics performance. For studies of
samples with above-average mathematical performancethe effect sizes
varied between .33 and .54. These data suggest that there is little or no
difference in mathematical performance between male and female sub-
jects in the population, but males are more likely to outperform females
in samples selected for above-average mathematical performance. The
three meta-analyses of gender differences in ability described above all
find evidenceof a secular trend of decreasing gender differences in perfor-
mance. Feingold (1988) reported an analysis of gender differences in the
standardization data for the Differential Aptitude Test and the Prelimi-
nary Scholastic Aptitude Test (PSAT) for tests administered at different
times. These analyses are particularly informative about secular trends
since they are based on representative samples of high school students
given the sametests. Table 10.6 presents his analysis of gender differences
in several componentsof the Differential Aptitude Test as a function of
the year in which the test was administered. Theresults are unusually
consistent. On all measures genderdifferences have declined from tests
administered in 1947 to tests administered in 1980. The magnitude of
genderdifferences in these tests declined approximately .27 standard de-
viations from 1947 to 1980, and these declines occurred for tests in which
females outperformed males in 1947 andfor tests in which males outper-
formed females in 1947. Theseresults indicating a secular trend of declin-
ing gender differences in abilities are also supported by results on the
PSAT. Effect sizes for gender differences in verbal ability scores declined
from —.12 in 1960 to —.02 in 1983. Effect sizes for mathematical ability



320 10. GROUP DIFFERENCESIN INTELLIGENCE

TABLE 10.6 Secular Trends in Gender Differences

in Differential Aptitude Test Performance?
 

Male mean — female mean

 

Test Year (standard deviation units)

Spelling 1947 —.54
1962 —.53

1972 —.47

1980 —.45

Language 1947 —.49

1962 —.41

1972 —.40
1980 — 40

Clerical 1947 —.62
1962 —.53

1972 — .44

1980 —.34

Mechanical reasoning 1947 1.33

1962 1.00

1972 83

1980 76
Spatial relations 1947 37

1962 .26

1972 19

1980 15

Verbal reasoning 1947 14
1962 .06
1972 .O1

1980 — .02

Abstract reasoning 1947 .23
1962 .09

1972 02

1980 —.04

Numerical reasoning 1947 21
1962 .10

1972 —.01
1980 —.10
 

“Based on Feingold (1988).

declined from .34 to .12 over this period. The demonstration of the declin-
ing significance of genderdifferencesin abilities is probably not plausibly
explainable by reference to biological explanations. These results would
appear to implicate secular changesin our culture. These mightplausibly
include a decline in sex stereotyping of activities, interests, and curricular
choices among high schoolstudents.

Genderdifferences in ability measures are more likely to be present in
samples that are above average in abilities. This is clearly true for mathe-
matical ability and appears to also be true for ability measures where
there is little or no difference in gender or where females perform better
than males. Recall that Hyde and Linn reported that males had higher
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mean scores on the SAT verbal test than females. The SAT is taken by a
select group of high schoolstudents.It is possible to explain an advantage
for males over females at the high end of the distribution of scores on an
ability where there is a small mean difference in scores in favor of males.
Small differences in central tendencyof a distribution are magnified at
the extremes of the distribution. This explanation will not account for
higher performance of males for above-average ability groups where
females have a higher mean than males. There is a second, and perhaps
more significant, reason for the relatively superior performance of males
in mathematics among high-ability groups. There are variance differences
between males and females. Males generally have higher variance on
ability scores. Therefore, more males than females are likely to be found
in the tails of the distribution. Lubinski & Humpreys (1990) analyzed
Project Talent data (Flanagan, Dailey, Shaycroft, Gorham, Orr, & Gold-
berg, 1962) on genderdifferences in abilities. Their sample consisted of
close to 100,000 tenth grade students designed to be a representative
sample of American students in 1960. Using these data they formed a
composite measure of mathematicsability in their sample. The meanfor
males was approximately .18 of a standard deviation higher than the
mean for females on this measure, a value that is congruent with other
reported differences for this historical period. Males also had a standard
deviation that was approximately 8% higher than females on this mea-
sure. Gender differences in variance were present on indices in which
females had higher meanscores than males. For example, ona composite
index of intelligence, females had a meanthat was .02 standard deviations
higher than males. Males had a standard deviation of IQ scores that was
approximately 3% higher than females. Lubinski and Humphreysse-
lected a sample of individuals who had scoresin the highest 1% of math
scores in the male and female subsamples. Amongthis group of indi-
viduals who were highly selected for a measure of mathematical aptitude
that was highly correlated with their index of general intelligence, male
subjects had composite indices of intelligence that were approximately
one-fifth of a standard deviation higher than female subjects. This mean
difference reversed the small female advantage in IQ among the un-
selected subjects. Differences in variability can account for the finding
that malesare likely to be disproportionately represented in high-ability
groups above a high cutting score. These analyses explain theresults of
the Johns Hopkinstalent search studies in whicha self-selected sample of
mathematically precocious seventh grade children take the SAT test for
mathematical ability designed for twelfth grade college applicants. Using
a cutting score of 500, the male-to-female ratio is 2:1, using a cutting
score of 700, the male-to-female ratio is 13:1 (Benbow, 1988; Benbow &
Stanley, 1981). These results are not substantially attributable to biases in
self-selected samples. Comparable results were obtained by Lubinski and
Humphreysin their analysis of Project Talent data. Benbow also indicated
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that these differences in ratios have not exhibited secular changes. The

phenomena of large numbers of males at extremely high scores may

therefore coexist with a declining mean difference in ability levels. Ben-

bow obtained data on the distribution of math ability scores in male and

female samplesin her studies. Figure 10.1 presents these data. An exam-

ination of Fig. 10.1 indicates that males and females are equally well

represented at the lower end of the distribution, but there is an excess

number of males at the high end of the distribution. Comparable results

were reported by Feingold (1988) for an analysis of scores on the SAT

verbal test. Secular changes in verbal ability have diminished the excess

numberof male subjects at the low end of the distribution but have left

unchanged an excess numberof malesat the high end of the distribution.
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FIGURE 10.1 Distribution on SAT Q scores for mathematically precocious male (O} and

female (X) students. (Based on Benbow, 1988.)
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We have examinedsex differences in three different special abilities.
Since standardized IQ tests are usually constructed to remove gender
differences in means,relatively little recent research has focused on gen-
der differences in general ability. It should be noted that math,verbal, and
spatial abilities are highly correlated. For example, Lubinski and Hum-
phreys reported correlations between their mathematical ability com-
posite and scores on an IQ composite, a verbal ability composite, and a
spatial ability composite ranging from .62 to .83 in their male and female
samples designed to be representative of tenth grade high school students
in 1960. The highest correlations are obtained in both male and female
subjects between mathematical composite scores and general IQ, fol-
lowed bycorrelations of .75 between mathematical composite scores and
verbal ability scores. The lowest correlations are obtained between math-
ematical ability scores and spatial ability scores. This finding posesdiffi-
culty for theories of mathematicalability that link it to spatial ability and
assume that differences in spatial ability explain gender differences in
mathematical ability.
The contemporary research on genderdifferences in intelligence leads

to several generalizations. They are as follows.

1. Gender differences in general intellectual ability are small and vir-
tually nonexistent.

2. Secular changes have diminished gender differences in special ability
scores. |

3. Mean differences in verbal ability and mathematical ability in the
general population have virtually disappeared.

4. Males appear to be morevariable in a numberof ability measures and
this difference in variability, particularly at the high end of the dis-
tribution of ability, may contribute to an excess number of males
above relatively high cutting scores.

5. There are gender differences on tests of spatial ability. The magnitude
of the difference appears to vary with the type of test and may be as
high as .75 standard deviation units in favor of males over females for
tests of mental rotation.

Generalizations (1) and (3) do not require explanation. Thereislittle to
explain about the absence of effects. Perhaps the two most challenging
generalizations that require explanation are generalization (4) and (5).
Little is known about gender differences in variability and most of the
literature on gender differences has been devoted to the explanation of
differences in means rather than variability. It may be that variability
differences have important social consequences. For example, if selective
institutions use high cutting scores on the SAT as one meansof selecting
their students, they will find more males meeting this criterion than
females. It is clear that we need to know more about the reasonsfor
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differences in variability, and research on gender differences mightprof-

itably concern itself with this issue.

Generalization (5) has been the subject of a considerable body of spec-

ulation and theoretical analysis. Studies of performanceon rotation tasks

provide information about the processes that distinguish male and female

performanceonthese tasks. Linn & Petersen (1985) indicated that gender

differences are less likely to be found on measuresof the intercept of the

function relating decision time to the angle of rotation. Gender dif-

ferences are more likely to be present on measures of slope. Lohman

(1986) analyzed gender differences in speed—accuracy tradeoffs in a men-

tal rotation task. He found that differences in the slope of decision times

as a function of angle of rotation were attributable to differences in

speed—accuracy tradeoffs. Females reached asymptotic performance in

their speed—accuracy tradeoff curves morerapidly than males on the long-

est rotation tasks. Males and females did not differ significantly in speed

of rotation when the accuracy of rotation was controlled. It took females

longer to solve the more difficult problems. Slope differences in spatial

rotation measures maybe determinedby the time taken to solve the more

difficult problems. Therefore, some of the gender differences may be at-

tributable to gender differences in caution and decision criteria used to

attain a given level of accuracy. It is also the case that these data suggest

that there are gender differences in the difficulty level of rotation prob-

lems.
Whataccountsfor the gender differencesin spatial ability? The analysis

of performance on rotation tasks presented in Chapter 4 based on the

Minnesota study of twins reared apart by McGueand Bouchard indicated

that the parameters of percentage correct, slope, and intercept are herita-

ble. McGue and Bouchard also found that none of their measures of

parental characteristics and childhood environmental factors correlated

with performanceonspatial ability indices in their adult sample of twins.

Thereis little ambiguous evidence thatrelates specific socialization expe-

riences to performanceoneither general or specific intellectual abilities.

Correlations between specific socialization experiences andspecific abili-

ties are not easily interpreted since the activities that children engage in

may in part be determined by genetically influenced characteristics of

children that determine their activities and the response of parents to

children. In addition, evidence that opposite-sex DZ twinsareas alike as

same-sex DZ twins in general ability suggests that gender-specific so-

cialization practices do not influence generalintelligence. I am not aware

of data on specific abilities dealing with this issue. If opposite-sex DZ

twins were as similar on measures of spatial ability as same-sex DZ

twins, this would suggest that differences in gender-specific socialization

experiences do not influence the development of specialized intellectual

abilities. This discussion supports two rather tentative conclusions.First,

thereis little convincing data that supportsa socialization explanation of
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gender differences in spatial ability. This assertion does not imply that
such an interpretation is not plausible or could not be developed. It im-
plies only that strong evidencein favor of such an interpretation does not
exist. Whatof the possibility of a genetic explanation of the difference?
The fact that spatial ability is a heritable trait indicates that genetic
factors might be implicated in gender differences. This is a very weak
conclusion. It does not indicate that biological factors are implicated.

Thereare tworelated biological explanationsfor sex differences in abil-
ities that have been proposed. Oneis a structural theory based on the
assumption that there is a difference in cerebral lateralization among
males and females. The second theory attemptsto relate sex differences
in abilities to hormonal differences.
Levy (1969, 1976) proposed that males are more Jlateralized than

females. She assumedthat females had morebilateral representation for
verbalabilities than males. She assumedthatspatial ability was mediated
by the right hemisphere andthat the representation of verbal processing
in the right hemisphere of females decreased the ability for spatial pro-
cessing in females in the right hemisphere, leading to a male advantage.
Levy’s hypothesis is based on a series of assumptions: Males are more
lateralized than females andlateralization with specialization of function
for spatial processing in the right hemisphere is associated with superior
performanceontestsof spatial ability. Hahn (1987; see also Bryden, 1982,
McGlone, 1980) reviewed research on sex differences in cerebral later-
alization derived from five different areas of investigation—dichoticlis-
tening, tachistoscopic presentations, EEGs, haptic identifications, and
somatosensory discrimination. His review deals with studies from infan-
cy through age 15. He concludedthatthere waslittle consistent evidence
indicating sex differences in lateralization. The studies he reviewed either
reported no sex differences or, where sex differences were obtained using a
particular paradigm, they were not replicated by other investigators. It
should be noted that manyof the studies reviewed had relatively small
samples and may havehadrelatively low powerto reject null hypotheses
derived from the assumption of equality in cerebral lateralization for
males and females. Hahn suggested that performanceon the tasks used to
assess laterality might be influenced by several methodological variables
that might influence the degree of lateralization of performance on the
tasks as well as results related to sex differences in cerebral lateralization.
Voyer & Bryden (1990) reported the results of a study of sex differences

in the lateralization of rotation that provides information about sex dif-
ferencesin cerebral lateralization and the relationship betweenlateraliza-
tion andspatial ability. They obtained measures ofspatial ability using a
paper and pencil test of rotation developed by Vandenberg & Kuse (1978).
They also presented visual rotation problemsto theright and left visual
hemifield using a tachistoscope. They found a gender x visual field in-
teraction for performance on the tachistoscopic visual rotation task.
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Males exhibited superior performance on rotation problemspresented to

the left hemifield (right hemisphere) and females exhibited superiorper-

formance for rotation problems presented to the right hemifield. They

obtained a measureof the lateralization of performance on the rotation

problem by subtracting the reaction timesfor right visual field presenta-

tions from the reaction times for left visual field presentations. A nega-

tive value for this index would indicate a right hemisphere advantagefor

processing rotation problems. They found that this lateralization index

was positively correlated for both male and female subjects with perfor-

manceontheir paper and pencil test of rotation performance(correlations

for males and females were .37 and .52, respectively). These data suggest

that superior processing of rotation problemsin the left hemisphere is

associated with superior spatial ability! Indeed, there was an ability x

lateralization interaction for the tachistoscopic presentation of stimuli,

indicating that subjects who were high in spatial ability tended to have a

right-visual-field (left-hemisphere) advantage for solving rotation prob-

lems. Other groups had

a

left-visual-field advantage. Thusthe pattern of

cerebral lateralization that was exhibited by females in this study was

characteristic of superior spatial ability. Voyer and Bryden suggested that

there is a right-hemisphere advantage for processing novel stimuli and a

left-hemisphere advantage for processing familiar stimuli. They assumed

that subjects who had superior spatial ability would be more likely than

low-spatial-ability subjects to be familiar with rotation problems and

would therefore exhibit a left-hemisphere advantage for this task.

Whetheror not this ad hoc hypothesisis correct, the results obtained by

Voyer and Brydenareillustrative of the complexities inherent in attempts

to use cerebral lateralization as an explanation for gender differences in

spatial ability. Even where cerebrallateralization differences are obtained

that are congruent with theoretical expectations derived from Levy’s

model, the relationship with spatial ability indices may not be congruent

with theoretical assumptionsrelating lateralization to differences in spa-

tial abilities.

Kimura & Hampson(In press) summarized evidence suggesting that

male and female differences in cognitive abilities are related to hormonal

differences. There is evidence relating variation in hormonal charac-

teristics to cognitive performance. Resnick, Berenbaum, Gottesman, &

Bouchard (1986) administered a battery of cognitive ability tests to

females who had congenital adrenal hyperplasia. These females are pre-

natally exposed to adrenal androgens. They compared these females to

sibling or cousin controls on a variety of cognitive abilities. The experi-

mental and control groups had relatively equal general intelligence as

indexed by performance on the Raventest. The control group had Raven

test performancethat was .08 standard deviations higher than thatof the

females with congenital adrenal hyperplasia. The experimental subjects

had spatial ability scores that averaged .665 standard deviations higher
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than the scores of the control subjects. These results indicate that
females whoare exposed prenatally or perinatally to androgens will ex-
hibit superior spatial ability. The results are based on small samples (N =
13 in the experimental group, N = 8 in the control group) but they do
support the assumption that sex differences in spatial ability may be
related to hormonaldifferences between males and females.

Shute, Pellegrino, Hubert, & Reynolds (1983) measured androgens in
the blood in normal male and female students. They found that females
with high levels of androgens had higher spatial ability scores than
females with low levels of androgens. For males, the results were in the
opposite direction. These results, when combined, provide evidence for a
curvilinear relationship between androgen levels and performance on
tests of spatial ability. Very high levels of androgen characteristic of males
with high androgenlevels are associated with relatively poor performance
on tests of spatial ability. Low levels of androgen characteristic of females
with low androgen levels are also associated with poor spatial ability.
Intermediate levels of androgen characteristic of males with low androgen
levels or females with high androgenlevels are associated with superior
performanceontests of spatial ability.
Hampson (1990) administered a battery of tests to women when they

were assumed to be menstruatingor in the midluteal phaseof the men-
strual cycle. She assumed that the high levels of progesterone and es-
trogen characteristic of the midluteal phase of the menstrual cycle would
lead to better performanceon tests in which females tended to perform
better than males and to poorer performance on tests in which females
performed more poorly than males. She found that women whotook the
spatial ability tests when they were menstruating performedbetter than
women whotook the test during the midluteal phaseof their cycle. This
effect was not present on other ability tests that favored females. For
these tests, women taking thetest initially during the midluteal phase
performedbetter than womentaking the test when they were menstruat-
ing. Thusthe differences in performance onspatial ability tests were not
attributable to a generalized superiority on all tests of ability. Hampson
also included within-subject comparisonsontests of abilities. Each sub-
ject took the battery of tests twice during each phase of her menstrual
cycle (there were counterbalanced orders of test taking). There were no
statistically significant differences in performanceontests of spatial abil-
ities based on the within-subject comparisons. Hampsonattributed the
lack of significant within-subject differences on tests of spatial ability to
carryover practice effects from thefirst to the second administration of
the test. The failure to obtain within-subject differences on measures of
spatial ability makesit difficult to interpret Hampson’sresults.
Kimura & Hampson (In press) reported the results of a study of

postmenopausal womenwhowerereceiving estrogen therapy. They con-
trasted the performance of these womenontestsof spatial ability during
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low- and high-estrogen phasesof their therapy. They found nosignificant

differences in spatial abilities as a function of the administration of en-

dogenousestrogens in this study.

It should beclear from this brief review that there maybe relationships

between hormonesand performance on various tests of cognitive abili-

ties. The relationships are complex andare not consistent. Studies in this

area rarely provide clear and unambiguousfindings in support of clearly

articulated theoretical assertions. The precise nature of the biological

differences that may contribute to gender differences in performance on

spatial ability tests is not known.

This brief survey of research on genderdifferencesin intelligence leads

to the following conclusion. There are two kindsof gender differences in

intelligence. Males are more variable than females, leading to an excess

number of males above high cutting scores. Males score higher than

females on tests of spatial ability. There are no explanations for these

differences that have received consistent empirical support.
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SOCIAL INTELLIGENCE

Intelligence is often defined in termsof ability to solve personal prob-
lems. Sternberg (1985) defined intelligence as “purposive adaptation to,
and selection and shaping of, real-world environments relevant to one’s
life” (Sternberg, 1985, p. 45). It is commonly believed that academicintel-
ligence asassessedbyIQ tests is imperfectly related to ability to function
intelligently in everyday life. We all know academically intelligent indi-
viduals whosepersonallives are a shambles. Indeed, we all know academ-
ically intelligent individuals who do not function well in academicset-
tings because of emotional problems. In this chapter we shall consider
several attempts to go beyond IQ to a consideration of the diverse rela-
tionships between intelligence and other personal characteristics that
mayinfluence a person’s ability to function “intelligently”in a variety of
social settings. These issues may be pursued from two somewhatcontra-
dictory perspectives. Some may believe that intelligence as conven-
tionally assessed by IQtests is unimportant and haslittle or nothing to
contribute to our understanding of a person’s social success. Others be-
lieve that IQ may be an importantinfluence on academic performance but
academic successhaslittle or nothing to do with success in otherareas.

Sternberg (1985) presented profiles of three graduate students in Yale’s
Department of Psychology to explicate his triarchic theory of intel-
ligence. Alice is described as an admissions officer’s dream—a student
with high grades, high test scores, and good recommendations. Sheis
described as having high analytical andcritical intelligence. She was IQ
test smart but she was unable to develop her own ideas. Sternberg de-
scribed her as being deficient in both practical and syntheticintelligence
despite her high IQ.
Barbara is described as the admissionsofficer’s nightmare—a student

with good grades and “abysmal” aptitude test scores. She was excep-
tionally creative and able to view things in a novel way.

329
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Celia was somewhere between Alice and Barbara. She did not have

Alice’s analytic abilities nor was she as creative as Barbara. She had

“street smarts.” She was able to figure out the demandsof the situations

she encountered and adjust her behavior to meet those demands.

Sternberg described each of these graduate studentsas beingintelligent

in a different way and these differences are taken as the basis for the

explication of a theory of intelligence that goes beyond IQ and empha-

sizes different aspects of intellectual functioning. From myperspective,

this analysis omits much of whatis important about IQ. Whatis impor-

tant aboutintelligenceis that it is an individual-difference characteristic

that predicts whether or not a person will be successful enough academ-

ically to be admitted to Yale’s Department of Psychology as a graduate

student, or, to consider the opposite extreme, whetheror not a person will

have difficulty mastering the academic curriculum of the elementary

school. To focus on differences among students with the academicintel-

ligence to be admitted to Yale’s graduate school exemplifies an elitist

conception of intelligence. Once one hasattained

a

certain level of intel-

ligence, how muchintelligence you have, or the various forms in whichit

is expressed, may not matter. If you have moneyto buyfood, it does not

matter whether bread is available or not—you can eat cake.

There are a numberof attempts to measure characteristics of persons

that are independentof academicintelligence as assessed byIQ tests that

are assumedto predictthe ability to function intelligently in a variety of

social settings. Epstein & Meier (1989) developed an inventory designed

to measure competencein constructive thinking. They assumedthataca-

demic intelligence is a measure of the rational components of the mind

and thatit is unrelated to an experiential componentof the mindthatis

assumedto operate preconsciously and to influence an individual’s emo-

tionallife (see Epstein, 1988, for an explication of the theory). The Con-

structive Thinking Inventory measures dimensions of thought that are

designed to measure the effectiveness of an individual's ability to control

his or her emotionallife and to cope with problemsof living. Table 11.1

presents examples of items from the inventory.

Epstein and Meier administeredthe inventory to a sample of 174 under-

graduates. They also obtained self-report information abut the subject’s

“success in living.” They included items that measured success in a work

setting (these included reports about the numberof hours worked during

the past year and an index of employer satisfaction with the worker based

on such indices as invitations to return, salary increases, and estimated

favorableness of a letter of recommendation that the employer would

write for the employee—as judged by the studentfilling out the forms),

success in social situations, successin love relationships, an indexof self-

discipline referring to overeating and the use of alcohol or other mind-

altering drugs, and a medical checklist of commonstudent ailments.

Epstein and Meier found that scores on the Constructive Thinking
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TABLE 11.1 Examples of Items from Constructive Thinking Inventory2.5
 

Emotional Coping
I worry a great deal about what other people think of me. (—}
I don’t let little things bother me.
I tend to take things personally.

Behavioral Coping
I am the kind of person whotakesaction rather than just thinks or complains abouta

situation.
I avoid challenges because it hurts too much whenI fail. (—)
Whenfaced with upcoming unpleasantevents,I usually carefully think through how I

will deal with them.
Categorical Thinking

Thereare basically two kindsof people in this world, good and bad.
I think there are many wrong ways, but only one right way, to do almost anything.
I tend to classify people as either for me or against me.

Superstitious Thinking
I have found that talking about successes that I am looking forward to can keep them
from happening.

I do not believe in any superstitions. (—)
When something good happensto me,I believeit is likely to be balanced by something

bad.

Naive Optimism
If I do well on an importanttest, I feel like a total success andthatI will go very far in

life.

I believe that people can accomplish anything they wantto if they have enough
willpower.

If I were accepted at an importantjob interview, I would feel very good andthinkthat I
would alwaysbeable to get a goodjob.

Negative Thinking
WhenI am faced with a newsituation, I tend to think the worst possible outcomewill
happen.

I tend to dwell more on pleasant than unpleasantincidents from the past. (—]
I get so distressed whenI notice that I am doing poorly in something that it makes me
do worse.
 

“Based on Epstein & Meier (1989).
’Itemsare scored on a 1-5scale for the degree to which theyare true orfalse. Items followed by a (—}

are scored in reverse direction.

Inventory were unrelated to intelligence. They found that IQ scores load-
ed .10 on a general factor defined by the separate components of the
Constructive Thinking Inventory. Table 11.2 presents correlations be-
tween IQ scores and Constructive Thinking scores and the several indices
of “success in living.” These data indicate that the Constructive Think-
ing Inventory is a better predictor of success in living than IQ. IQ scores
are more predictive of academic achievement than Constructive Think-
ing Inventory scores. On each of the other outcomevariables, construc-
tive thinking scores are more predictive than IQ.
These data raise several interpretive issues. First, it should be noted

that students in a university are selected for intelligence. They are not



T
A
B
L
E

11
.2

Co
rr
el
at
io
ns

b
e
t
w
e
e
n
Co
ns
tr
uc
ti
ve

T
h
i
n
k
i
n
g
,
IQ
,
a
n
d

Cr
it
er
ia

of
Su
cc
es
s
in

L
e
a
r
n
i
n
g
?

So
ci
al

A
c
a
d
e
m
i
c

W
o
r
k

Lo
ve
.

re
la
ti
on
sh
ip
s

a
c
h
i
e
v
e
m
e
n
t

C
T
I

s
c
a
l
e

1
9

.2
6

3
6

1
4

I
Q

sc
al
e

l
l

—
.0
4

—
.
1
3

4
3

a
B
a
s
e
d
o
n
Ep
st
ei
n
&

M
e
i
e
r

(1
98

9)
.

Ps
yc
ho
lo
gi
ca
l

s
y
m
p
t
o
m
s

—.
39 1
7

Ph
ys
ic
al

s
y
m
p
t
o
m
s

—.
22

—
.0
4

Se
lf
-

di
sc
ip
li
ne

p
r
o
b
l
e
m
s

—
.
2
5

—
.
1
4

A
l
c
o
h
o
l
a
n
d

d
r
u
g

p
r
o
b
l
e
m
s

—
.
2
2

—
.0
2



SOCIAL INTELLIGENCE 333

selected for skill in constructive thinking. Therefore, correlations be-
tween IQ and someof these outcomevariables will be subject to reduc-
tions attributable to restrictions in range of talent.

Second, the correlations between constructive thinking scores and the
outcome variables are relatively low. Excluding academic achievement,
they range in magnitude from .19 to .39. These data indicate that scores
on the Constructive Thinking Inventory have lowerrelationships to these
indices of success in living than IQ has to academic achievement. The
obtained relationships between constructive thinking indices andindices
of successful living may over- or underestimate the “true” relationships
among these variables. Constructive thinking and indices of success in
living derive principally from self-report measures. Generalized disposi-
tions to describe oneself in negative terms may influence both variables.
Obtained correlations between IQ and success in school are more nearly

determined by independently obtained behavioral indices. Note that IQ is
a behaviorally derived index. Thatis, it is based on an individual’s ability
to answervarious questionsand to solve various problems.IQ tests do not
ask individuals to rate their vocabulary—a measure of a person’s vocabu-
lary is derived from theability of an individual to correctly define words.
By contrast, the items in the behavioral coping index measureself-de-
scribed beliefs and reactions. A person whosays that he or she takes
action rather than complains about a situation is presenting a charac-
terization of a behavioral tendency. This type of item is analogous to
asking a person if he or she has a large vocabulary.
The indices of successin living are also determined principally byself-

reports about behavior rather than byactual objective indices of behavior.
By contrast, the dependent variable of academic success is determined by
independent ratings of a person’s performanceby teachers or by perfor-
manceonstandardizedtests that consist of measuresof behavior, i.e., the
ability of an individual to correctly answer a question. Thusthevalidity
of IQ measures as determinants of academic achievementrests on rela-
tionships between independently assessed indices of behavior. The valid-
ity of the constructive thinking score is based on correlations among
items that are based for the most part onself-reports of behavioral ten-
dencies obtained at the same time from the sameindividuals. The issue
of temporal continuity underscores another importantdifference between
validity correlations for IQ and the validity correlations reported by Ep-
stein and Meier. Research reviewed in Chapter9 indicates that it is pos-
sible to administer an IQ test to children in kindergarten and predict
performance on reading tests administered to the children several years
after the IQ test is administered. Note that the IQ score is obtained when
the majority of the children taking the test do not know howtoread.
Thus IQ is predictive of future behavior. It is also the case that these
correlations may underestimate the true relationship between construc-
tive thinking and success in living. Better measures based on objective
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indices might indicate that constructive thinking is more substantially
related to successful living than is indicated by the correlations reported
by Epstein and Meier.

Third, the Constructive Thinking Inventory is related to measures of
personality. Epstein and Meier reported that Constructive Thinking In-
ventory scores correlate .54 with a measureof neuroticism or tendency to
negative thinking derived from an adjective checklist. Epstein and Meier
also indicated that the correlations between the neuroticism index and
the measures of success in living were lower than those between scores
on constructive thinking and success in living. While the measure of
constructive thinking appearsto be partially independent of neuroticism
as assessed by an adjective checklist, the relationship between otherin-
dices of neuroticism based on standard self-report measures and the kinds
of dependent variables used by Epstein and Meier remains to be deter-
mined. Thereis a large literature relating neuroticism as assessedbyself-
report indices or ratings to other measures.It is beyond the scopeof this
volumeto present an explication of contemporary trait theories of person-
ality (see Brody, 1988, for a review oftrait theories). There is evidence that
personality may be described in terms of a limited numberof general
traits including such traits as neuroticism, extraversion, and impulsivity.
It is not clear if the Constructive Thinking Inventory measures charac-
teristics of persons that are substantially independent of standard trait
measures.It is possible that Epstein and Meier have simply put old wine
in new bottles. That is, they may have rediscovered that personality traits
relate to social behavior.

I have raised a number of questions about the research of Epstein and
Meier. Myanalysis of their research has, in some respects, indicated that
the evidence reported for the predictive validity of the index of construc-
tive thinking compares unfavorably with the evidence for the validity of
IQ tests in what may be a somewhat more limited sphere of social compe-
tence. It should be noted that such a comparisonis, in a sense, unreason-
able. IQ tests have been available for over 80 years and evidenceof their
predictive validity at least for performance in academic contexts is exten-
sive. The potential utility of the Constructive Thinking Inventory re-
mains to be extensively investigated.

Wagner & Sternberg (1986; Wagner, 1987; Sternberg, Wagner, &
Okagaki, (in press) developed a theory of tacit knowledge which they
defined as knowledge about managing oneself, managing others, and
managing a career. They assumed that success in many different work
settings was dependent upon tacit knowledge. Such knowledgeis rarely
explicitly taught despite its potential importance for success. They devel-
oped measuresof tacit knowledge by interviewing successful profession-
als in a field and then constructing work-related situations that present
alternative courses of action to individuals. Correct responsesto thesit-
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uations were developed by obtaining the consensus judgmentsof experi-

enced and successful professionals. Table 11.3 presents examples of two
items used in this research, one for academic psychologists and onefor
business managers.
Wagnerand Sternberg provided two kinds of evidencefor the validity of

their indices of tacit knowledge. First, they demonstrated that groups
whodiffered with respect to exposure to professional settings differed in
their tacit knowledge. For example, undergraduates, graduate students in
psychology, and academic psychologists differed with respect to their
scores on a tacit knowledge test. Similarly, business managers received
higher scores on a tacit knowledge measure than business school stu-
dents. They also related performance on measuresof tacit knowledge to
within-group differences in measuresof professional success. Table 11.4
presents a summary of someof the validity correlations for tacit knowl-
edge measuresobtainedin several different studies. Note that the correla-
tions are moderately high. Tacit knowledge appears to berelated to di-
verse indices of professional accomplishment. The correlations, which
are uncorrected, approach .5, suggesting that tacit knowledgescoresac-
count for 25% or moreof the variance in professional accomplishment.
Wagnerand Sternberg reported that tacit knowledge scores are uncorre-

lated with general intelligence—at least within the samples they studied
that tend to be somewhatrestricted in range of talent for general intel-
ligence. While the magnitude of the reported correlations obtained is
impressive, the conceptual interpretation of these findings is somewhat
vexed. Tacit knowledge is related to experience. For example, Wagner and
Sternberg reported that the tacit knowledge scores of psychology faculty
were 1.26 standard deviation units higher than the scores of undergradu-
ates. Tacit knowledge scores for business managerscorrelated .30 with
years of experience as a manager. These relationships point to an impor-
tant conceptual difference between validity coefficients for general intel-
ligence and validity coefficients for tacit knowledge scores. Since intel-
ligenceis relatively stable and does not substantially increase as a result
of professional experience in a particular occupation, intelligence may
properly be described as a prior ability of a person. Intelligence is an
individual-difference characteristic that a person brings to the job and
thus a person’s scores on an intelligence test may be usedto predict future
performance. Some primordial aspects of intelligence are present in a
person’s genotype, and individual differences in intelligence are primor-
dially manifested in the first year of a person’s life. There is no evidence
that individual differences in tacit knowledgeare heritable or are in some
primordial or latent sense manifested in thefirst year of life (although it
is not utterly absurd to imagine that the ability to acquire knowledge is
related to temperamental characteristics of a person that are partially
influenced by genotypesandare primordially manifested in the first year
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TABLE 11.3 Items Used to Assess Tacit Knowledge?
 

Academic Psychology Item

It is your second yearas an assistant professor in a prestigious psychology department.

This past year you published two unrelated empirical articles in established journals. You
don’t believe, however, that there is a research area that can be identified as your own. You
believe yourself to be about as productive as others. The feedback aboutyourfirst year of
teaching has been generally good. You have yetto serve on a university committee. There

is one graduate student whohas chosen to work with you. You have no external source of
funding, nor have you applied for funding.

Your goals are to become oneof the top people in yourfield and to get tenure in your

department. The following is a list of things you are considering doing in the next 2
months. You obviously cannot do them all. Rate the importanceof each byits priority as a
meansof reaching yourgoals.

. Improve the quality of your teaching

. write a grant proposal

. begin long-term research that may lead to a major theoretical article

. concentrate on recruiting morestudents

. serve On a committee studying university-communityrelations

. begin several related short-term research projects, each of which may lead

to an empirical article

m
o
a

O
F
&

o. volunteer to be a chairperson of the undergraduate curriculum committee 

Business Manager Item

It is your second year as a midlevel manager in a company in the communications
industry. You head a departmentof about 30 people. The evaluation of yourfirst year on
the job has been generally favorable. Performanceratings for your departmentareat least
as good as they were before you took over, and perhapseven a little better. You have two

assistants. Oneis quite capable. The other just seemsto go through the motionsbutto be

of little real help.
You believe that although you are well liked, there is little that would distinguish you

in the eyes of your superiors from the nine other managers at a comparable level in the
company.

Yourgoal is rapid promotion to the top of the company. Thefollowingis a list of things
you are considering doing in the next 2 months. You obviously cannot do them all. Rate

the importance of each byits priority as a means of reaching yourgoal.

—_____._ a. find a waytogetrid of the “dead wood,”e.g., the less helpful assistant and

three or four others
__ b.participate in a series of panel discussions to be shown onthe local public

television station
—__.._ c. find ways to makesure your superiors are aware of your important

accomplishments

—__.._ d._ makeaneffort to better match the work to be done with the strengths and

weaknessesof individual employees

—___‘in.._ write an article on productivity for the company newsletter
 

Based on Wagner & Sternberg (1986).
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TABLE 11.4 Examplesof Validity Correlations
for Tacit Knowledge
 

 

Group Measure rb

Academic psychologists Citations .23
Academic psychologists Citations 44

Academic psychologists Publications 32

Academic psychologists Publications .28

Business manager Salary 21
Bank manager Percentage salary increase .48
Bank manager Performance rating 37
Life insurance people Yearly quality awards 35
 

2Based on Wagner & Sternberg (1986), Wagner (1987); Sternberg, Wagner &

Okagaki(in press).

>All correations based on tacit knowledgeare scored in the positive direc-

tion, indicating that superior tacit knowledge is associated with higher per-

formance on the measure.

of life). Morecritically, tacit knowledge measuresare not obtained prior to
entry into an occupation in this research program. Therefore, it is not at
all clear if they are or are not predictively relevant to future performance.
The concurrent nature of the validity correlations for tacit knowledge

indices fails to provide a basis for distinguishing between twodifferent
interpretations of the relationships between tacit knowledge and occupa-
tional success. (1) The individuals who rapidly acquire tacit knowledge
use this knowledge to perform the tasks required for professional success
in an optimal manner. On this analysis, tacit knowledge is causallyrelat-
ed to professional achievement. (2) Individuals who are professionally
successful are placed in roles that permit them to acquire tacit knowl-
edge. Tacit knowledge is a by-product of professional success and is not
causally related to professional success. One wayto distinguish between
these two interpretationsof the relationship between tacit knowledge and
occupationalsuccessis to attempt to inculcate tacit knowledge and dem-
onstrate that obtained increases in tacit knowledge are associated with
better occupational performance. Sternberg et al. {in press) briefly re-
ported that such efforts had been successful with schoolchildren.If it can
be established that increases in tacit knowledge increase occupational
success, then it would be reasonable to assume that tacit knowledgeis
causally related to occupational success. It is my guess that such efforts
will be only marginally successful. Here is a speculative justification for
this guess. It would be relatively easy to provide individuals with tacit
knowledge. For example, the tacit knowledge information contained in
the test for academic psychologists could be assembled in relatively
short book including examples of various situations and the responsesof
experts. If individuals assimilated this information would it improve
their performance as academic psychologists? I think it might be useful
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but I doubtif it would have a major impact on their eventual success.It is
my impression after serving as mentor to a numberof academic psychol-
ogists that their eventual success in terms of such measuresascitation
indices has little or nothing to do with their tacit knowledge of appropri-
ate strategies to be followed. Individuals differ in talent for research.
Many beginning academic psychologists understand that their eventual
success in the profession is contingent on developing programmaticre-
search. Many are unable to do so in part because they do not have the
talents required to be a successful researcher. Tacit knowledge in academ-
ic psychology as measured by Wagner and Sternbergis inversely related to
time spent teaching. Many academic psychologists like teaching and ad-
ministration and find these activities rewarding. Their efforts in these
activities may not be seen as counterproductive. Thus their failure to
spend moretimein research, irrespective of the reward structure of many
academic institutions, may be in part a matter of choice rather than a
poor decision determined by a deficiency in tacit knowledge. Similarly,
skill in interpersonal relations and the ability to manage other indi-
viduals may not be solely or even substantially determined by tacit
knowledge. Such abilities may derive in part from personality charac-
teristics that are not easily altered. What may be implicit in the Wagner
and Sternberg analysis is a belief that knowledge determines action.
Knowing what to do may not be a sufficient basis for doing the right
thing. There is a rational and cognitive model of motivation and person-
ality that is implicit in the research on tacit knowledge. People will be-
have in an optimal mannerif they know whatthey should do. By contrast,
it is possible to argue that we often know what we should do, but for a
variety of reasons, not always rational, we mayfindit difficult to do what
we know weshould do. A full discussion of this issue is clearly beyond
the scope of this book (see Brody, 1983a, for a discussion of the cognitive
theory of motivation, and Brody, 1988, for a discussion of change and
stability in personality—both issues that bear on the question of the role
of belief in transforming human action).
The discussion of research on tacit knowledge has detoured. To return

to the research, it is clear that a promising beginning has been made on
the development of measuresthat are related to competence in a variety
of settings. It remains to be determined whether these measures are
causally related to success or are merely a by-product of success.
Do peoplediffer in social skills? Is there anything analogousto g in the

domain of social intelligence? We shall review several attempts to mea-
sure individual differences in social intelligence. Rosenthal, Hall, DiMat-
teo, Roberts, & Archer (1979) developed a test of the ability to understand
social behaviors called the Profile of Nonverbal Sensitivity (PONS). The
test consists in the film presentation of 220 scenes in which a person
depicts an affective state. The scenes vary with respect to the nature of
emotion that is depicted and also with respect to the amountof informa-
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tion conveyed to the viewer. The film maydepict variousparts of the body
(e.g., the face only) and may or may notinclude auditory information.
Viewers are asked to answer multiple choice questions about each of the
film depictions.

Rosenthalet al. reported the results of an extensive set of investigations
using the PONStest. They demonstrated that thetest is reliable (test—
retest r = .69) and that it appears to measure a general ability to accu-
rately judge emotional expressions. It is possible to derive a numberof
subscores from the inventory by considering the type of emotional ex-
pression depicted(e.g., positive versus negative} or the kind of representa-
tion presented (e.g, including or excluding the face). Different subscores
derived from the PONSare positively correlated. Rosenthal et al. ob-
tained median correlations amongseveral subscoresin six different sam-
ples and then obtained the median of these medians. The mediancorrela-
tion was .39. This result indicates that ability to accurately judge the
emotional meaning of the scenes depicted in the PONSis a skill that
predicts performancein several variants of this task. They also foundthat
PONSscale scores are only weakly related to general intelligence. They
obtained correlations between the PONSandvariousindices of academic
intelligence (IQ, SAT, etc). The median r was .14. These results indicate
that the abilities measures by the PONStestare relatively independentof
general intelligence. Is the PONS test related to other social skills?
Rosenthal et al. related PONSscores to self-reports about interpersonal
success. Table 11.5 presents a summary of these studies. An examination
of the data in Table 11.5 indicates that the correlations are quite low.
Therefore, skill at interpreting emotional states is not highly correlated
with self-reported interpersonal success. Scores on the PONStestare also
only weakly related to ratings by others of interpersonal or nonverbal
sensitivity. Rosenthal et al. obtained a weighted meancorrelation of .16
between PONSscores and ratings obtained from supervisors, teachers,
andpeers in a variety of studies that included 587 subjects. These results
indicate that the PONSis only weaklyrelated to rated interpersonalskill.
Rosenthalet al. present little or no evidence that scores on the PONSare
correlated substantially with any measureof interpersonal skill. Thus the
ability measured by the PONSdoesnotappear to be substantially related
to any important external criterion.

Sternberg and Smith(as cited in Sternberg, 1985) investigated theabili-
ty to judge the meaningof social situations using twodifferent judgment
tasks. They presented pictures of a man and womaninteracting and asked
their subjects to judge whether they were individuals who werestrangers
or a couple who had closerelationship. In their second task, subjects
were presented withpicturesof a pair of individuals interacting and asked
to judge which wasthe other’s work supervisor. They found that each of
their tasks wasreliable. The correlation between the two measures was
.90, suggesting that ability to make accurate judgments in one social
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contextis unrelated to the ability to make accurate judgments in a second
context. Performance on these tasks was not predicted by scores on the
PONSor by scores on the Cattell Culture-Fair Test of Intelligence. These
results suggest that the skills measured by the PONSarerelatively specif-
ic to the format of items used in that test. They do not appear to be
substantially related, or related at all, to the ability to make judgments
about the social relationships of individuals from pictures of their in-
teractions.

Ford & Tisak (1983; see also Brown & Anthony, 1990; Keating, 1978)
studied relationships between social and academicintelligence and the
relationship between these intelligences and an interview measure of
social competence. They administered a battery of social intelligence
tests and academic intelligence tests to a sample of 218 high school stu-
dents. The social intelligence measures used includeda personality test
(the Hogan Empathy Scale) (Hogan, 1969), measures of rated social com-
petence obtained from self, peers, and teachers, and a behavioral measure
of competence based on performance in an interview situation. They
found that the several measures of social intelligence were positively
correlated (average r = .36). The correlation is spuriously low. Several
social intelligence indices had low reliabilities. These data indicate that
different indices of social intelligence form a positive manifold. Social
intelligence was weakly related to academic intelligence. The average r
was .26. The result may be spuriously high since it included teacher
ratings that might be assumedtoreflect academic ability. When teacher
ratings were removed from the subsetof social intelligence measures, the
average correlation between indices of academic intelligence and social
intelligence decreased to .20. The correlations amongtheseveral indices
of social intelligence involve agreements between various ratings and
self-reports. Only one behavioral index was used—performancein an in-
terview situation. The five nonbehavioral indices of social intelligence
correlated between .23 and .47 with performancein the interview situa-
tion. The correlation between four indices of academic intelligence and
performancein the interview correlated between .20 and .31. Thesocial
intelligence measures were marginally better predictors of performance
in the interview situation than the indices of academicintelligence.
This brief review of measures of social intelligence indicates that lim-

ited progress has been madein understanding this construct. Three fun-
damental questions about the domain of social intelligence are, in my
judgment, unresolved. First, is there a positive manifold for different be-
havioral measures of social intelligence? Thereis relatively little evi-
dence that different behavioral measures of social intelligence are em-
pirically related.It is not hard to think of an indefinitely large set of social
skills that would form a universe of potential tests analogous to the
domain of general cognitive competence. Certainly the skills measured
by the PONStest as well as those measured by Sternberg and Smith
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would belong to the domain of social intelligence. In addition to skill at
decoding nonverbal messages, social intelligence might include a variety
of performanceskills related to mastery of appropriate behaviorsin differ-
ent social settings. These might include anything from the generalability
to make friends to knowing how to comfort a bereaved person.Becauseit
is relatively difficult to obtain measures of skilled performancein real-
istic social contexts, little or no adequate research has been reported
indicating whetheror not correlations amonga battery of tests of diverse
social skills would exhibit a positive manifold. Correlations amongrat-
ings of social intelligence do provide evidence for a positive manifold. By
contrast, the Sternberg and Smith study suggests that social skills that
appear to be conceptually similar may not exhibit positive relationships.
It may be that social intelligence is domain specific and highly differenti-
ated (see Cantor & Kihlstrom, 1987). Or, it may be that the relationships
amongdiverse social abilities have not been adequately explored and that
something analogousto a generalized social intelligence does exist.

Second, to what extent do measuresof social intelligencerelate to real-
world competence? Theresearch fails to provide a clear answerto this
question. Mostof the obtained correlations with externalcriteria are low.
Whetherthis is due to inadequacies of measurementorto intrinsically
weak relationships is notclear.

Third, in what wayis social intelligence related to personality traits?
Most of the attempts to relate measuresof social intelligence to person-
ality have not used measuresof the best-defined personality traits. There
are data suggesting that personality may be defined in termsof a limited
number of traits such as neuroticism, extraversion, and impulsivity
(Brody, 1988). There is limited information available about the rela-
tionships between measuresof social intelligence and basic personality
traits. Rosenthal et al. reported inconsistent relationships between the
PONSandscores on extraversion. Epstein reported that the Constructive
Thinking measure of social competence wasinversely related to neurot-
icism. He did not, however, use standardized measuresof neuroticism.It
may be that many of the measures of social skills and general social
competencethat are being developed by researchersin social intelligence
are related to well-defined measures of personality.

PERSONALITY AND INTELLIGENCE

Personality and intelligence are related in diverse ways. We shall consider
evidence for four types of relationships.

1. Personality characteristics may modify the relationship betweenintel-
ligence and academic performance.

2. Personality characteristics may influence the developmentofintellec-
tual skills.
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3. Personality characteristics may influence performanceon test of in-
telligence.

4. There may be conceptual analogies between personality and intel-
ligence. In particular both may be construedastraits.

Evidence for each of these four types of relationships is discussed as
follows:

1. There are studies relating personality and intelligence to academic
success. Kipnis (1971) reported a series of studies relating scores ona self-
report measure of impulsivity to academic success. He found that im-
pulsivity was related to academic success and seemed to moderate the
influence of individual differences in intelligence on school success.
Table 11.6 presents data from one of Kipnis’s studies indicating a rela-
tionship between intelligence as indexed by SAT scores, impulsivity, and
college grade-point average. The data in Table 11.6 indicate that indi-
viduals who score high on impulsivity and who have high SAT scores
tend to have lower grade-point averages than individuals who have high
SAT scores and score low on impulsivity. Kipnis also reported that indi-
viduals who are impulsive are morelikely to flunk out of college than
individuals who are not impulsive. Smith (1967) also reported that im-
pulsivity related to academic successin college. He found a correlation of
.47 between peer ratings of impulse control before college entry and
grade-point average.

Evidence for a relationship between personality characteristics and
school successis also present for temperamental variables. Matheny, Do-
lan, & Wilson (1976) asked school authorities to nominate children in
their twin study who were experiencing academic difficulty. A control
group was formed from the samecohort of twins. At a median age of 10,
the children who were nominated were described as having reading test
scores that were 1.9 grade equivalents lower than those of the children in
the control group. It was found thatat age 6 twinsin the index group had
Wechslerintelligence test scores that were 8 points lower than scoresof
twins in the control group. These results suggest that the differences in
academic performance betweentheindex andthe control children are not
likely to be attributable to differences in their intelligence. The standard

TABLE 11.6 Mean GPAfor Individuals
Differing in SAT Scores and Impulsivity2
 

 

 

SAT Impulsivity

High Low

High 2.23 2.63

Low 1.70 1.81
 

@Based on Kipnis (1971).
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deviation of grade-equivalent scores at an average age of 10 is not given in
the report. It is unlikely to be very much larger than 1. Differences in
reading score and the general school difficulty exhibited by the index
twins relative to the control group twins cannotbe accounted for by the
relatively small difference they exhibited on intelligence test scores.
Mathenyetal. reported that the index twins were significantly different
from the control twins on measures of temperament derived from the
preschool period. The index twins were reported to be overly active (87
versus 26% for the control group], distractable (89% for the index versus
22% for the control group children}, and were more likely to be described
as experiencing feeding and sleeping problemsas infants. The variables
that differentiated between the index twin cases and the control cases
were heritable; the concordances for monozygotic twin pairs for these
variables were higher than the concordances for dyzygotic twins. These
results suggest that their are temperamentalvariables that are genetically
influenced that moderate the relationship between intelligence and aca-
demic achievement.

2. Personality characteristics may influence the developmentof intel-
ligence. Huesmann, Eron, & Yarmel (1987) studied the relationship be-
tween intelligence and aggression using a longitudinal design. They ob-
tained measures of aggression and intellectual competenceat age 8 and
again 22 years later when their subjects were age 30. At age 8 they ob-
tained IQ scores and a measure of aggression based on peer nominations.
At age 30 they used the Wide Ranging AchievementTest as a measure of
intellectual competence and they obtained an aggression index from the
Minnesota Multiphasic Personality Inventory. They reported that the cor-
relation between age 8 IQ and their measureof intellectual competenceat
age 30 was .49. Using a multiple regression technique, they found that age
8 peer-nominated aggression correlated —.21 with age 30 intellectual
competence. The multiple correlation using both of these age 8 indices to
predict age 30 scores was .61. Age 8 aggression scoresadd significantly to
the ability to predict age 30 intellectual competence. The correlation
between age 8 and age 30 aggression scores was .30. The addition of IQ at
age 8 to the prediction equation did not addsignificantly to the ability to
predict aggression at age 30. Huesmannetal. indicated that intelligence
is inversely related to aggression at age 8 buthaslittle or no influence on
changesin aggression after age 8. By contrast, aggressive tendencies that
exhibit some continuity between age 8 and age 30 appearto interfere with
opportunities for learning and may continueto depress intellectual func-
tioning. The Huesmannetal. study presents evidence suggesting that
personality characteristics may act over a long period of time to depress
intellectual functioning.

3. Personality characteristics may influence performance ontests of
intelligence. Some of the complexities in the relationship between per-
sonality characteristics and performance on grouptests of intelligence are
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illustrated in data obtained by Revelle, Humphreys, Simon, & Gilliland
(1980). They used practice items from the SAT as a measureofintellectual
performance. They administered this test to individuals differing in an
impulsive componentof extraversion at different times of the day. They
assumed that time of day and differences in extraversion (impulsivity}
would influence physiological arousal and that differences in arousal
would influence intellectual performance. They assumedthat introverts
(low-impulsive subjects) do not differ from extraverts (high-impulsive
subjects) in their chronic level of arousal but rather with respect to the
time of day in which they are most aroused. Nonimpulsive subjects(in-
troverts) are likely to be highly aroused in the morning butnot in the
evening. Impulsive subjects (extraverts) are assumed to be low in arousal
in the morning but high in arousal in the evening. Revelle et al. (1980)
reported theresults of a series of studies of the influence of time of day,
impulsivity as measured by personality inventories, and caffeine, which
they assumedto be a nonspecific energizer that adds to the overall level of
arousalpresentin a particular subject on intellectual performance. Figure
11.1 presents the results of these studies and indicates that impulsive
subjects given caffeine in the morning exhibited a clear improvementin
task performance. Subjects low in impulsivity who were assumed to be
high in arousal in the morning showeda clear decrementin performance
whengiven caffeine in the morning. The opposite pattern of results was
obtained in the evening—thatis, caffeine increased the performance of
those subjects low in impulsivity and led to performance decrements
among those high in impulsivity and who were assumedto be at high
levels of arousal in the evening. They interpreted this rather complex, but
replicated, pattern of interactions by appeal to the assumption thatcaf-
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FIGURE 11.1 Performance in standard score units for high-impulsive( } and low-
impulsive (-----) subjects as a function of time of day and caffeine. (Based on Revelle,
Humphreys, Simon, & Gilliland, 1980.)
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feine added to the arousal level of their subjects and that low-impulsive

subjects who were highly aroused in the morning become overaroused

whengiven caffeine and thus their performance deteriorated. The high-
impulsive subjects given caffeine in the morning were underaroused, and
the addition of caffeine brought them to an arousal level that was optimal
for task performance.

4. There are conceptual relationships between the domainsof person-

ality and intelligence. Cantor & Kihlstrom (1987) explored theserela-

tionships from a perspective that construes intelligence and personality

as context- and situationally determined individual-difference charac-

teristics. Personality and intelligence may also be analyzed from trait
theoretical perspective (see Brody, 1988, for a fuller explication of some

conceptual analogies between personality traits and general intelligence).

This perspective may be justified by reference to the analogies in the

following paragraphs between personality traits and general intelligence.
General intelligence and personality traits are longitudinally consis-

tent characteristics of persons. Evidence for the longitudinal consistency
of intelligence is reviewed in Chapter 8. Conley (1984) reviewed theevi-
dencefor the longitudinal consistency of personality traits and found that

test-retest correlations for personality characteristics are only margin-

ally lower than comparable correlations for general intelligence. In addi-
tion, there is evidence for the longitudinal persistence of latent person-
ality traits inferred from diverse methods of measurement(see Brody,
1988, Chapter 2).
Personality characteristics and general intelligence exhibit cross-situa-

tional consistencies. Evidence for the existence of the cross-situational

consistency of general intelligence is found in the ubiquitousfinding of

positive manifolds among diverse intellectual measures. Also, evidence

indicating relationships between general intelligence and performance in

educational settings as well as performance in laboratory measures of

information-processing skills indicates that general intelligenceis a dis-

position that influences individual differences in diverse settings. The

existence of comparable cross-situational consistencies for personality

traits is more problematic.In part, the lack of evidenceof cross-situational

consistencies in personality derives from the difficulties of obtaining be-

havioral measures of personality characteristics in diverse situations. |

have argued that evidence of cross-situational consistencies for person-

ality traits exists. Careful measurementof individual differences in behav-

ior in diverse settings as well as longitudinal studies of consistencies in

trait-related behaviors do provide evidence for the importanceof gener-

alized personality dispositions that influence behavior in manydifferent

settings (see Brody, 1988, Chapter2).

Evidence reviewed in Chapter 6 of this book indicates thatit is rela-

tively difficult to modify general intelligence with existing technologies.

A comparable argument may be madefor personality characteristics. For
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example, there is relatively little evidence that enduring changesin neu-
rotic dispositions may be obtainedas a result of therapeutic interventions
(see Brody, 1983b, 1985, 1990; Prioleau, Murdock, & Brody, 1983).
Evidence reviewed in Chapter 5 indicates that general intelligenceis a

heritable characteristic. Evidence for the heritability of personality char-
acteristics exists (see Brody, 1988, Chapter 3; Plomin, Chipuer, & Loehlin,
1990). There are differences in the details of the way in which genetic and
environmental characteristics influence intelligence and personality. In-
deed, there are differences in the behavior genetic models that also are
appropriate for different personality traits. There are similarities—both
personality and intelligence are heritable characteristics and recent re-
search indicates that within-family environmental differences are an
important source of variance for both intelligence and personality.

Evidencein favor of a heritable componentof individual differencesis
compatible with the search of the biological basis of individual dif-
ferences. Tentative evidence for this approach for intelligence is reviewed
in Chapter 7 of this book. A review of research on the biological basis of
personality may be found in Zuckerman (1991).

Intelligence and personality dispositions influence socially relevant be-
haviors. Chapter 9 of this book presents evidence of this influence for
intelligence. Comparable evidence indicating that personality charac-
teristics are predictive of a variety of socially relevant outcomes may be
found in my book on personality (Brody, 1988).

Trait conceptions are related to biological dispositions. Biological dis-
positions cannot accountfor individual differences. A reductive modelof
individual differences divorced from social contexts cannot account for
the influence of the environment on the developmentand expression of
phenotypes. In order to understand the way in which biological disposi-
tions are actualized, it is necessary to understand the characteristics of
the social world that provide the arena for the actualization of disposi-
tions. One can understand individual lives in terms of three distinct
influences—biological dispositions, chance encounters, and social real-
ity. George Eliot’s novel, Middlemarch, provides an apt example of the
way in whichthese influences combineto influencethelife of a fictional
character. Dorothea Brooke is a young woman whoisintelligent, passion-
ate, idealistic, and possessed of a “hereditary strain of Puritan energy.”
She impetuously enters into an inappropriate marriage with an older
clergyman whopretendsto be engagedin great worksof scholarship.If we
try to understand Dorothea Brooke’s life we must allow for personal dis-
positions (character), chance encounters, and an understanding of the
social world in which she lived. It would be impossible to predict from a
knowledge of Dorothea’s personal dispositions that she would encounter
Dr. Causabon. Understanding her character one could understand why
she would choose to marry him and whyher marriage would be a source
of great unhappinesstoher. In order to understand Dorothea’s life it is



348 11. BEYOND IQ: SOCIAL INTELLIGENCE AND PERSONALITY

necessary to understand thestructure of the society in which shelived
and the limited opportunities for meaningful social action provided to
womenof her social background in nineteenth-century England. We can
hardly begin to contemplate Dorothea’s frustrations or, for that matter,
the geniusof her creator, by appeal to scores on limited numberof person-
al dispositions or traits. At the same time we cannot begin to understand
either the life of the fictional character of her creator without understand-
ing the personal dispositions that each brought to the worlds, both fic-
tional and real, in which theylived.



12
EPILOGUE: THE FUTURE

OF INTELLIGENCE

 

RESEARCH

Thefirst systematic theory of intelligence presented by Spearman in 1904
is alive and well. At the center of Spearman’s paperof 1904is a belief that
links exist between abstract reasoning ability, basic information-process-
ing abilities, and academic performance. Contemporary knowledgeis con-
gruent with this belief. Contemporary psychometric analyses provide
clear support for a theory that assigns fluid ability, or g, to a singular
position at the apex of a hierarchy of abilities. Fluid ability is linked to
information-processing skills that emergein thefirst yearoflife. And fluid
ability is linked to the acquisition of academic skills. There is at least
tentative evidence from genetic covariance analyses that the linkages
between fundamental information-processing capacities, fluid ability, and
the acquisition of academic knowledgeare partially mediated by genetic
characteristics. Changesin intelligence over thelife span are also linked to
a model of genetic unfolding. This interrelated complex of influences and
ramifications of individual differences are probably linked to biological
processes and mayultimately be partially understood by reference to the
structure and function of the human nervous system. While there are
enormousgapsin our understanding, the study of the behavior genetics of
intelligence supports a modelof biologically based individual-difference
characteristics whose ramifications extend from performance on basic
information tasks to educationally mediated social mobility. I think that
in the next decades progress will be made in elucidating the biological
basis of intelligence.
There are a numberof respects in which a Spearmanian conception of

intelligence is incomplete. Fluid ability is “invested” in a numberof
specific abilities and specialized procedural knowledge structures that
influence a person's ability to act intelligently in a variety of social con-
texts. Investment is a metaphorical term, not a theory. We knowlittle or
nothing about the processes by meansof which generalized dispositions

349
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emerge into specialized knowledge. In part, this gap is attributable to an
ideological divide in contemporary research onintelligence. One groupof
psychologists pursuing a Spearmanian vision of the field study intel-
ligence as a decontextualized biologically based general disposition. A
second group of psychologists attempts to go beyond IQ and emphasizes
multiple skills and abilities that are expressed in different ways in differ-
ent social contexts. At some point we shall haveto find waysof integrat-
ing these different visions of the field. Put another way, the study of
intelligence will need to become genuinely biosocial rather than merely
social or merely biological.
A Spearmanian conception of intelligence is incomplete for a second

reason. The study of individual differences in intelligence ignores indi-
vidual differences in the meaning of the construct of intelligence for
different individuals. Individuals with the same level of general intel-
ligence may usedifferent procedures to solve the same problem, and the
same individual at different times may solve the same problem in differ-
ent ways. Thus tasks may differ in the intellectual processes that they
elicit. The heritability of intelligence for different groups of individuals
maybedifferent and the generality of the constructof general intelligence
itself may vary for different groupsor overthelife span. Thus individuals
may not only vary in intelligence but also in the meaning of the construct
of intelligence. Such a conception of intelligence need not end in a mo-
rass of idiographic nongeneralizable meanings in which each person is
intelligent in his or her own unique way. There maybe general laws that
predict variations in the constructof intelligence for different groups. For
example, the heritability of intelligence and the extent to which a g factor
accountsfor variations in the intellectual performance of a person may be
related to the level of intelligence of a person,or to the age of a person, or
to the social background of a person. Such emerging laws qualify the
meaning of the construct of intelligence and add the study of variations in
the construct to the study of variations in the level of the construct.

THE FUTUREOF TESTS

The study of intelligence is controversial because of its association with
tests of intelligence. Would the world be different if the tests did not
exist? I think not—orat least not substantially different. Consider some
of the possible uses of IQ tests and theeffects of the elimination of the
tests. Binet designed tests to identify children who required special edu-
cational services. IQ tests are still used for this purpose. Judgments about
the need for special educational placements of children are made by con-
sidering additional information about a child including his or her func-
tioning in the classroom. The tests may, on occasion, wrongly indicate
that a particular child should be placed in special education and, equally,
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the tests may correctly indicate that a particular child should not be
placed in a special education class. On balance, I suspect that the tests are
more nearly right than wrong andthat placementin special education can
be made with greater accuracy with the tests than without them.Special
education placement for children at the borderline may or may not be
beneficial for the children. In theory, the smaller classes and extra atten-
tion provided to children in such classes may assist them and may even
prepare them to benefit from the regular educational program if they are
“mainstreamed.” Theit is also the case that such placement mayresult in
a neglect of the child’s educational needs and mayserve to “warehouse”
children by placing them in a setting in whichlittle is expected of them
and little is obtained. Recall the results of the evaluation of Headstart
programsreported by Consortium for Longitudinal studies (see Chapter
6). They reported that participation in Headstart programs reduced the
frequency of placement in special education classes. They also reported
that participation in Headstart programsdid not influence the acquisition
of academicskills. This suggests that special education placement, like
tracking programs in general, may have marginal influences on what
children learn in school. The otheralleged psychological consequencesof
attendance in special education may be equally inconsistent. For exam-
ple, special education placement may lower a student’s self-esteem and
serve to stigmatize the student. A program that mainstreams students
with marginal academic abilities may also serve to lower a student's self-
esteem by providing a reference group of students whoare academically
more talented than the marginal student. These speculations lead me to
twotentative conclusions.First, the elimination of IQ tests for placement
in special education would probably have only a marginal influence on
placements. The same students would, for the most part, be assigned to
these classes. Second, the marginal changes in placementsin special edu-
cation would not have a dramatic effect on what pupils learn in school.
IQ tests are not only used for selection of pupils for programs that are

assumedto benefit poor learners; they are also used to select individuals
whoare assumedto be academically gifted. Consider the use of the SAT
tests of academic aptitude for admission to selective colleges in the U.S.
The tests are not described as tests of intelligence and, I suspect for
political purposes, the tests are scored on a different scale (originally
designed to have a mean of 500 and a standard deviation of 100 rather
than a mean of 100 and standard deviation of 15). The SATtests are
correlated with IQ tests and may be considered as grouptests of intel-
ligence. It would be quite easy to replace the SAT tests of academic ap-
titude with tests of achievement. Indeed, admission to English univer-
sities is based substantially on performance ontests of achievement based
on the secondary school curriculum. American universities rely on grades
in secondary school, interviews, letters of recommendation, as well as
performance on tests of academic achievement and academic aptitude.
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Since tests of aptitude and achievementare substantially correlated and
since both are correlated with grades in secondary school thereis a sub-
stantial amount of redundant information in any student’s admission
folder. The elimination of academic aptitude tests would not deprive
selective colleges of a substantial amountof information abouta poten-
tial candidate for admission. There is even a conceptual argumentto be
madefor greater reliance on tests of achievement than ontestsof ability.
The formerare the criterion variable used to validate the latter. It is more
reasonable to usethe criterion rather than the measurethatpredicts the
criterion. Where discrepancies exist between these twoindices it is more
reasonable to rely on the measure of achievement rather than on the
measure of aptitude. Students who have high ability and who have not
acquired knowledge and students who have low ability but who have
acquired knowledge are both morelikely to persist in their characteristics
than to change. Given a choice, institutions might well prefer a good
student to a mediocre student irrespective of the differences in their
academic aptitudes.

It is difficult to use measures of academic achievementfor admission in
the United States because of the disparity of educational opportunities
available to students in different schools. It is unreasonable to compare
the knowledge of French of a student who attended a high school that
provides 5 years of instruction in the subject with a student who has
studied French in a high school that provides only 3 years of instruction
in the subject. Selection of students by increased reliance on tests of
academic achievement from subsets of applicant pools that provide stu-
dents with relatively equal educational opportunities appears to be both
fair and reasonable. The use of achievementtests to select students with
unequal educational opportunities is not fair. The use of academic ap-
titude tests may bejustified to evaluate students who attend secondary
schools that do not provide an advanced curriculum. Such schools may
offer few advanced placement classes, have limited foreign language
courses, and have few advanced math andscience courses. Such schools
have few academically rigorous courses of any kind and frequently have
few students whowill attend selective colleges and universities. Academ-
ically talented students who attend such schools may have good grades
and poor academic achievement as assessed by standardized tests of
achievement. In such a case, measures of academic aptitude may beuseful
to a college. Note that this recommendation for the use of aptitude tests
is contrary to many populardiscussionsof the use of such tests. Thatis,it
is usually argued that aptitude tests should be used to assess those who
are “privileged” and should not be used to assess the disadvantaged. In
support of this latter position it should be noted thatvariations in educa-
tional opportunity may havelarger effects on fluid ability measures than
on crystallized ability. Therefore, better secondary school education may
influence performance on measuresof aptitude as muchas or more than
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performance on measuresof achievement. Mypreferencefor a largerrole
for aptitudetests in the selection of students whose academic background
is weak stems in part from the belief that credentials of students for
selective colleges whoattend high schools with inadequate curricula are
difficult to assess. I have taught students with excellent secondary school
grades from schools that had few students goingto selective colleges who
had great difficulty in my classes. In manyinstances these students had
low SATscores.

Theuse of standardizedtests for selection is complicated by differences
in the test scores of black and white applicant pools. If admission to
selective colleges and professional schools is based on test scores, the
proportion of black and white applicants who will be admitted will be
different. Therefore, the use of tests may be viewed as a way of excluding
black individuals. Many colleges and universities are committed to in-
creasing the racial diversity of their student bodies and increasing the
representation of minorities on their campuses. The discussion of re-
search on black-white differences in intelligence in Chapter 10 of this
book can contribute in a small way to an understandingof this issue. We
do knowthattests exhibit little or no predictive bias for black and white
students for measures of academic success. Therefore, test scores are
equally informative about the expected academic performance of black
and white students. The use of achievementtests rather than aptitude
tests would, if anything, be more detrimental to equal admissions oppor-
tunities for black and white students. Achievementtests are highly corre-
lated with aptitude tests. In addition, students who have inadequate sec-
ondary education are unlikely to obtain good scores on tests of
achievementirrespective of their academicabilities. Thus the use of any
standardized test, indeed the use of any objective criterion, is likely to
decrease the enrollment opportunities of black students. These assertions
present the limits of scientific knowledge on this issue. Whether equal
admissionsstandards should be applied to candidates from differentracial
groups or whetheraffirmative action standards should be used to increase
minority representation is not a scientific question. One’s position on
this question is determined by a sense of history and values. I find an
intellectual position that advocates race-neutral treatment of individuals
attractive. It is intellectually coherent—race ought notto serve as a barri-
er to individuals and equally it ought not to serve as an entitlement. At
the same time, I believe that such a conceptually coherent position ig-
nores the history of racial exclusion, prejudice, and separatism that has
markedrace relations in America. And,it is difficult to advocate racially
neutral positions in the face of the history of racism in America. Accord-
ingly, for what it is worth, I favor affirmative action polices. I state my
position on this issue not because I believe that my own values and
experiences carry any special importance or should be persuasive in any
way. Rather, I state this preference to indicate that there is no necessary
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connection betweenscientific questions related to the validity of tests of
intelligence and public policy questions. WhatI believe is scientifically
correct is that tests inform us that race in America is weakly linked to
differences in academic aptitude. Attacking the tests will do little to
mask the underlying reality revealed by the tests. Eliminating the tests
will not eliminate differences in academic performance. If IQ tests had
not been invented or if they were banned from public use the differences
in academic aptitude would not be eliminated. We would havea slightly
less precise and quantitative representation of these differences and we
would still be faced with the social problemsthat derive from the need to
educate children with different degrees of academic aptitudein schools.I
believe that we need to find ways to increase the academicrigor of our
educational system—American children are not well educated in com-
parison to children in other countries. We need to find better ways of
educating students with marginal intellectual abilities and we also need
to find ways of fostering the education of students with unusually high
intellectual ability. Intelligence tests might be useful adjuncts to this
process. They provide ways of indexing intellectual competencies and
monitoring educational outcomes for students with different abilities.
Since the tests provide limited information aboutthe specific knowledge
and reasoningprocessesof individuals, their role in educational reform is
limited. I suspect that their elimination would havelittle or no impact on
our ability to reform and improve the education of American children.

I believe that we have comeas far as we can with the assessmentof
intelligence by psychometric procedures.It is certainly possible to mar-
ginally improve current practices of assessing intelligence. IQ tests could
be given on more than one occasion in order to aggregate measures to
obtain a morereliable individual index. Existing widely used standard
measures could be improved. The Wechsler tests include subtests with
relatively low g loadings and are not optimal measures of intelligence.
Tests could be created that reflect what we know aboutthe hierarchical
structure of intellect. Such tests would measureg as well as second-order
specialized ability factors as well as scores on more speciaiized factors.
While such a hierarchical and differentiated view of the intellectual abili-
ties of an individual would bring current assessmentpractices into agree-
ment with current theoretical understanding,it is not at all clear that this
gain in assessment would be useful. To a considerable extent, rela-
tionships between psychometric intelligence and performance are medi-
ated by g. And, current tests do provide an adequate index of g. While
better indices of g could be obtained, they are likely to be substantially
correlated with IQ andare thus unlikely to present independent informa-
tion about a person that is more than marginally useful.

Is it possible to use new technologiesto assess individual differences? It
is not hard to imagine the development of assessment batteries using
computers.In principle, there are many potential advantagesin the useof
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computerized assessment procedures. Tests could be individuated.
Branching programs could be used that would skip problems and ques-
tions and that would permit one to determinethe limits of an individual’s
ability rapidly and efficiently. In addition, the use of computers would
permit oneto obtain measures of a numberof different basic information-
processing abilities. Such assessment could even be linked to psycho-
physiological measures, providing additional insight into the ways in
which individuals solve various kinds of intellectual tasks. It is not hard
to imagine the development of an interactive computerized assessment
procedure. I believe that the developmentof this type of assessment tool
would be useful for researchers. I do not know if it would have many
practical applications. It is difficult to relate individual abilities to the
design of methods of instruction that draw on theparticular abilities of
the learner. We have not madea great deal of progress since Cronbach and
Snow comprehensively considered the problems of aptitude x instruc-
tional interactions 15 years ago. Assessmentsof the particular knowledge
structures of a learner may beof great value to a teacher. Assessmentof
abilities may be too removed from the actual instructional setting to
provide an ideal way of individualizing instructional programs. Whether
we will be able to design instructional methods that are optimal for
learners whodiffer with respect to their structure of intellectual abilities
and whether a computerized assessment procedure providing informa-
tion about information-processing abilities will provide a basis for indi-
vidualizing instruction remains to be determined.

Fifteen years age I co-authored a book on intelligence. Since then the
field has made major advances. New understanding has been attained
aboutthe hierarchical structure of abilities. New developments in behav-
ior genetics and the emergence of developmental behavior genetics pro-
vide insights into the ways in which genetic and environmental events
combineto influence general intelligence over the life span. Our under-
standing of the development of intelligence has been enhanced byre-
search on infant intelligence and intelligence among the aged. Perhaps of
greatest significance is the attempt to study intelligence with the tech-
niques of the contemporary experimental psychologist. This effort marks
a return to the use of techniques advocated by such pioneers as Spearman
and has invigorated the field and added greatly to the sophistication of
process-oriented studies of individual differences in intelligence. And,
finally, a renewed interest in the social context in which intellectual
skills influence performance enlarges our understanding of the scope of
research on intelligence. Thefield that exists today is more intellectually
demanding, diverse, and interesting than thefield I wrote aboutin 1976.I
do not believe that our intellectual progress has had a major impact on the
development of tests of intelligence. Perhaps new developments in the
field will be less closely tied to the use of tests. Of greater concern to me
is that our intellectual progress has not had any great impact on our
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ability to modify intelligence or to modify the relationship between gen-
eral intelligence and whatis learned in the schools. Thusthesocial prob-
lems that have been inextricably linked with the study of intelligence
remain equally urgent and equally unremediated. In this respect we have
madelittle progress. Intelligence is not the most important thing about a
person.It maytell us little or nothing about a person’s characteror effec-
tiveness in a particular social role. It is not, however, an irrelevant charac-
teristic of a person. If we value education, we should be interested in a
characteristic of persons that predicts their educational performance.
Scores on tests of intelligence are not important—the same may not be
said for the characteristic that is imperfectly assessed by thetests.
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