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Preface

Biological approaches to the study of human intelligence have been slow to
develop and slower to gain acceptance. Yet, as the chapters in this volume
demonstrate, much information about the underlying biological bases of intel-
ligence has been amassed. That which is now knownin this area is both in-
triguing and challenging to manytraditional notions about the nature ofintel-
ligence. To be sure, someofthe biological findings are based on small samples
and require further study and attempts at replication. Others, however, rest on
more solid ground andare sufficiently well-replicated that they deserve serious
consideration in any future theories regarding the prime contributors to and
causes of individual differences in mental abilities.

In Chapter |, Hans Eysenck, a long-time advocate of the biological approach,
drawsparallels between psychology,biology, chemistry, and physics and argues
for the need to place the measurement of intelligence, and theories of intel-
ligence, on a morescientific basis. In his summary of research investigating the
biological basis of intelligence, Eysenck mentions the study of evoked poten-
tials, cerebral glucose metabolism, and the biochemistry of the brain, each of
which is afforded a thorough and detailed discussion in the later chapters by
Deary and Caryl (Chapter 6), Haier (Chapter 7), and Naylor, Callaway, and
Halliday (Chapter 8), respectively.

Following Eysenck’s chapter, Bouchard (Chapter 2) elucidates the roles of
genetic, chromosomal, and environmental influences on intelligence, and
Thompson (Chapter 3) describes the application of behavioral genetic designs to
the study of cognitive development (including general and specific abilities,
information processing, scholastic achievement, reading disabilities, and mental
retardation) in infancy and childhood. Each of these two chapters provides a
convincing demonstration of the value and potential of behavioral genetic
methodologies.
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In Chapter 4, Jensen and Sinha provide a comprehensive survey ofvirtually

the entire literature on physical correlates of mental abilities in humans. The

topics they discuss include height and weight; head and brain size measurements

(including the very recent in vivo brain size study by Willerman, Schultz,

Rutledge, & Bilger, 1991); physical growth rate; myopia; blood types and blood

serum chemistry; and a variety of other less-studied physical features. Following

this, in Chapter 5, Lynn discusses the effects of nutrition on brain growth and

intellectual development and considers the possible contribution of nutritional

changesto the large increasesin intelligence that have been observed in several

economically advanced nations over the past 50 years. He also suggests that

nutritional differences may account for a significant proportionof the difference

in the mean IQ scores of whites and blacks in the United States—a hypothesis

which, if borne out and acted upon, could have immediate favorable conse-

quences. Finally, Kimura and Hampson—in Chapter 9—consider sex differ-

ences in mentalabilities and the neural and hormonal mechanisms which mediate

these. Their chapter identifies a number of biological mechanisms that make

substantial contributions not only to observed sex differences in cognition but

also to individual differences within each of the sexes.

The purpose ofthis book is to bring together the results of the manydifferent

studies that have investigated and identified biological correlates ofintelligence

and to suggest that these now constitute a sufficiently large and important body

of information to merit considerably greater attention than they typically have

been afforded by those interested in the measurement and the theory of intel-

ligence. As readers will hopefully discover, recent biological approaches to the

study of intelligence and mental abilities have made many advances, although

continuing technological developments makeit likely that their potential has only

begun to be realized. It will indeed be satisfying if the material presented here

stimulates new research which, within 10 or 15 years, has generated an equally

large body of results with which to supplement those obtained to date.



 

 

Chapter 7

The Biological Basis
of Intelligence

H. J. Eysenck

Professor Emeritus of Psychology

University of London

INTRODUCTION

The Conceptof Intelligence

The word “‘intelligence’’—like most scientific concepts—began life as a de-
Scriptive term usedin everydaylife to characterize certain aspects of behavior, or
of personality. ‘‘Intelligentia,’’ as understood by Cicero and other ancient
writers, had two rather divergent meanings that can still be found in our
dictionaries. On the one hand, the noun mayrefer to quickness of understanding,
Sagacity (the Concise Oxford Dictionary), or the capacity for understanding—
ability to perceive and comprehend meaning (the Collins Dictionary). On the
other hand, it mayrefer to acquired knowledge—‘‘information, news,’’ accord-
ing to the Concise Oxford Dictionary, or the Collins Dictionary. Common
speech also acknowledgesthis dual meaning of the term (Derr, 1989). Equally,
science has embraced a similar distinction in Cattell’s (1963) differentiation
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between ‘‘fluid’’ (g,) and ‘‘crystallyzed’’ (g,) intelligence. Clearly the two

conceptsare not unrelated; the first refers to a capacity or disposition that enables

us to acquire knowledge, rememberthings, solve problems, and so on, but the

second deals with the results of using that capacity under certain environmental

conditions. As a scientific concept, clearly that of intelligence as capacity is

more fundamental, while that of intelligence as acquired knowledge may be of

greater practical importance.
From this point of view of measurement, of course, it is much easier to

measure acquired knowledge than capacity. Fortunately, under certain circum-

stances (universal education, similar exposure to books, newspapers, and so

forth, the presenceoffree libraries, etc.) the amount of knowledge acquired may

be a good measure of capacity. In spite of the fairly high correlation between g;

and g. in those populations mostly frequently investigated (North American,

Canadian, Australian, British, European) the distinction is an important one that

should never be forgotten. Many pointless arguments have been caused by

failure to rememberit.
It is possible, and may beuseful, to extend this notion of different meanings

of intelligence, taking into account scientific investigations of the concept.

Figure 1.1 shows the three major conceptsof intelligence that have been widely

used in the past. At the one extreme we havebiological intelligence, that is, a

concept referring to the biological basis of all cognitive behavior. Biological

intelligence is conceived of as being largely determined by genetics, which in

turn influences the physiology and the biochemistry of the brain. It may be

investigated through the use of the EEG, the averaged evoked potential, the

galvanic skin response, the contingent negative variation, and possibly through

the use of reaction time and inspection time measurements.It is not asserted that

biological intelligence is wholly innate, and cannot be influenced by environ-

mental factors; such biological factors as nutrition and sensory experience almost

certainly influence the physiology and biochemistry of the brain. It is only in

recent years that interest in biological intelligence has come to the fore, although

Galton (1883, 1892) had already advocated views emphasizing the biological

nature of intelligence.
Strongly determined by biological intelligence is psychometric intelligence or

IQ; ever since the days of Binet psychologists have been much more concerned

with IQ measurements and psychometric investigations than with biological

intelligence and its determination. While IQ is clearly dominated by biological

intelligence (as shown by the strong genetic componentof IQ), there can be no

doubt that environmental factors are also important. Education, socioeconomic

status, family upbringing, and cultural factors have been shownto besignifi-

cantly related to IQ, the degree depending to some extent on the nature of the

tests used (Eysenck, 1979). Psychometric intelligence has had considerable

practical applications, but has always lacked a solid scientific foundation.
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Figure 1.1. Three different meaningsof “intelligence.”

If psychometric intelligence is an uncertain mixture of Capacity and acquired
knowledge,then the third conceptofintelligence, social or practicalintelligence,
while largely determined by IQ,is even less unitary. The term refers essentially
to the more or less successful way in which people usetheir cognitive abilities in
everyday life (Sternberg, 1985; Sternberg & Wagner, 1986).
We may suggest that IQ, because of its close relationship with biological

intelligence, may be an acceptable definition of intelligence (provided its weak-
nesses are kept in mind), but this is not true of social or practical intelligence.
The conceptis far too inclusive to have any kindofscientific meaning. Sternberg
(1985) acknowledgesthatthis concept‘‘is certainly highly inclusive in the sense
that it includes within the realm of intelligence characteristics that typically
might be placed in the realms of personality or motivation . . . for example,
motivational phenomenarelevant to the purpose of adaptive behaviour—suchas
motivation to perform well in one’s career—would be considered part of one’s
intelligence broadly defined’’ (p. 55).

It is difficult to assign scientific meaning to such a very broad concept.
Scientific advances are based on analysis, and analysis meansthat artificial
compounds should be shunned, and that we should insist on reducing them to
their unitary constituents. To bring together dispositional ability factors, person-
ality, motivation, health, experience, and nutrition into one concept simply
meansthat this conceptis scientifically meaningless and cannot be measured.
Even personality is obviously too vague a conceptin this context; you may be
able to measure certain aspects of personality, such as extraversion or neuroti-
cism (Eysenck & Eysenck, 1985), but no measurement of personality as such is
conceivable. The same applies to motivation. To bring together all these and
many otherconstituents in one conceptof practical intelligence is to moveit out
of the field of scientific investigation and theory altogether. What we mustdois
to measure each of the variables in question separately and then, if we wish,
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define social or practical intelligence by meansof a formula including eachof the

variables as a term. Whetherthis is or is not a meaningful process is question-

able, but it is not an issue of interest for the moment.

It is of course true that intelligence and personality can combine to produce

behavior that is socially acceptable or not, and may prove advantageousto the

individual. Eysenck (1979) has summarized someofthe literature which shows

that both in the high IQ group of Terman’sfollow-up study, andin low IQ groups

of retardades a high degree of neuroticism is disadvantageous, regardlessof IQ,

and producessocialfailure. It is specific studies of this kind that are needed to

give any meaning that it may have to the concept of social or practical intel-

ligence. Even then,of course, the use of the term ‘‘intelligence’’ is misleading

and confusing. In this chapter we will not be concerned with it any further.

What we are concerned with in this chapter is an attempt to place the

measurementofintelligence, and the theory of intelligence, on a morescientific

basis. Such an attempt at objective analysis has in recent years been frequently

declared impossible by writers who have advocated what is sometimescalled the

‘sociology of knowledge.’’ This is based onthe belief that it is the relations of

productionin a society that constitute the basis for the superstructure of ideas in a

particular cultural group. Social, political, and intellectual processes within a

given society were determined by the modeofproduction in the material sphere,

and the attendant social relations. Marx suggested that in relating ideas to a

sociologicalbasis, it was the class structure that was paramount. The ideasof the

ruling class became dominant in a society, and these dominant ideas were

nothing more than the mental expression of the dominant material relationships.

Thus ideologies emerge which serve the purpose of legitimizing the existing

class structure. The measurementof intelligence, and particularly theories con-

cerning the genetic determination ofintelligence, are frequently used to exem-

plify these Marxist notions which, if accepted, would makeanyscientific study

of intelligence impossible.

Recently, Buss (1975) has attempted to apply some such scheme to what he

calls ‘‘the sociology of psychological knowledge.’’ Following the writings of

Berger and Luckman (1966) and Stark (1958), he conceived of his task as being

broadly concerned with the social basis of the psychological academicians’

ideas. His thesis is based on the belief that ‘‘there are no absolute truths in the

social sciences, wherethe ‘facts’ are embeddedin particular theoretical frame-

work which in turn rests upon certain epistemic and metaphysical presupposi-

tions’’ (p. 991). In his view there is an intimate relationship between statements

of value and statements of fact; ‘‘normative statements do have implications for

existential statements and vice versa’’ (Buss, 1975). And he goes on tosay that

‘‘one of the practical aims of a sociology of psychological knowledge would be

to emphasize the relationship between fact and value within psychology and

thereby help to make psychologists more self-conscious of the implications their
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research has with respect to creating a specific image of man in society’’ (Buss,
1875).

One of the examples of a sociology of psychological knowledge chosen by
Buss is differential psychology. He argues that the growth of capitalism de-
pended on a growing division of labor, and specialization of human talent
therefore cameto replace the universal man. ‘‘Therise ofthe scientific study of
individual differences may be seen as a new developmentspurred onby a climate
of quantification, where the manifest individual differences promoted by a
capitalistic class society became amenable (like its material products) to strict
measurement” (p. 993). He goeson tosay that the prevailing political ideology
of liberalism demandeda strictly genetic interpretation of individual differences
in mental abilities. ‘‘Because there were individual differences in abilities as
reflected by the existent class structure, such differences must reflect innate
differences given the belief that each individualtheoretically has the freedom and
opportunity for full development’’ (Buss, 1975).

Kamin (1974) applied a similar kind of argument to the American continent,
and Buss comments:‘‘Ofparticular importance in the present contextis the idea
that a genetic interpretation of individual differences in mentalability served well
to legitimise political decisions concerning the restriction of immigration from
certain European countries during the 1920s and 1930s’’ (p. 993). These ideas
coincide with the attempted demonstration by Pastore (1949) that belief in
genetic causes went with right-wing political attitudes, and belief in environmen-
talism with left-wing political attitudes. This whole approach wascriticized by
Eysenck (1976) on general philosophical grounds, but recent events behind the
Iron Curtain suggest a new look at the specific example chosen by Buss (1975).

Let us note, first of all, that the widespread notion that the belief in the
(partial) determination of individual differences in intelligence by genetic causes
is ‘‘un-Marxian’’ and right-wing, is completely false. Mehlhorn and Mehlhorn
(1981), speaking as representatives of the communist government of East Ger-
many, explicitly condemn anysuchinterpretationsas ‘‘unmarxistisch,’’ because
they contradictthe clearly different positions of Marx, Engels, and Lenin (p. 7).
They quote other East German and Russian psychologists in support of this view,
and go on to quote Marx and Engels in somedetail to the effect that genetic
causes are very powerful with respect to differences in mentalandartistic ability.
These ideas are of course clearly explicit in the Communist Manifesto, as the
Soviet psychologist Krutezki (1974, p. 140) points out: ‘‘Whenit is said, from
each according to his abilities, then it is clearly stated that men in this respect are
not equal. . . .’’ (The best sources for an understanding of Marx’s position are
his Kritik des Gothaer Programmes and the Deutsche Ideologie by Marx and
Engels.)

Even more explicit is the statement by Lenin (1965, p. 137) that ‘‘when one
Says that experience and reasontestify that men are not equal, then one under-
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stands under equality the equality of abilities or the equivalence of bodily

strength and mental capacities of men.It is quite obviousthat in this sense men

are not equal. No single reasonable man and nosingle socialist ever forgets

this.’’ Lenin goes on to characterize as an ‘‘absurdity’’ the idea of extending

equality into these spheres and concludes by saying: “‘When socialists speak of

equality, they understand thereby social equality, the equality of social position,

but not at all the equality of physical and mental abilities of individual persons’’

(1965, p. 140).

As Guthke (1978), writing from a communist country, points out: “‘Marxist

psychology does not by any meansdeny the importance of genetic factors in the

causation of individual differences in intelligence . . . [F]rom the beginning

Marx and Lenin have emphasized the biological and psychological inequality of

man’’ (p. 69). Few Westerners, unfortunately, are familiar with the large-scale

work done in the USSR using the twin methods, along lines similar to those

adopted in the West (e.g., V. B. Schwartz, K. Grebe, L. Dzhedda, Y. Mir-

enova, M. Ishidoia, M. Rubinov, B. Nikityuk, V. Yelkin, S. Khoruzheva, N.

Annenkov, and many more).
It would seem that historically, communism and capitalism give rise to similar

ideas, derived from Darwin, about the importance of genetic factors for differ-

ences in human abilities; it would be difficult for any kind of sociological

interpretation of psychological knowledge to suggest that the very divergent

industrial and social relations obtaining in these two kinds of cultures would

necessitate the arbitrary invention of such concepts. It was the brief aberration of

Stalinism, with its encouragementof the Lysenko heresy, that gave the erroneous

impression to many people unversed in Marxism that environmentalism found

some support in the works of Marx, Engels, and Lenin; it is clear from the

quotations cited here that this is not so, and indeed these quotations could be

multiplied at will.

What is more, recent work in Russia, Poland, and elsewhere have very

powerfully supported the view that the influence of genetic factors in differences

in IQ is overwhelmingly strong. Thus Lipovechaja, Kantonistowa, and Cham-

aganova (1978) have recently reported a study in Moscow of 144 pairs of MZ

and DZ twins, who were given the various subtests of the WISC, and whose

scores were analyzed using Falconer’s formula. They found heritability of

these Russian schoolchildren of 0.78 (uncorrected for attenuation), that is, an

heritability in excess of that reported by Eysenck (1979) from a reanalysis of all

available Western data, excluding Burt’s. Similarly the extensive work of

Firkowskaet al. (1978; Firkowska-Mankiewicz & Czarkowski, 1981) in Poland

has shownthatin spite of the attempts of the communist governmentto introduce

complete egalitarianism into the school system, the health system, and every

other aspect of the individual’s life, variance of IQ and correlations between IQ

and social-intellectual status of the parent were similar to those foundin capitalist

countries. The authors rightly argued for the prime importance of genetic factors
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in producing the observed differences. The important work of Weiss and
Mehlhorn (1980) and Weiss (1982) on genetic factors in intelligence and mathe-
matical ability, carried out in East Germany, is too well known to require
discussion. Other importantreferences to recent empirical studies and theories in
socialist countries are: Mehlhorn and Mehlhorn (1985), Friedrich and Kabatvel
Job (1986), Krylow, Kulakowa, Kantonistowa, and Chamaganova (1986) and
Ravich-Shaherbo (1988).

Wethus arrive at a position which seems to be in exact opposition to that
taken by Buss. Whenhe says that ‘‘unfortunately (or fortunately) there are no
absolute truths in the social sciences,’’ he seems to be arguing a case which
cannot be supported by the facts. Both Russian communist and English and
American capitalist psychologists arrive at a figure for the heritability of intel-
ligence which is very similar indeed, and Polish, American, and English psy-
chologists all arrive at relationships betweenthe child’s IQ and achievement in
school, and the intellectual caliber of his parents, which are similar if not
identical. Thus regardless of political regime, findings in capitalist and commu-
nist countries with respect to this prime example of alleged determination of
ideas by the mode of production in the material sphere and the attendant social
relations, give rise to identical conclusions which must be said to have a
considerable degree of approximation to the ‘‘absolute truths’? which Buss
denies are to be found in the social sciences.

The arguments concerning the sociology of knowledgeand the possibility that
work onintelligence may be influenced by political ideas have been discussed in
some detail because much ofthe hostility to modern views on intelligence, and
many of the arguments against the theories, has arisen from these ideological
concepts, rather than from scientific concerns, and it seems desirable to lay this
particular ghost to rest once and for all. Our concern in this chapter will be
entirely with scientific arguments, although of course the question of what is and
whatis notscientific is one notas easily settled as might appearat first (Cohen,
1985; Suppe, 1974). The next section will review some of the arguments
concerning this problem insofar as it deals with the measurementof intelligence
specifically.

Science and Intelligence: Some Misconceptions

Manycritics of the conceptofintelligence basetheir rejection on the groundsthat
this conceptis notscientific; this notion is widespread among manyscientists and
academics who have little direct knowledge of the research that has been
undertaken to make the concept meaningful in scientific terms. Inevitably such
criticisms are based on philosophical grounds, and although we shall see that
they havelittle substance, we need to discuss them in some detail, particularly as
they are quite relevant to the main contention ofthis chapter—namely that
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research into the biological foundations of intelligence is a prerequisite for the

scientific acceptance of the concept.
The first criticism to be discussed asserts that theorists in this field reify

intelligence, and assert its existence, whereasthe critic clearly disbelieves the

existence of something called ‘‘intelligence.’’ Thus, Keating (1984) has argued

that those who believe in the usefulness of the concept of intelligence appear to

assume‘‘that it is a thing that exists in the head of a person’’ (p. 2). He and many

others argue thatintelligence does not exist and that, hence, all efforts to measure

it must be useless. This is not a tenable argument. In the first place, none of the

leading proponents of the concept of intelligence has postulated its existence in

any physical shape or form; Galton, Spearman, Burt, Cattell, Wechsler, Horn,

Thorndike, Thurstone, and this writer have always regarded it as a scientific

concept, analogous to such concepts as gravitation, humidity, society, or atoms.

Scientific concepts like these do not carry an implication of existence; neither

does intelligence. They may be useful or useless as far as scientific description

and investigation are concerned. Their main purpose is to bring together in a

meaningful shapea large variety of individual events that constitute the blooming

buzzing confusion that is reality. There obviously is no such thing as “‘society”’;

there are large numbers of individuals interacting in many different ways, and

assuming many different roles. These individuals exist, and their interactions
(educational, criminal, marital, political, social, etc.) might be considered to

exist (although even there some philosophers might express doubts), but society

as such is a concept that may or may not be useful in comprehendingthetotality

of these interactions, and cannot be predicated to ‘‘exist.”’

Discussions on the nature of concepts, and the question of existence, will be
found in Suppe’s (1974) edited book on The Structure ofScientific Theories. It is

interesting to look at concepts like ‘‘ether,’’ ‘‘caloric,’’ or ‘‘phlogiston,’’ and so

forth for which existential claims were made at one time, but which clearly were

concepts which, while mistaken, did help to advance the discovery of more

useful concepts. Philosophical problems of this kind are somewhatintangible,

and a moredetailed discussion would not be appropriate here. Let us merely note

that criticisms along these lines would have to be much better documented in

order to carry any weight. Certainly the claims to be made in this chapter are not

that intelligence exists in the same senseas tables and chairs exist, or people, or

buildings. It is a concept that unifies many empirical findings in a unique

fashion, and has hence been founduseful. It is perfectly possible that more useful

concepts will be found to describe reality, and in that case intelligence will be

displaced by some other concept. What does exist, of course, is the individual

brain, with its network of cells, axons, dendrites, and synapses, as well as a

multitude of activities governed and regulated by the brain. These ‘‘exist’’ in a

very real sense; intelligence does not, and in that sense it shares this quality of

‘‘nonexistence’’ with all other scientific concepts. To argue that intelligence is

useless, and cannot be measured, because it does not ‘‘exist’’ is to commit an

elementary philosophical error.
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A secondcriticism is often made of the concept of intelligence, namely that
there is no agreed-upon definition of the term. Consult such books as Whatis
Intelligence? (Sternberg & Detterman, 1986), or its forerunner, the classic
symposium published in the Journal of Educational Psychology 65 years ago
under the title of ‘‘Intelligence and its Measurement,’’ and one can see indeed
that there is some disagreement on definition. However, as Snyderman and
Rothman (1987, 1988) have shown, there is a considerable unanimity among
psychologists currently concerning what is meant by intelligence. It is easier to
recognize an elephant than to describe it!

It is important, in this connection, to realize the difference between a scien-
tific definition, and the identification of important elements or consequencesof a
given concept. Thus Snyderman and Rothman foundthat among the 600 plus
experts they consulted, there was almost unanimity concerning the importance of
abstract thinking or reasoning, problem-solving ability, and Capacity to acquire
knowledge as important elements ofintelligence. But of course these are not
definitions, and neither are the many putative definitions given in the Sternberg
and Detterman book. To take as an example the concept of gravitation, what
would wethink of a physicist who attempted to define it in terms of the apple
falling on Newton’s head, planetary motion, the movementof the tides, the
bulging of the earth’s equator, the falling of the moon toward the earth, ‘‘black
holes,’’ the formation of the galaxies, the shape of the planets, the paths of
comets or asteroids, and the numerous other consequences that follow from
positing the concept of a force that acts accordingto the product of the massesof
the bodies interacting, and the inverse square of their distance? Clearly, intel-
ligence is involvedin abstract thinking, reasoning, problem solving, the acquisi-
tion of knowledge, memory, mentalagility, creativity, and so on, but these are
the consequences of applying intelligence in certain directions: they cannot be
used to define intelligence. The fact that psychologists, when asked to define
intelligence, often choose different examples of intelligent activity does not mean
that we cannotin due course achieve a proper definition of intelligence. Perhaps
in the absence ofa general theoryall that can be done by way of definition would
be by wayof a descriptive formula, such as the inverse square law of distance in
the case of gravitation. Thus one might define intelligence as that which is
responsible for producing matrices of unit rank when a large numberof dissimi-
lar cognitive problems is administered to a random sample of a given population,
and their intercorrelations calculated. The main point to note, however, is that
disagreement, so often observed bycritics discussing the definition of psycholo-
gy, does not usually refer to definitions at all, but to examples of intelligent
activity. Here we have a wide choice, and diversity is not really disagreement.
A third objection is often put, pointing out the complete lack of an agreed-

upon theory concerning intelligence. In the absence of such a theory, it is argued,
is it possible to regard intelligence as a useful scientific concept? Such a view
would certainly run counterto anythingthat the history of science canteach us.
Concepts develop for centuries before agreed-upon theories arise, and often the
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theories on which they are based are known from the beginning to have faults.

Gravitation is a good example. Newton’s Action at a Distance theory wasalready

knownby him to be absurd,but it served a very useful purpose. Even now, 300

years later, there is no agreed-upon theory of gravitation. What we have are two

quite dissimilar theories between which it is impossible to make a rational

choice. On the one hand, we haveEinstein’s view according to which gravitation

is a distortion of the space-time continuum, and on the other, we have the

quantum mechanicsinterpretation in terms of particle interaction (gravitons).

Muchof the same maybe said about the theory of heat, where we have the

thermodynamic and the kinetic theories side by side. Thermodynamics deals

with unimaginable concepts of a purely quantitative kind: temperature, measured
on a thermometer; pressure, measured as a force exerted per unit area; and

volume, measured bythe size of the container. Nothing is said in the laws of

thermodynamics about the nature of heat. This, on the other hand, is the

foundation stone of the kinetic theory of heat, using Bernoulli’s view thatall

elastic fluids, such as air, consist of small particles that are in constant irregular

motion and that constantly collide with each other and with the walls of the
container, their speed of motion creating the sensation of heat. Many formulae

are quite intractable to kinetic interpretations even today but yield easily to a

thermodynamic solution. The unified theory here, as elsewhere, eludes physics,

after centuries of endeavor. Should we expect psychology to do better? The

unified theory appears at the end, not at the beginning, of scientific search, and

to demand sucha theory before a conceptis taken seriously is to make impossible

all scientific research.

Howeverthat may be, there is in any case no final, correct theory in science;

what we have is a constant improvementin theory that may show considerable

differences from one stage to another. Consider the very important notion of an

elementin chemistry. Boyle gavethefirst precise definition: ‘‘No bodyis a true

principle or element . . . which is not perfectly homogeneous but is further

resolvable into any number of distinct substances how small so ever.’’ This

insight into the nature of elements unfortunately was unableto furnish him with

techniques that could decide in any but a few cases whether a given substance

was or was not an element; Boyle’s criterion remained inapplicable for another

100 years. Finally, of course, Boyle’s definition and the work of the next few

centuries resulted in that great monumentof classification, Mendeleev’s periodic

- table of the elements, in 1869. This appeared to be a final step in classification

for a time, but then came the discovery that the atom wasnotafterall indivisible,

and since then we have had a whole showerof long-lived elementary particles

and antiparticles, as well as resonances, isobars, and excited states—so much so

that few except professional physicists can find their way about among the

fermions and bosons, the leptons, baryons and mesons,the nucleons and hyper-

ons and the neutrinos, neutrettos, muons, lambdas, sigmas, pions, kaons, and so

on and so forth—notforgetting the quarks! Obviously anotherclassification was
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required, and nowthat we have the theory of unitary symmetry known as SU(3)
we have gone some way toward achieving a more satisfactory state, particularly
since the discovery of the omego-minus particle has seemed to verify the
principles on which the theory of unitary symmetry was based. Modern asall
these recent advances may seem, many of them had been foreseen already by
Newton, whohad evolved a theory of the atom composedofa shell within a shell
of parts held together successively more firmly. All these anticipations of future
developments by Boyle and Newton were oflittle use in the development of
chemistry because, as Bernal (1969) points out: ‘‘In the seventeenth century
chemistry was not yet in a state in which the corpuscular analysis could be
applied. For that it needed the steady accumulation of new experimentalfacts
that was to come in the next century. Chemistry, unlike physics, demands a
multiplicity of experiences and does not contain self-evidentprinciples. Without
principles it must remain an ‘occult’ science depending onreal but inexplicable
mysteries.”’

This is an important limitation which applies to psychology just as muchasit
did to chemistry. The cry is often heard for a Newton to rescue us from the
avalancheof facts, and to remedythelack ofself-evidentprinciples in psycholo-
gy. Yet even Newton, who worked at chemistry for much longer than he worked
at physics, did not in fact succeed in advancing that science to any particular
degree. Both in the matter of classification and in the matter of the creation of a
genuine science of psychology we simply have to live within our means, and
realize the boundsset by the nature of the material to the developmentof the laws
we would all like to see develop.
A fourth point of criticism often relates to the accuracy of measurement,

contrasting unfavorably the precision of measurementin the physical sciences
with that achieved in psychology.It is true that certain measures in physics are
extremely accurate. Thus the measurementof time is now accurate to a secondin
a million years, using the Caesium Time Base at Rugby. Even morerecent
advances, using ‘‘ion traps’’ to measure time, have improved accuracy from one
part in 10'° to one part in 10'%; at the National Physical Laboratory, the element
ytterbium is used as a standard for optical transition methods. But of coursethis
accuracy was achieved only after 2,000 years of constant improvement, using
originally devices like the sun dial, or the hourglass in which sand or water ran
through a narrow openingat a moreorless even rate. (The rate of course was not
even because pressure varies with the amount of water or sand in the upper
compartment.) Accuracy of measurement of IQ tests does not compare badly
with the accuracy of measurement of time intervals prior to the invention of
mechanical devices, and Galileo’s demonstration of the laws governing the
pendulum (Bernal, 1969). A similar lengthy period of development from very
primitive types of measurementattended the use of scales to measure weight
(Kisch, 1965), the measurement of temperature (Baker, Ryder, & Baker, 1975)
and the measurementof massand length (Feather, 1959). Accurate measurement
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is the outcomeof a long period of evolution, in which practice, theory, measure-

ment, and invention interact in a complex manner to improve accuracy.

It is in any case quite wrong to imagine that all measurements in physics

approach the accuracy of the measurement of time. Measurement of the cos-

mological constant, for instance, has given constantly changing results over the

past 50 years, and even nowresists accurate determination. To take another quite

fundamental measurement, we maylookatthe half-life of the neutron, which has

proved notoriously difficult for physicists to measure. This is an important

quantity for both particle-physicists and cosmologists. The former need to know

this quantity accurately, because it allows them to determine the so-called

‘‘coupling constants’’ of the weak force of nuclear measure, while the latter need

to know because accurate knowledge would allow them to determine the propor-

tion of neutrons and protons that existed soon after the Big Bang. In 1951, the

best estimate available of the half-life was 768 seconds, with an error margin of

150 seconds. Recent measures suggest a duration of 615 seconds, a difference

from former estimates even beyond the error margin suggested originally!

To take another example, concerning errors in radio-carbon dating, recent

studies have shownthat errors with this technique may be twoto three times as

great as practitioners of the technique had claimed previously. Here, as in IQ

measurement, there are many unaccounted-for sources of error that occur during

the processing and analysis of samples. These are morerealistic examplesof the

fact that all measurement involveserror, and that the error, even in physics and

astronomy, can be very large indeed.It is not the size of the error that determines

whether a measurementis scientific; we could never undertake anyscientific

measurement if this measurement had to be accurate from the beginning within

very narrow limits. What is importantis to be able to have someestimate of the

size of the error variance and some ideas aboutthe factors that affect measure-

ment to makeit less accurate than it ought to be. Onall these grounds measure-

ment can be remarkably accurate under appropriate conditions—even in psychol-

ogy.

It is important to emphasize the qualification contained in the last sentence,

because a fifth objection often made relates to the practical application of IQ

measurementand the errors that frequently occur. The use of IQ tests for more

practical purposes should not be confused with its use as a scientific measure in

experimental studies. The practical application is often constrained by financial

considerations, administration is often by untrained personnel, and interpretation

is often undertaken by nonpsychologists. Furthermore, tests are often chosen for

reasonsthat have little to do with the accuracy of IQ measurement, butrelate to

the practical purposes of the investigator. Many so-called IQ tests are really

measures for the prediction of scholastic achievement, and combine items of

verbal and cultural knowledge with items more properly designed to measuregy.

This may be reasonable from the point of view of the administration, but such a

test is not a proper IQ test, and the measurement of IQ should not be criticized

because such tests fall short of ideal requirements.



THE BIOLOGICAL BASIS 13

But, and this is a sixth objection frequently raised, is it not true that there are

many different types of IQ tests, and that these do not always give identical

results? This is true, but equally there are many different types of measures of

temperature, and these also do not give identical results. There is for instance a

mercury-in-glass thermometer depending on the change in volume of the mercu-

ry with increase in heat; the constant-volume gas thermometer, depending on the

reactance of the welded junction of two fine wires; resistance thermometers,

depending on the relation between resistance and temperature; and thermocou-

ples, depending on the setting up of currents by a pair of metals with their

junctionsat different temperatures. Nelkon and Parker (1965), in their Advanced

Level Physics, point out that temperature scales differ from one another, ‘‘that

no one of them is any more ‘true’ than any other, and that our choice of which to

adopt is arbitrary, though it may be decided by convenience’’ (p. 186). Thus

when a mercury-in-glass thermometer reads 300°C, a platinum resistance ther-

mometer in the same place and at the same time will read 291°C! There is no

meaning attached to the question of which of these two valuesis ‘‘correct’’ any

- more than to the question of whether an IQ of 120 on the Wechsler Scale is more

‘‘true’’ than an IQ of 125 on the Raven’s Matrices!

One further objection may require a brief answer. It is often said that the

ordinary measurementof IQ disregards important aspects of human life, such as

creativity. That is true, in one sense, but it makes the assumption that creativity

is essentially a cognitive variable. The empirical evidence seems to suggest,

however, that creativity is a function of personality variables, particularly psy-

choticism, interacting with cognitive variables, namely IQ (Eysenck, 1983). For

great achievement, high IQ is required, but high IQ does not necessarily lead to

creativity. A certain element of psychoticism seems to be required, as shown

both in real-life studies of highly gifted artists, and in experimental studies using

traditional creativity tests. The objection, therefore, does not seem to be a serious

criticism of IQ testing.

Biometric Intelligence: A Problem in Taxonomy

All sciences have a dual problem,in that they are concerned with both taxonomy

and causal analysis. Taxonomy or classification usually precedes attempts at

causal analysis. Classification of animals preceded Darwin’s theory of evolution,

to take but one classical example. Without taxonomy,causal analysis is difficult

if not impossible. Of course there is no absolute distinction; there is an interac-

tion, in the sense that advances in the causal analysis will help taxonomy, and

vice versa. But in essence there is a very important difference, and unfortunately

this difference has been neglected far too much by psychologists working in the

fields of intelligence.

Classification is thus one of the classic methodsof science and is fundamental

in all fields of study. This is equally true in biology as in physics. Systems of
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classification are always at first simple, governed by common-sense appear-
ances, and far removed from the complexities of later developments. Thus,
Thales, the first of the Greek philosophers to think about the constitution of the
world and its elements, held the theory that everything was originally water,
from which earth, air, and living things were later separated out. Later on
Anaximander and Anaximenes modifiedthis hypothesis to include earth, air, and
fire as well as water as the main elements. These of course were mere prescien-
tific guessesoflittle value in the actual development of chemistry and physics,
but at least they served to pose a problem.

More fruitful was an approach that appears to have originated with the
Chinese. In chemistry we are dealing with a fundamental duality which is
exemplified by metals and nonmetals; this we now knowto be dueto a shortage
or excess of electrons. There is evidence for tracing the first appreciation of this
duality to the Chinese, who already in prehistoric times used red cinnebar as a
magic substitute for life blood and hadresolved it into its elements, sulphur and
mercury. From these notions the Taoist sect developed a system of alchemy from
which it is probable that first Indian and then Arabic alchemy was derived. To
these two opposites of sulphur and mercury a third element was added by
Philipus Aureolus Theophrastus Bombastus von Hohenheim,whocalled himself
Paracelsus to show his superiority to Celsus, the great doctor of antiquity. By
adding the neutral salt he established the so-called tria prima as a foundation of
his “‘spagyric’’ art of chemistry (Bernal, 1969).

Curiousas these ancient methodsof classification seem to us yet there is good
modern justification for this spagyric system of mercury, sulphur, and salt. We
have here a reasonable prevision of three of the four subfields into which the
general field of chemistry is now subdivided: that of the rare gases, whereall
electrons remain attached to atoms; that of metals, where there is an excess of
electrons; that of nonmetals, where there is a lack of electrons; and that of salts,
where exchanges have taken place between the metal and the nonmetal ions.
Even the analogy from external appearance on which the spagyric art was
originally based has now found an explanation in terms of quantum theory.

There are certain important lessonsto be learned from this brief excursioninto
ancient chemical history. One of them is that progress in classification is
ultimately dependent on, and in turn central to, general development of the
science of which it forms a part. Another importantidea is this: The principles of
classification based on analogies from external appearance may incorporate very
important insights without which the development of a science would be very
much slower, although of course it is not suggested that we should rest content
with arguments from external appearances.

Psychologists who workin the field of classification, whether that of normal
or abnormalpersonality or of intelligence, seldom concern themselves with the
history of classification in physics and chemistry. This may be explained in terms
of the obviousdifferences between animate and inanimate matter. However, they
also very rarely seem to show anyinterest in the history of biological classifica-
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tion or taxonomy, andthis is rather more difficult to understand because mostof

the problemsthat occur in psychologyhavealso been dealt with by biologists and
botanists at various stages, and a knowledge of their experiences may be of
considerable use in dealing with our own problems.

This is not to say that biological taxonomyhas been an unqualified success, or

has failed to develop problemsof its own. Consider the following quotation from

Singer (1959):

We would stress the fact that, from the time of Linnaeus to our own, a weak point

in biological science has been the absence of any quantitative meaning in our

classificatory terms. Whatis a class, and does class A differ from class B as much

as Class C differs from class D? The question can be put for the other classificatory

grades, such as order, family, genus and species. In no case can it be answered
fully, and in most casesit cannot be answeredat all . . . until some adequate reply
can be given to such questions as these, our classificatory schemes can never be
satisfactory or natural. They can belittle better than mnemonics—mereskeletons

or frames on which we hang somewhat disconnected fragments of knowledge.

Evolutionary doctrine, which has beenat the back ofall classificatory systems of
the last century, has provided no real answer to these difficulties. Geology has
given a fragmentary answerhere and there. But to sketch the mannerin which the
various groups of living things arose is a very different thing from ascribing any
quantitative value to those groups.

Similarly, Sokal and Sneath (1963) in their classic book on Principles of
Numerical Taxonomy have this to say:

It is widely acknowledged that the science of taxonomyis one of the most neglected
disciplines in biology. Although new developments are continually being madein
techniques for studying living creatures, in finding new characters, in describing
new organisms, and in revising the systematics of previously known organisms,
little work has been directed towards the conceptualbasisof classification—thatis,
taxonomy in the restricted sense of the theory of classification. Indeed, the
taxonomy of today is but littke advanced from that of a hundred, or even two
hundred, years ago. Biologists have amassed a wealth of material, both of museum
specimens and of new taxonomic characters, but they have had little success in
improving their power of digesting this material. The practice of taxonomy has
remained intuitive and commonly inarticulate, an art rather than a science.

Sokal and Sneath give the following definition of classification: ‘‘Classifica-
tion is the ordering of organisms into groups (or sets) on the basis of their
relationships, that is, of their associations by continuity, similarity, or both.’’
They go on to point out that there may be confusion over the term ‘‘relation-
ship.’’ As they say, ‘‘This may imply relationship by ancestry, or it may simply
indicate the overall similarity as judged by the characters of the organisms
without any implication as to their relationship by ancestry.’’ The second of
these meanings is the one they prefer, and they give it the special name of
‘‘phenetic relationship,’’ using this term to indicate that relationship is judged
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from the phenotype of the organism and not from its phylogeny. In psychology
too there is an important distinction corresponding to this, although the alterna-
tive to a phenetic relationship is not one based on ancestry but one based on
genotypic consideration. We shall take up this point in some detail later on.

In setting up systems of classification we may follow one of two alternative
routes named by Sneath (1962) ‘‘polythetic’’ and ‘‘monothetic’’ (from poly:

‘““many,”’ mono: ‘‘one,’’ thetos: ‘‘arrangement’’). As Sokal and Sneath point
out:

The ruling idea of monothetic groupsis that they are formed by rigid and successive
logical divisionsso that the position of a uniqueset of features is both sufficient and
necessary for membership in the group thus defined. They are called monothetic
because the defining set of features is unique. Any monothetic system (such as that
of Maccacaro, 1958, or in ecology that of Williams and Lambert, 1959) will
always carry the risk of serious misclassification if we wish to make natural
phenetic groups. This is because an organism which happensto be aberrant in the
feature used to makethe primary division will inevitably be removedto a category
far from the required position, even if it is identical with its natural congeners in
every other feature. The disadvantage of monothetic groupsis that they do notyield
‘‘natural’’ taxa, except by lucky choice of the feature used for division. The
advantage of monothetic groups is that keys and hierarchies are readily made.

Sokal and Sneath go on to list the advantages of polythetic arrangements.
Such arrangements, they say, “‘place together organisms that have the greatest
number of shared features, and no single feature is essential to group member-
ship or is sufficient to make an organism a memberof the group.’’ They credit
Adamson (1727-1806) with the introduction of the polythetic type of system into
biology. He rejected the a priori assumptions of the importance of different
characters; he correctly realized that natural taxa are based on the concept of
‘‘affinity’’—which is measuredby taking all characters into consideration—and
that the taxa are separated from each other by means of correlated features.

It is important to realize that the distinction between polythetic and monothet-
ic methods of classification has important consequences for our definition of
intelligence, and our search for a means of adequate measurement. A monothetic
approach would be that of defining intelligence a priori in terms of learning, or
problem solving, or memory, or inductive reasoning; by adopting such a defini-
tion, and only using tests of that character, we would arbitrarily prejudge the
issue and makeit impossible to ever arrive at a more complex and moredecisive
definition and measurementof intelligence. Polythetic methods are indicated
and, as we shall see, these imply the use of correlational and factorial analyses.

The analysis by phenetic relationship which had becomeall but universal in
biology received a setback when analysis by relation through ancestry was
reinstated after the publication of The Origin of Species. Suddenly Darwin’s
theory seemed to suggest the basis for the existence of natural systematic
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categories: Their members were related because of descent from a common

ancestry. Unfortunately, history has shownthat this enthusiasm could only be
short-lived; we cannot makeuse of phylogeny for classification since in the vast

majority of cases phylogenies are unknown. Inviting as the argument from

ancestry may appear, therefore, in its Darwinian guise, nevertheless it has to be

rejected for reasons given in detail by Hennig (1957), Remane (1956), and

Simpson (1961), as well as in Principles of Numerical Taxonomy by Sokal and
Sneath already quoted.

An exciting recent development has led to the construction of phylogenetic

trees by biochemists, who use quantitative estimates of variance between species

as regards substances such as DNA andcytochrome c. Fitch and Margoliash
(1967), for instance, have succeeded in constructing such a tree, based on data

relating to the single gene that codes for cytochrome c, which is very similar to
the “‘classical’’ phylogenic tree. The methodis based essentially on the appropri-

ate “‘mutation distances’’ between two cytochromes, which is defined as the

minimal number of componentnucleotides that would needto be altered in order

for the gene for one cytochrometo code for the other. This numberis considered

proportional to the number of mutations that have taken place in the descent from

the apex of one cytochrome as compared with another. Thus,it is claimed that

this new method, which gives a quantitative measure of the event (mutation)

which permits the evolution of new species, must give the most accurate of

phylogenetic trees. In this way it may be possible to overcomethe difficulties in

the evolutionary methodofclassification by descent noted above;it is reassuring

that even when basedonly on a single gene the phylogenetic scheme is remarka-
bly like that obtained by classical methods.

Howin fact does a biologist proceed? Sneath (1962) has set the procedures

out according to the following four steps:

!. The organisms are chosen, and their characters are recorded in a table.

2. Each organism is compared with every other and their overall resemblance

is estimated as indicated by all the characters. This yields a new table, a

table of similarities.

3. The organisms are now sorted into groups on the basis of their mutual

similarities. Like organisms are brought next to like, and separated from

unlike, and these groups or phenons are taken to represent the ‘‘natural’’

taxonomic groups whose relationships can be represented in numerical

form.

4. The characters can now be reexamined to find those that are most constant

within the groups that have emerged from the analysis. These can be used as

diagnostic characters in keys for identifying specimens.

The last paragraph will make apparent the relevance of this discussion to the

study of intelligence. We are faced with a very large number of behaviors,
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measured by meansoftests, questionnaires, observations, or experiments.It is
obviously impossible to build separate concepts on each of these variables, and
we are faced with the problem of taxonomy. Translating the prescription given
by Sneath in the above paragraph, but tracing his steps into the field of psycho-
logical measurement, we would say:

1. The tests are chosen, and their characters are recorded in a table.

2. Each test is compared with every other, and their overall resemblance is

estimated (by means of correlation coefficients).

3. The tests are now sorted into groups on the basis of their mutual similarities.

Like tests are brought next to like, and separated from unlike; in these

groupsall factors are taken to represent the ‘‘natural’’ taxonomic groups

whererelationships can be represented in numerical form. Factor analysis is

the preferred method to carry outthis step.

4. The tests can now be reexamined to find those most constant within the
factors that have emerged from the analysis. These can be used as diagnostic

characters for identifying abilities. Factor analysts have frequently been

criticized for using a methodology that is unlike anything in the natural

sciences. Our rather roundabout discussion has been undertakento indicate

that such an accusation is not in fact accurate, and that in taxonomy

psychologists whousefactor analysis are simply following the identical path

that has been prescribed for them by experts in the biological field. The

taxonomic analysis of the cognitive field begun by Spearman in 1904, and

continued by Thurstone, Thomson, Cattell, Guilford, Vernon, and many

others has certainly brought a great deal of clarification into this field, and

has helped us to a meaningful classification of mental tests.

I have discussed the outcome of this taxonomic effort many times (Eysenck,

1992), and will not do so again here except to summarize the major agreements:

1. ‘The most important finding is that all cognitive tests correlate positively

together, to create what is often called the ‘‘positive manifold.’’

2. The first and the most important factor to emergein the correlations between

any variegated set of tests is the general factor of intelligence or g. (Tests

differ in their g loadings, indicating that some are better measures of

intelligence than others.)

3. The nature of tests with high as opposed to low g loadings enable us to

formulate and test hypotheses concerning the nature of intelligence.

In addition to g, all tests measure factors specific to each test.

5. In addition to g, and specific factors, each measurementcarries with it an

error factor, as indeed do all scientific measurements.

6. Tests which are similar in content (i.e., verbal, numerical, visual-spatial,

memory, etc.) define group factors or primary abilities which are indepen-

-
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dent of g. We have no choice but to attempt to postulate and test the
importance of such factors.

7. Estimates of g are remarkably stable across different batteries of mental

tests, even when batteries consist of as few as nine tests. Thorndike (1987)

demonstrated this by making up six short nonoverlapping batteries of nine

tests each. The tests in each battery were randomly sampled from a large

pool of extremely diverse cognitive tests used by the U.S. Air Force,

including a great variety of tests from discrimination reaction-time to vocab-
ulary. Seventeen highly diverse ‘‘probe’’ tests were interlocked one at a
time into each battery, and the average correlation of the g loadingsof the 17
probe tests across the six batteries calculated; it turns out to be .85. g
emerges with a high degree of robustness and consistency for mental test

batteries of a very varied character which in this case were for the mostpart
not even goodtests of g.

8. The prescription that the g tests in a battery should beasvaried as possible is
not very precise, but we now have enoughevidenceavailable to enableus to

follow this prescription with considerable accuracy. This means that g

factors obtained from different test batteries can be consideredasa statistical
estimate of a true g, a distinction made by measurement theory between an
obtained measurement and a true measurement. Wecanestimate the degree
to which an obtained measure of g approximates a true measure by using a
formula given by Kaiser (1968). This indicatesthat if we determine a g from

a sample of 20 tests correlating only to a degree of .20, the resulting

measure of g would have a validity of .91.

The major result of such taxonomic studies is a hierarchical structure much
like Figure 1.2, whichis taken from the work of Jager (1967) and his colleagues
(Jager & Tesch-Romer, 1988; Jager & H6érmann, 1981). Unlike Guilford’s

(1967) modelof the intellect, Jager incorporates the vital g factor in his model,

which has much greater empirical support than Guilford’s.
It is always possible in taxonomic work to argue for alternative methods of

classification, if only because causal derivation is difficult or impossible, and
because the reasons forclassification may be varied. Thus to the biologist the
whale may be a mammal,butto the Ministry of Agriculture and Fisheries it may
be a fish, for obvious reasons. Hence, there have been manyattempts to deny the
existence of g, and to suggest complex patterns of intercorrelated primaries, or
even independent primaries (Guilford, 1967). Improbable as these alternative
suggestions are, they are not always mathematically impossible, as it is clearly
feasible to rotate factors in any manner whatsoever, thus giving an infinite
number of possible solutions. However, as Thurstone (1947) was the first to
point out, there are certain preferred solutions (simple structure) which, when
they occur in a clear-cut manner, ought to be given preference. This suggestion
has been widely accepted, butit is clearly not a mathematical absolute, and may
be disregarded if analysts want to do so.
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Figure 1.2. The hierarchical structure of intellect (Jager et al., 1988).

This slight degree of subjectivity in taxonomyin general, and factor analysis

in particular, makes it necessary to look for causal factors in order to obtain a

more universal agreement. There are of course many other reasonsfor looking at

causal factors, and indeed eventhe earlier workers like Spearman and Thomson

attempted to set up theories which might explain the observed phenomena. Thus

Spearman (1927) suggested some form of energy as a causal factor for differ-

ences in g, while Thomson (1939) favored a theory of ‘‘bonds,”’ a theory that has

been fairly decisively disproved (Eysenck, 1987a). If we take seriously the

notion of these rather divergent forms of intelligence suggested in Figure 1.2,

then clearly we must look for a causal factor in the biological field, as indeed

Galton had already suggested. It is to this search that we nowturn. Before doing

so, however, it may be useful to point out that most writers looking for a causal

theory have adopted good measuresofg as criteria for such a theory. Withall its

faults, the psychometric analysis of intelligence has given us very solid results,

and has given us excellent measuresof g; any causal theory that does not account

for the psychometric results we have obtained in the past would clearly not be

acceptable. Thus it is reasonable to regard g as our criterion for judging the

adequacy of any biological theory.
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The Biological Basis of Intelligence

The major outcome of the taxonomic investigation into the concept of intel-
ligence results in a hierarchical model specifying four types of factors. Byfar the
most important is a general factor, followed by group factors, followed by
specific factors, followed by error factors. The nature of a general factor,
whether determined by confirmatory factor analysis (Gustafsson, 1984) or multi-
dimensional scaling (Snow, Kyllonan, & Marshalek, 1984) is most closely
defined by tests of g;, such as Raven’s Matrices; g, tests appear at the lower
level. This alone should be sufficient to disprove the widely held belief that IQ
measures are simply measures of educational achievement and verbal knowl-
edge, a belief still widespread in spite of the strong evidence against it (Stern-
berg, 1982; Wolman, 1985). But as previously pointed out, taxonomic argu-
ments are impossible to make definitive, and it is usually possible by making
arbitrary assumptions of one kind or another to come to a desired conclusion.
More impressive are direct tests that require specific theories and experimental
studies directed toward a causal analysis of the phenomenon.It is only in recent
years that efforts have been madein that direction.

There have been two major lines of attack. The first of these relates to the
implementation of the suggestion by Galton, to the effect that reaction times
might be a fairly direct measure of biological intelligence. This suggests, and
should be supplemented by a theory, that speed of mental processing may be a
major causal factor in producing differences in IQ (Eysenck, 1967). The litera-
ture has been reviewed by Eysenck (1987b), and more recent advances discussed
in other chapters in this book. Here I only summarize the major findingsas far as
these are relevant to our problem.

Measures of DT (decision time) correlate negatively with g.
Measures of MT (movementtime) correlate negatively with g.
Measures of variability of DT correlate negatively with g.
The more complex the stimulus for RT, the higher the correlation with g, as
long as total RT is below 1000 millisecs. Simple RT has quite low correla-
tions with g, choice RT somewhat higher ones, complex RT, like the odd-
man-out paradigm (Frearson & Eysenck, 1986), have the highest.

5. Multiple correlations between different RT measures and g are much higher
than individual measures, and can be in excess of .70.

6. The correlation between IQ measures and RTis not mediated by speeded IQ
tests, but applies equally to so-called powertests.
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All these findings, replicated many times over, favor somesort of ‘speed of
mental processing’’ theory, except number 3 which cannoteasily be accommo-
dated by such a theory. There is, of course, a contingencyrelation between speed
and variability of RT (great variability implies the presence of long as well as
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short RTs, and this precludes very low RTSon the average), but the contingency

is such that RTs should correlate higher, rather than lower, with g, as compared

with variability. We will return to this anomaly in connection with an alternative

theory later on.
Of equal interest and importance as work on RT has been the study of IT

(inspection time) (see Eysenck, 1986, and the symposium following this refer-

ence). Here, importance attaches to speed of perception rather than speed of

reaction, and the evidence may be summarized bysaying that there are correla-

tions averaging around .5 between IT and g. It is not yet known whether

variability of IT is highly correlated with g, but clearly this is an important

question requiring elucidation. However that may be,IT is an important contrib-

utor to any R? involving measures of DT and MT.
It is unfortunate that most experimenters have used the traditional stimulus in

IT studies (comparing a long with a short line); it seems reasonable to expect that

a slightly more complex stimulus would correlate more highly with IQ. Thus we

might ask subjects to compare twocircles, containing different numbersof dots,

the task being to identify the circle containing the most dots. Provided the task

was easy enough for even retardates to do successfully, if given enough time,

and did not last for more than 300 msec. to 500 msec. for average IQ subjects to

do, it does seem likely that correlations with IQ exceeding 0.50 would be

obtained. Systematic variation of stimuli should in any case throw muchlight on

the mechanics of the phenomenon in question. Correlations between different

versions of the IT paradigm could also be used to calculate multiple correlations.

A factor analysis of different DT, MT, and IT test scores would be an important

contribution to the IQ literature.

A ‘‘speed of mental processing’’ theory would predict most of the results

actually found. Cognitive processing must begin with perception (IT), go on to

central processing of the information gained (DT), and finally issue in some form

of action (MT). The main reasons the mental chronometry involvedis relevant to

IQ have been spelled out by Jensen (1982a, 1982b).

Essentially, it has been well established in cognitive psychology that the

consciousbrain acts as a one-channelor limited capacity information processing

system. As such, it can deal simultaneously only with a very limited amount of

information, and this limited capacity also restricts the numberof operations that

can be performed simultaneously. Speediness of mental processing is advan-

tageous in that more operations per unit of time can be executed without

overloading the system. Such operations may involve information entering the

system from external stimuli, or from retrieval of information stored in short-

term or long-term memory (STM or LTM).

Another advantageis that there is rapid decay of stimulus traces and informa-

tion, so that there is a clear advantage to speediness of any operations that must

be performed on the information while it is still available. Other advantages

involve the fact that in order to compensate for limited capacity and rapid decay
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of incoming information, individuals resort to rehearsal and storage of the
information into intermediate or long-term memory, which has relatively unlim-
ited capacity. But this processitself takes time, and therefore uses a general
capacity, involving a tradeoff between the storage and the processing of incom-
ing information. Total amountstored and processedis limited by the speed with
which these acts are accomplished.

Wethus have

a

fairly coherent theory of speed of mental processing underly-
ing essentially varied accomplishments of g. This theory, and the facts on which
it is based, are quite incompatible with Binet-type theories emphasizing educa-
tion, scholastic knowledge, and similar achievementsas basic to our conception
of intelligence. Inspection time, decision time, and movementtime in response
to extremely simple stimuli are obviously highly related to differences in
g-loaded tests, but they cannot be regarded as in any sense measures of crystal-
lized ability, of school learning, or similar types of achievement. Thetests are
quite novel for practically all subjects, requiring no former knowledge of any
kind, and the tasks involved are so simple that even low retardates can carry them
out given enough time. Yet multiple correlations between tests of this kind and
IQ tests are almost as high asare correlations between different IQ tests. Thisis a
fact that requires explanation,andit is difficult to see how one canarrive at such
an explanation in terms of orthodox theories emphasizing learning and educa-
tional achievement.

It could be argued, and it has been argued, that perhaps reaction and inspec-
tion time experiments do not give us a direct insight into brain function. If this is
true, different forms of EEG measurement may be used to gain some more
insight into the psychophysiology of intelligence (Eysenck, 1982: Eysenck &
Barrett, 1985). The study of the EEGitself has provedrelatively disappointing,
until recently, when computer methods of analysis became available. Gasser and
his associates (Gasser, Lucadon-Miiller, Verleger, & Bacher, 1983; Gasser,
Mocks, Lenard, Bacher, & Verleger, 1983; Gasser, Mocks, & Bacher, 1983)
have been most successful in demonstrating that correlations of the order of .5
can be obtainedin this field, using variables the choice of which waspredicted in
terms of a genuine theory. However, most work has been done in relation to
evoked potentials, following the early work of Ertl (1973) and Ertl and Schafer
(1969). These studies have been extensively reviewed elsewhere (Eysenck &
Barrett, 1985) and Eysenck (1986b). The essential breakthrough occurred when
the Hendricksons (A. E. & D. E. Hendrickson, 1980; A. E. Hendrickson, 1982:
D. E. Hendrickson, 1982) put forward a novel theory to account for existing
facts, and predict novel ones. Based on a physiological theory of information
processing through the cortex, the Hendricksons argued that individuals with
neuronal circuitry that can best maintain the integrity of stimuli will form
accessible memories faster than those individuals whose circuitry is more
““noisy.’’ In addition, for individuals of low neuralintegrity, it will be impossi-
ble to acquire complex or lengthy information, as the total information content
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can never be stored in a meaningful way, and no accessible memory can be

formed. The integrity of neuronal circuitry is essentially dependent on errorless

information processing; the more errors occur (possibly at the synapse) the

‘‘noisier’’ will be the circuitry. IQ, on this hypothesis, should be a function of

the integrity of the circuitry, or the absence oferrors; the fewererrors, the higher

the IQ.

Two measures were derived on the basis of this reasoning, which should

correlate with psychometric test intelligence scores, given that such test perfor-

manceis related to neural transmission integrity. The first measure would be the

complexity of the waveform, assessed by measuring the contour perimeter of the

AEP waveform, a measure originally called the ‘‘string’’ measure, after an early

way of measuring this contour perimeter. The second measure would be the
variance at each point across a numberof stimulus waveform epochs. The more

intelligent the individual, the longer the contour, and the lower the variance.

These two measures would be expected to correlate reasonably well, since they

both derive from the same fundamental property of errors in transmission. We

thus have a rational measure that can be objectively quantified and correlated

with intelligence.
The results of a large-scale study of 219 schoolchildren, using the WAISas a

measure of IQ, gave very positive results which are shown in Table 1.1. The

correlations among the WAIS IQ andstring, variance, and composite AEP

measures are .72, —.72, and — .83, respectively. These data are impressive, but

Table 1.1. Relationship between the EEG Measures
and the WAIS Subtests
 

 

Full Full

Variance WAIS /Q WAIS /Q

minus (current (published

WAIS test Variance String string study) data)

Information — .64 55 — .68 .80 .84

Comprehension — .50 .53 — .59 14 72

Arithmetic —.57 .56 — .65 19 70

Similarities — .69 54 —.71 84 .80

Digit span — 54 49 — 59 71 61

Vocabulary — 57 .62 — .68 19 83

Verb total — .69 .68 —.78 95 .96

Digit symbol — .28 32 — .35 .45 .68

Picture completion —.47 52 —.57 .67 14

Block design — .50 .45 — 54 70 72

Picture arrangement — 36 45 — .46 54 .68

Object assembly — 32 45 — 44 55 .65
Peformancetotal — 53 53 — .60 .69 93

WAIS total —.72 12 — 83 1.00 1.00
 

Note: From A Model for Intelligence (p. 205) by H. J. Eysenck, 1982, New York:
Springer. Copyright 1982 by H. J. Eysenck. Reprinted by permission.
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even more important is a calculation reported by Eysenck and Barrett (1985).
What is claimed in the Hendrickson theory is that the combined (variance minus
string) measure of AEP is a physiological cause of differences in IQ. A factor
analysis was carried out, using the 11 WAIS scales and the composite AEP
score; only one general factor was extracted to represent, in a direct form, the g
factor commonto all the tests. On this factor, the AEP measure has a loading of
./7. We argued that if the general factor obtained from the intercorrelations
between all the subtests of the Wechsler is our best index of intelligence, and if
the AEP composite measure represents a good measure of intelligence, so
defined, then we would expectthe factor loadings on the 11 WAIS subtests and
the correlations of the subtests with the AEP composite measure to be propor-
tional. Using measures uncorrected and corrected for attenuation, we found that
as far as the correlation between factor loadings and composite measure are
concerned, the correction makeslittle difference; rho is .95 for the uncorrected
values and .93 for the corrected values. Proportionality, therefore, is almost
perfect and strongly supports the view that the AEP is a true measure of
intelligence.

The Hendrickson paradigm, which has been replicated successfully several
times, is not the only onein the field. Anotheris the Schafer paradigm (Schafer,
1982). On the basis of well-established facts, he argued that there is a modulation
of AEPs, manifested as a tendency for unexpected or ‘‘attended’’ stimuli to
produce AEPsof larger overall amplitude, compared with those generated using
stimuli, the nature and timing of which is known by the individual. Schafer has
extended the scope of this empirical phenomenon, hypothesizing that individual
differences in the modulation of amplitude (cognitive neuroadaptability) will
relate to individual differences in intelligence. The physiological basis of this
relationship is hypothesized to be neural energy as defined by the number of
neuronsfiring in response to a stimulus. A functionally efficient brain will use
fewer neurons to process a known stimulus, whereas for a new, unexpected
stimulus, the brain will commit large numbers of neurons. This theory has
received good support, with correlations with IQ ranging into the eighties.

It is interesting to note that Schafer’s hypothesis and results can be explained
in terms of the Hendricksons’ theory. Processing errors would be expected to
delay recognition of repetition essential to adaptation; hence, the loss of AEP
amplitude with repetition (adaptation) would be less in low IQ thanin high IQ
subjects. The evidence suggests this is indeed so, and that the two hypotheses
make similar predictions.

Also successful has been a theory of Robinson (1982), which is based on a
complex theoretical analysis of the role of the diffuse thalamocortical system,
believed to act as a mediator of Pavlovian excitation. The theory is too complex
to be reviewedhere,but it has given results that again show the dependence of IQ
measures on cortical events.
We now seem to have two hypotheses furnishing us with causal theories

relating to differences in IQ. The first is the speed of information processing
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theory, the second the integrity of circuitry hypothesis. It may be suggested that

the results leading to the former theory may be explained even better by the

second theory; in other words, speed of processing is a function of circuitry

integrity. The argument may be developed along these lines. It is well known

that information is not processed along one channel, but along a large number,

and Sokolov (1960) has argued for the existence of a comparator which acts to

assess the incoming information andgivethe signal for the start of a reaction.If

the incoming information is incongruent, due to errors of information process-

ing, the comparator will have to wait for more information to come in, thus

delaying the process of reaction. Thus, speed of reactionis essentially a function

of errorless processing of information. It would be difficult to reverse the

argument; errorless processing cannot be explained in terms of speed of process-

ing.

Even more importantis a consideration of the facts that cannot be explained in

terms of speed of mental processing, particularly the importance ofvariability in

RT experiments. This is analogous to the variability in AEP experiments, and

can easily find the same explanation in terms of errors of processing. It is not

argued that the theory is necessarily correct, but merely that it seems to explain

all the available facts in a reasonable manner, and generates predictions that can

be tested; no more can we ask ofany theory.

The Hendricksons argued that the locus of the transmission errors would be

the synapse, but recent unpublished evidence from our laboratory seems to

negate that hypothesis. Barrett, Daum, and Eysenck (1990) studied the speed of

transmission in the ulnar nerve, and while not finding any correlation between IQ

and speed, we did find a highly significant negative correlation between vari-

ability of transmission speed and IQ. As there are of course no synapses

involved, it must be someother property of the neuromechanism that is responsi-

ble. Clearly the whole theory is in a very early stage of development and will

require much detailed experimental work to make it more specific.

The fact that the positive results of Hendrickson (1982) and Blinkhorn and

Hendrickson (1982) have been replicated several times (Haier, Robinson,

Braden & Williams, 1983; Robinson, Haier, Braden & Krengel, 1984; Caryl &

Fraser, 1985; Stough, Nettelbeck, & Cooper, 1990) is impressive, but two points

deserve mention. The first is that while positive overall results have been

reported, there are marked differences in particular findings. Thus, Blinkhorn

and Hendrickson (1982) found significant correlations only for the Matricestest,

but not for verbal tests; Hendrickson (1982) found higher correlations for verbal

than for nonverbal tests. Stough et al. (1990) found significant correlations only

for verbal and nonverbal Wechsler scales, not for the Matrices test. These and

other discrepancies may be due to the very variegated choice of tests, popula-

tions, stimuli, and methodologies used by different investigators; this variety

makes the positiveness appear particularly promising (positive results can be

obtained almost regardless of changing conditions) suggesting considerable ro-

bustness for the paradigm. But contradictory findings, for example, thatthere is
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a significantrelationship between IQ and the N140-P200 amplitude (Haieretal.,
1983; Robinson et al., 1984) or that there is not (Stough et al., 1990) require
some explanation. Clearly a more theory-oriented approach is required, with
special attention paid to paradoxical results like those mentioned.
A second pointto be stressed is the suggestion that different periods of the

AEP maybedifferentially related to IQ, as shown by Stoughetal. (1990). As
they point out, “‘that correlations vary from .38 to .86 when measured over
different durations of time suggests that there may be different events occurring
at different but precise times, with eachresulting in different effects on the string
length-IQ correlation. If this is the case, then future research will need to break
the string lengths into smaller components (especially within the lengths 100—
200 msec.) so that underlying processes can be isolated.’’ To which may be
added the suggestion that brain stem evoked potentials may be of particular
importance theoretically; they have been found in some unreported studies to
have quite high correlations with IQ.

One unfortunate featureof all this work is that most of the studies haverelied
on small and unrepresentative samples (with the honorable exception of the
Hendrickson study). Correlational analyses require hundreds ofsubjects in order
to give manageable standarderrors. Restricted range samples (e.g., students) are
easily available, but corrections are of doubtful value unless Samples are very
large indeed—with small sampleserrors multiply. These are all diseases of early
childhood, but they do make more difficult a proper understanding and inter-
pretation of the results obtained thus far.
An important aspect of biological intelligence often neglected is the bio-

chemistry of g (Weiss, 1986). This is concerned with glucoseandits uptake by
the brain; as is well known,glucose is an almost exclusive source of energy as far
as the brain is concerned. De Leonet al. (1983), Sinet, Lejenne, and Jerome
(1979), Soininen, Jolkkonen, Reinihainen, Halonen, and Riekkinen (1983), and
others have shown interesting relations, often quite close, between IQ and
glucose uptake. This is an importantarea deserving attention and development,
and which is discussed in Chapter 7 of this book.

DISCUSSION

It will be clear why we may regard the recent work on the physiology of
intelligence as producing a revolution in both theory and measurementofintel-
ligence (Eysenck, 1983). Whether we acceptthe particular theories discussed in
this chapter or not, it is clear that the results are quite incompatible with
traditional theories of intelligence, and that something new is required, more in
line with Galton’s original theories than with Binet’s.

Oneinteresting and important consequence that would follow from the theory
would be that if we seek to improve IQ,it is unlikely to be accomplished by
educational and other similar methods; the poor effects of the Head Start program
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are, of course, well known. Oneobvious wayofinfluencing the brain directly is

by vitamin and mineral supplementation, and Benton and Roberts (1988) have

recently shown that such supplementation, comparing the therapy group with a

control group, resulted in a significant increase in g,-, but not in g., just as would

be expected on a biological hypothesis. Similar results are being reported from

the United States (Schoenthaler et al., 1986, 1991), suggesting that increases in

IQ of between 10 and 20 points can be obtained even in children not obviously

undernourished. These are important consequences of a biological theory of

intelligence (Eysenck & Eysenck, 1991).

For a proper appreciation of this new model, a detailed consideration of the

empirical evidence is of course required, and the other chapters in this book are

devoted to such a consideration. The present chapter was intended to present

theoretical backgrounds of these recent developments, and present them in a

theoretical setting, to emphasize their importance for a better understanding of

the concept of intelligence. Just as the concept of the atom has changed dras-

tically over the past 100 years, so the conceptof intelligence has been changing,

and will no doubt continue to change. Such change does not mean that the

concept is scientifically valueless; quite the opposite. It is only if a concept

remainsstationary that it loses interest; new discoveries will constantly produce

changesin our conceptionsof the Universe and ourplacein it, and there are large

numbers of new empirical findings that need to be tested and brought togetherin

order to improve our conceptionofintelligence. No doubt the next few years will

continue to provide us with many problemsand, we hope, with somesolutionsas

well.
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INTRODUCTION

The Nature of Human Intelligence

The goal of this chapter is to elucidate the role of genetic and environmental

factors on humanintelligence. The problem of understanding humanintelligence

has been approached from several different perspectives (Sternberg, 1985). The

analysis that follows is based on the trait (individual difference) approach to
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intelligence. There are four major reasons for this choice. First, the bulk of the
evidence regarding genetic and environmental influence on intelligence has been
collected from this point of view. This body of data thus represents the equiva-
lent of a broad and deep research program (Eaves, Last, Martin, & Jinks, 1977;

Urbach, 1974a, 1974b). Second, the research program has been enormously
successful in explaining a wide range of phenomena about human mentalabili-
ties. Third, none of the findings from the other approaches contradict or refute
this approach. In some instances the other approachesprovide alternative per-
spectives on common questions, and in other cases they provide more detail
regarding the nature of underlying mechanisms. For example, the information-
processing approach to intelligence (Hunt, 1983; Sternberg, 1983; Vernon,
1987) is sometimes proposed as a replacement for the psychometric approach
because it supposedly explains away the problem ofintelligence. This is incor-
rect. Individual differences in information-processing mechanismsare subject to
precisely the same kind of study as ordinary mental ability measures (cf. McGue
& Bouchard, 1989); they simply represent a different level of analysis within a
broad reductionistic framework. Finally, the individual difference approach to
psychologicaltraits is highly consistent with evolutionary theory and is amenable
to all methods of quantitative analysis, forms of reasoning, and general concep-
tual analysis that have been discovered by biological scientists attempting to
understand the biological world. Put simply, the individual difference approach
assumesthat human behavioraltraits are largely subject to the same determinants
as are the traits and behaviors of other biological organisms. The individual
difference approach to intelligence takes the theory of evolution seriously.

There is still considerable controversy over specifics, but there is also a
widely shared view that mental abilities are best characterized in terms of a
hierarchy of abilities that can be approximated by higher-order factor analysis
(Carroll, 1988; Gustafsson, 1984; Marshalek, Lohman, & Snow, 1983). The

Gustafsson model probably incorporates the consensus more than does any other

and is shown in Figure 2.1.

This model is based on 16 tests given to some 1,000 sixth-grade children. A
series of a priori models, including oblique primary factors as suggested by
Thurstone, and second-order factors of the sort suggested by Cattell and Horn
(cf. Horn, 1985) were tested using LISREL. Gustafsson found that two orders
were necessary for a satisfactory fit and that a third-order factor was identical
with the second-order factor of fluid intelligence (thus the correlation of 1.00
from G to Gf). The two remaining second-order factors dealt with verbal and
figural content respectively. These factors were very similar to the Gc—
crystalized intelligence—and Gv—general vizualization—factors of Cattell and
Horn (cf. Horn, 1985). Factors at the next level represent primary factors of the
kind recommended by Thurstone and Guilford, such as Vizualization (Vz),

Spatial Orientation (S), Flexibility of Closure (Cf), Speed of Closure (Cs),

Cognition of Figural Relations (CFR), Induction (I), Memory Span (Ms), Vo-



THE GENETIC ARCHITECTURE 35

 

(.79)

(.23)

(.14)

   

  

  

05

(.46) uc

(.63)

(.35) xs

202 {(.28) ro

~32)

(.00) | 1.00
(.40)

Figure 2.1. Three-level model of the structure of cognitive abilities
suggested by the work of Gustafsson. (From Gustafsson, 1984; Reprinted

with permission of Ablex Publishing Corp.)
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cabulary (V), Verbal Achievement (Ve Ach), Mathematics Achievement (Ma

Ach). The numbers on the straight arrows can be read as standardized factor

loadings. The bidirectional arrowsrepresent correlations between factors neces-

sary to achieve an acceptable fit, but do not necessarily represent assumptions

about causation. Numbers in parentheses represent residual variances.

Ordinary higher-order factor analysis forces levels and it may in fact be the

case that factors actually fall along a continuum of referent generality (Mar-

shalek, Lohman, & Snow, 1983). Anyrealistic model will have complex links

between factors, as shown in Figure 2.1. Only a structure of this form would be

consistent with biological knowledge about the brain (Gazzaniga, 1989) and

knowledge of evolutionary processes. Biological structures are fortuitous adapta-

tions that build upon available resources. New structures do not arise anew in

response to novel problems. It should also be recognized that mental ability data

can be analyzed in a numberof ways and that mathematicalcriteria alone cannot

answerthe question “‘what are the fundamental humanabilities.’’ This question

may not need to be answered in order to develop a reasonably comprehensive

understanding of the genetic and environmental architecture of human abilities.

The majority of this chapter deals with findings relevant to the general cognitive
e¢ 99factor, or “‘g.

Behavior Genetic Methods

In the last 20 years there has been a striking changein theattitude of the scientific

community toward behavior genetics, and the comprehensive body of evidence

that has accumulated in support of the conclusion that most, if not all, human

individual differences are to some degree under genetic influence (Plomin, 1989,

1990; Snyderman & Rothman, 1988). That war has been won with respectto the

construct of intelligence (Scarr, 1987) and only a few skirmishes remain with

respect to the other domainsof individual differences. There has not, however,

been sufficient recognition by nonbehaviorgeneticists that research on environ-

mental influences on behavior is most productively pursued in the context of a

genetic analysis. In the domain of developmental psychology, for example,

almost every interesting question can be more productively investigated in the

context of an adoption or a twin study (Plomin, 1986). Overwhelming evidence

now demonstrates that almostall personality traits are more significantly influ-

enced by genetic factors than by any single or group of environmental factors.

Moreinterestingly, the critical environmental factors appear to be quite different

from those that personality psychologists traditionally emphasized (Loehlin &

Nichols, 1976; Tellegen et al., 1988). In addition, the genetic and environmental

architecture of personality differs from trait to trait (Eaves, Eysenck, & Martin,

1989). There is also striking evidence that psychological interests are influenced

by genetic factors (Nichols, 1978; Grotevant, Scarr, & Weinberg, 1977). Final-

ly, recent evidence supports the conclusion that social attitudes are influenced
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by genetic factors (Eaves et al., 1989; Martin et al., 1986; Waller, Kojetin,
Bouchard, Lykken, & Tellegen, 1990). The lesson is absolutely clear; behavior
genetic methods should become the norm in psychological research, not the
exception (cf. Lykken, 1982).

Path analysis is a powerful andrelatively straightforward toolfor illustrating
the logic underlying behavior genetic methodology (Loehlin, 1987, 1989).
Figure 2.2 showsfive different path diagrams. The notation is as follows: Items
in circles indicate underlying latent variables, items in boxes indicate measurable
phenotypes (scores) for the kinships indicated (i.e., MZ, is the score, on thetrait
under consideration, for the first member of a twin pair), G = genotype, E =
environment, UE = Unique (unshared) environment, CE = Common (shared)
environment, h, c, e = genetic, shared environmental and unshared environ-
mental paths.

Diagram (2a) shows two unrelated individuals reared apart (URA). The
phenotype of each individual is influenced both by their genotype and bytheir
environment. That is, the single-headed arrows denote causal influences, with

(a) (b)

Unrelated h h Unrelated

Uncorrelated Correlated
Environments Environments

     

(d) roec= 1.66

(c)

Unrelated
Together

Together

Figure 2.2. Path diagrams for unrelated individuals reared in
uncorrelated and correlated environments, unrelated individuals reared

together and identical twins reared together and apart.
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lower-case letters representing the degree to which the phenotypic standard

deviation is a function of the variability in the latent causal entities. On the

assumption that genotypes and environmentsare uncorrelated, the variance for a

population of unrelated individuals would be the sum of the environmental

deviations from the mean squared and the sum ofthe genetic deviations from the

mean squared. These two individuals are reared apart; consequently there are no

arrows connecting any of the causal forces. For a randomly selected group of

such individuals the correlation between their phenotypes must therefore be zero.

Diagram (2b) displays a modified version of the situation discussed in dia-

gram (2a). In this instance, the reared-apart individuals have been placed in

correlated environments, as shown by the two-headed arrow. Note that the

environmental variable for which there is a correlation must be trait-relevant.

That is, the environmental variable must be causally linked to the phenotype.

The correlation expected between the phenotypes of these unrelated individuals

reared apart, but placed in (trait-relevant) correlated environments, is estimated

by the equation

Tu = Tee *

Diagram (2c) showsthe path diagram for unrelated individuals reared together

(URT). In this instance the two individuals are linked only by a shared environ-

ment. The correlation between the phenotypes of these unrelated individuals

estimates the shared environmental variance (r,, = c*). Note the use of the term

shared rather than family environmental influence. Siblings and/or twins reared

in the same family will, on average, share a variety of influences from outside

the home (e.g., schools, neighborhoods, etc.) by virtue of having been raised in

the same family. These influences are not, however, familial. All familial effects

need not be shared.

The two equationsthat have been presentedillustrate some of the rules of path

diagrams. A path can be drawn from one phenotype to another through a

common cause in only one direction and the terms of the path are multiplied.

Diagram (2d) shows the path diagram for monozygotic twins reared apart

(MZA). The correlation between such twins estimates the variance due to

heredity r,,,, = (h * h) or more conventionally r,,,, = h’. In the case of dizygotic

twins (DZ), the correlation between genotypesis .5 (in place of 1.00) and rg, =

.5h*. Thus, the correlation betweenidentical twins reared apart directly estimates

the heritability of a trait.

Diagram (2e) showsthe path diagram for MZ twins reared together (MZT).

The correlation for such twins estimates the variance due to both heredity and

commonenvironmentas r,,, = (1 * h*) + (c *c) or more conventionally ty =

(h? + c’). In this case, the correlation is the sum of two paths. In the case of DZ

twins, the correlation between genotypes is .5 (in place of 1.00) and ry, = (.5h*

+ c’).
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If enough kinships are available a model becomes overdetermined, with more
observed correlations than free parameters. This allows sufficient degrees of
freedom for maximumlikelihood or least squarestests of the goodness-of-fit of
the observed data to the model.

Principal Issues in the Causes of Variation in Intelligence

If behavior genetic methods are to become the norm a broad frameof reference
for guiding research would be useful. Eaves (1982) has provided such a general
frameworkfor behavior genetics. Table 2.1 is an expanded and modified version
of the one provided by Eaves (1982) andattemptsto reflect the current consensus
on these issues. This chapter is to some extent organized aroundthis table. The
table is quite rich in content. What was oncethe primary question involvedin the
genetics of intelligence ‘‘Is the trait influenced by genetic factors?’’ is no more
that a prolegomenon.Indeed, no investigator should Carry out a research project
solely aimed at determiningifa trait is under genetic influence. If the design does
not attemptto throw light on a more complex question regarding the genetic and
environmental architecture of the trait it probably should not be executed. Well

Table 2.1. Major Questions Regarding Sources of Variance
in Intelligence (modified from Eaves, 1982).eee

eeeeee

A. Genetic sources of variation
1. To what extent is the trait influenced by genetic factors?
2. What kind of gene action is involved?

a. Additive?
b. Dominant?
c. Epistatic?
d. How manyloci are involved?

3. Is there sex-limitation or sex-linkage?
B. Environmental sources of variation

1. Is the environmental variation social or physical?
2. Is the environmental variation largely due to chance?
3. Is the environmental variation due to shared familial factors oris it largely

due to idiosyncratic factors?
C. Joint genetic and environmental influences

1. What is the role of developmental factors? Does the role of genes change
over time?

2. Are there any genetic x environmentinteractions?
3. Are there any gene - environment correlations?

D. Assortative mating
1. Is assortative mating due to active phenotypic assortmentoris it due to

social homogamy?
2. Are there sex differences in mate preference?

E. Selection

1. Whatsort of selective forces were at work on our primate ancestors during
the evolution of the homonid line?

—_—_—_——

OO
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executed designs will allow a test of the question ‘‘is it genetic?’’ as a part of the

exploration of more detailed issues.

A strikingly successful example of the implementation of the research pro-

gram outlined in Table 2.1 in the domain of personality can be found in Eaveset

al. (1989).

SOME PRELIMINARIES

Meta-analysis of the Evidence

The focus of most of the data presentation in this chapter is on aggregated data—

that is, groups of studies of the same type are aggregated in order to enhance

empirical cumulativeness (Hedges & Olkin, 1985). The alternative is to carry out

a nitpicking evaluation of each study separately. Individual studies must each be

evaluated, but an overemphasis on the idiosyncrasies of individual studies is not

an informative enterprise (see the pseudoanalysis of placement bias below). The

emphasis mustbe on replications and evaluation of error and bias in a systematic

manner, rather than on an idiosyncratic basis (Bouchard, 1983). Psychologists

and behavior geneticists have been loath to discard data or trim distributions.

This may prove to be a mistake (Hedges, 1987). One of the best examples of a

metaanalysis of the IQ and genetics literature is the evaluation of sibling and

parent—offspring correlations by Caruso (1983). The data analyzed by Caruso are

shownin Figure 2.7 which appearslater in this chapter. Both sets of correlations

exhibit considerable variability. Following Glass, McGaw, and Smith (1981)

and Hunter, Schmidt, and Jackson (1982), Caruso corrected the variance in these

correlations for sampling error, test reliability, and range restriction. For the

parent-offspring correlations all variation about the mean of .57 could be ac-

counted for by sampling error, test reliability, and range restriction. The sibling

correlations yielded a mean value of .51 with a S.D. of .11 when similarly

corrected. All variation could not be explained by these three factors. Explora-

tion of the effects of sample mean IQ, mean sample age, and racial composition

did not provide an explanation of the remaining variability. We are left with

some interesting questions. Why should parent—offspring correlations be higher

than sibling correlations? Siblings are raised contemporaneously, whereas par-

ents and offspring belong to different cohorts and have often been measured with

different tests. What additional factors moderate sibling correlations, but not

parent—offspring correlations? Answers to these questions might involve inade-

quate or biased sampling of populations, developmental effects, and so on.

Placement and other Biases

Adoption studies are one of the most important sources of evidence of genetic

influence on IQ. Placement bias is probably the most widely cited criticism of
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adoption studies. Prominent examples of such criticisms can be found in Farber
(1981), Kamin (1974, Chapter 3); Lewontin, Rose, and Kamin (1984, pp. 106
114) and Taylor (1980). As discussed later, the claim of placementbiasis often
brought against the evidence provided by studies of twins reared apart. A
detailed treatment of the logical structure underlying this criticism is useful.

Critics who cite the possibility of placement bias as an artifact in adoption
studies write as if they had disproved the findings being reported, or had
explained them away, and that the burden of proof has now shifted to the
investigator claiming a genetic effect. Given the available evidence, however,
the situation is quite different. If we unpack the assumptions underlying the
placementbias argumentthey prove to be quite demanding and highly unlikely to
be met. Consequently, it is not a surprise that, when examined carefully,
placement is muchless of a problem than has been assumed. Figure 2.3 below
showsthe effect of selective placement on the MZA correlation fortrait-relevant
environments with three different levels of effect, under the assumption of zero
heritability. It is simply a graphic representation of the path model in Figure
2.2b. The three coefficients that have been plotted reflect three possible levels
for the e path or the powerofthe variable to influence the trait. Three values (.3,
-4 and .5) are shown.The true value of this coefficient must be established in an
adoption context where heredity and environmentare unconfounded. The degree
of placementis shown along the horizontal axis. The most striking feature of the
chart is the modest MZA correlations expected even when there is considerable
placementona trait suspected to have causal influence (at least as evaluated by
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Figure 2.3. Effect of selective placement on MZA correlations on the
assumption of zero heritability.
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current standards). Thus, even if e = .5 and the placementis .5 (both high

values by current standards) the expected MZAcorrelation is .125. Bouchard,

Lykken, McGue, Segal, and Tellegen (1990) have published placementcoeffi-

cients for MZA twins on a numberof environmental variables for the Minnesota

sample of twins reared apart, as well as measuresofthe trait relevance of these

variables and their contribution to the MZAcorrelations for WAIS IQ. The data

are Shown in Table 2.2.

There are three measures of parental status (Father’s Education, Mother’s

Education, and Father’s SES), Four measures of Physical Facilities of the home

(Material Possessions, Scientific/Technical Possessions, Cultural Possessions,

and Mechanical Possessions) and two measures of self-reported child rearing.

The placementcoefficients (corrected for age and sex) are displayed in the first

column. Thetrait relevance of each characteristic is shown in the second column.

There are somestrong placement effects. However, only two of the environmen-

tal factors are trait-relevant. The third column showsthe contribution of place-

mentto the MZAcorrelation. The largest value is .032. A similar analysis of the

contribution of placement to MZA and DZAsimilarity in special mentalabilities

can be found in McGue and Bouchard (1989). The message here is that both

placement and the effect size must be very substantial before the observed

correlation between reared-apart relatives is increased beyond trivial level.

Criticisms of the twin and adoption literature advanced by Kamin, Taylor, and

others thus require a substantial burden of proof before they can be taken

seriously.

Table 2.2. Placement Coefficients for Environmental Variables,

Correlations Between IO and the Environmental Variables and Estimates

of the Contribution of Placement to Twin Similarity in WAIS IQ

Correlation between Contribution of

MZA !Q and Placement Placementto the

Similarity variable MZA Correlation

Placement Variable (Rs) (rie) (Ry*1744)

SES Indicators

Father’s Education .134 .100 .001

Mother’s Education .412 — .001 .000

Father’s SES .267 .174 .008

Physical Facilities

Material Possessions .402 .279* 032

Scientific/Technical .151 — .090 .001

Cultural — .085 — .279* — .007

Mechanical .303 .077 .002

Relevant Moos Scales

Achievement 11 —.103 .001

Intellectual Orientation 27 .106 .003

*r, significantly different from zero at p < .01.
From Bouchardet al. 1990; Reprinted with permission of the American Association for
the Advancement of Science.
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Consider anotherrelated criticism that has repeatedly surfaced regarding the
similarity of MZA twins in IQ.It is asserted that ‘people treat children as more
or less bright and capable according to whether they look bright or not and this
treatment affects the child’s actual performance (the Pygmalion effect).’’ Since
MZAtwins look so muchalike, this effect is purported to explain why they have
similar adult IQs. If we unpack the assumptions of this claim, we find that (a)
there must be high interrater agreement in judging the brightness of young
children from their appearance (otherwise the twosets of adoptive parents would
not treat both twins in the same way); (b) adoptive parents will persist in
evaluating their adoptive child’s brightness on the basis of his or her looks, in
spite of growing acquaintance with his/her behavior; (c) identical twins reared
apart are sufficiently similar in appearance so that they are treated in a highly
similar manner; and (d) differential treatment based on such assessments can
move the IQ of individual twins up or down overthe entire normal range of IQ
variation. If any one step in the chain is weak the overall effect is highly
attenuated. Unless all four of these hidden assumptions can be quantitatively
substantiated at a rather high magnitude, they carry little force. Thus thecritic
who proposes such an explanation carries a considerable burden of proof and
should cite all the evidence necessary to make the case. Burks and Tolman
(1932) long ago showedthat physical resemblancein sibling pairs was unrelated
to resemblance in IQ.

The Pseudoanalysis of Kinship Data

An entire industry has evolved up aroundthe reanalysis of kinship data, partic-
ularly the large body of published data on identical twins reared apart. Some
typical conclusions based on these analyses are given below.

To the degree that the case for a genetic influence on IQ scores rests on the
celebrated studies of separated twins, we can justifiably concludethat there is no
reasonto reject the hypothesis that IQ is simply not heritable. (Kamin, 1974, p. 67;
cf. also Kamin in Eysenck & Kamin, 1981, p. 154; Lewontin, Rose, & Kamin,
1984, pp. 106-110)

My ownevaluation,particularly of the allegedly scientific analyses of the IQ
data, is more caustic. Suffice it to say that it seems that there has been a great deal
of action with numbers but not much progress—or sometimes not even much
common sense. (Farber, 1981, p. 22)

In sum,given the available methods and data, there once again appearsto be no
compelling reason to postulate the existence of any genes ‘‘for’’ intelligence.
(Taylor, 1980, p. 111)

These conclusionsareall invalid. Unfortunately many otherwise well trained
and well informedscientists with no expertise in behavior genetics have taken
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them seriously. These criticisms must, therefore, be consideredseriously, if only

briefly. Bouchard (1982a, 1982b, 1983, 1987) has dealt in detail with what he

calls the pseudoanalysis of the MZA twin literature by Farber, Kamin, and

Taylor (see also Fulker, 1975; Jackson, 1975; Mackintosh, 1975; Scarr, 1976).

The following discussion draws from these sources. Pseudoanalysis is defined by

Bouchard (1982a) as follows:

The data are subgrouped using a variety of criteria that, although plausible on

their face, yield the smallest genetic estimates that can be squeezed out. Statistical

significancetests are liberally applied and those favorable to the investigator’s prior

position is emphasized. Lack ofstatistical significance is overlooked whenit is

convenientto do so, and multiple measurements of the same construct (constructive

replication within a study) are ignored. There is repeated use of significance tests

on data chosen post hoc. The sample sizes are often very small, and the problem of

sampling error is entirely ignored. (p. 190)

Following up on numerous, casual analyses by Kamin (1974), Taylor (1980)

carried out a ‘‘systematic’’ analysis designed to discredit the MZA data. It

should be noted that his reanalysis was not conducted blindly. That is, classifica-

tion of twins into groups separatedlate or early in life; reunited or not reunited in

childhood; reared by relatives or nonrelatives; and reared in environments of

strong similarity, or weak similarity was done with knowledge of the twins’ IQ.

These groupings appearto be simple and nearly dichotomous,but they are not;it

is quite possible for systematic bias to affect the classification process. In

addition, the sample sizes within classes are tiny and the reclassification of one

case can have a profound effect on a correlation. In order to avoid controversy

overthe classification of cases, Bouchard (1983) accepted Taylor’s classification

of cases and simply asked what would happento the conclusionsif the appropri-

ate correlation (intraclass, as opposed to double entry used by Taylor) and the

alternate tests used in the studies examined by Taylor were analyzed (construc-

tive replication, Lykken, 1968).

According to Taylor (and many others):

The similarity in educational, socioeconomic, and interpersonal environments,

referred to here as social environment, is a central reason why monozygotic twins

regarded in the professional literature as separately raised reveal similar IQ scores.

MZ twin pairs who havehad similar social environment(such as similar schooling)

have similar [Qs, and twin pairs who haverelatively different social environments

(especially different schooling) have different IQs. (p. 92)

The data are shown in Table 2.3. Taylor’s classification yields a weighted

average correlation of .85 for twins reared in strongly similar environments and

.46 for those reared in minimally similar environments (a difference of almost

.40). The analysis, using the more appropriate intraclass correlation, yields
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Table 2.3. Comparison of MZA Double Entry and Intraclass Correlations
for Twins Reared in Two Types of Social Environments and Intraclass

Correlations for Constructive Replication

$$

OEE

Eee

Environmental Classification

 

Strong Similarity Minimal Similarity All cases

Study and test r N r N r N

 

Computed by Taylor—Double Entry Correlations

ee

SSeS

eeeannee

Shields (raw scores) 89 27 .45 10 J7 37
Newmanetal. (S—B) 91 12 36 7 .67 19
Juel-Nielsen (W-B) 562 7 63> 5 .62 12
Weighted Average 85 46 .46 22 72 68

_easoO

eee

Same Cases as Above—Intraclass Correlation

OE

Eee

 ———eee——Ee_ess_

Shields (raw scores) 89 27 50 10 J7 37
Newman,et al. (S—B) 92 12 .43 7 .68 19
Juel-Nielsen (W-B) 61 7 .69 5 64 12
Weighted Average .86 46 52 22 72 68$e
Weighted Average
NF&H and Juel-Nielsen 81 19 54 12 .66 31
oe

Constructive Replication, New Tests, Same Cases—Iintraclass Correlation

eee

ee

eeeteEECA

Newmanetal. (Otis) 91 12 .50 7 14 19
Juel-Nielsen (Raven) 27 7 .98 5 +7 12
Weighted Average .67 19 70 12 75 31rr

es

"Taylor reports .66. The correct double entry value is .56.
*Taylor reports .50. The correct double entry valueis .63.
(From Bouchard, 1983; Reprinted with permission of Ablex Publishing Corp.)

figures of .86 and .52 (astill large difference of .34). The findings, however,
totally fail to replicate when thealternate tests used in the Newman, Freeman,
and Holzinger (1937) and Juel-Nielsen (1980) studies are employed in the
analysis (Shields’ scores are based on two tests and no independentreplication
was available). The finding even slightly reverses itself. Twins reared in mini-
mally similar environments show a correlation of .70, hardly different from the
overall correlation of .72 for the entire sample. Clearly, Taylor’s hypothesis is
totally refuted. The implausible correlations of .89, .91, and .98 in the table
should warn any alert reader that these results are due to capitalizing on large
chance variations that are a consequence of very small sample sizes.

According to Taylor, ‘‘Reunion priorto testing is clearly a potential source of
environmental similarity, to which any similarity in IQ can atleast in part, be
attributed’ (p. 88). It should be made clear that having been reunited in
childhood is not the same as having lived together continuously until leaving
one’s family after being reunited. As Taylor puts it, ‘‘After their initial Separa-
tion from either one or both of their natural parents, they were brought back
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together, either into a single family under the sameroof, or by meansof frequent

visits to their respective adoptive families’ (p. 87).

Table 2.4 showsthe result of Taylor’s analysis and the Bouchard analysis.

Taylor finds that, on average, the twins who were reunited yield a weighted

average correlation of .84 while those not reunited yield a correlation of .53, a

difference of .31 in favor of his hypothesis. The use of intraclass correlations

yields values of .85 and .57 respectively. If we look only at the Newman,

Freeman, and Holzinger (1937) and Juel-Nielsen (1980) data the numbers are

much the same (.82 and .56). This finding does not, however, replicate very

well. The constructive replication yields values of .82 and .68. The value of .68

for twins not reunited certainly does not differ materially from the value of .72

for all twins combined. Being reunited in childhood could,at best, explain only a

small fraction of the similarity.

Taylor hypothesized that twins having been reared by relatives should be

moresimilar than those reared by nonrelatives. Table 2.5 displays the analysis of

Table 2.4. Comparison of MZA Double Entry and Intraclass Correlations

for Twins Classified by Taylor as Reunited or Not Reunited in Childhood

and Intraclass Correlations for Constructive Replication

ee

A
S

Reunion Classification

 

a

TTTeT

Reunited Not Reunited All cases

Study and Test r N r N r N

Computed by Taylor—Double Entry Correlations

Shields (raw scores) 862 27 55a 10 77 37

Newmanetal. (S—B) 87 11 51 8 .67 19

Juel-Nielsen (W-B) .67 6 51 6 .62 12

Weighted Average 84 44 53 24 72 68
SE

Same Cases as Above—lIntraclass Correlation

Shields (raw scores) .86 27 59 10 77 37

Newmanet al. (S—B) .88 11 56 8 .68 19

Juel-Nielsen (W-B) 72 6 57 6 .64 12

Weighted Average 85 44 57 24 72 68
SS

Weighted Average

NF&H and Juel-Nielsen 82 17 .56 14 .66 31

Constructive Replication, New Tests, Same Cases—Intraclass Correlation

Newmanet al. (Otis) .82 11 .64 8 14 19

Juel-Nielsen (Raven) 82 6 73 6 77 12

Weighted Average 82 17 .68 14 15 31

acca

i

nnn

Taylor transposed his correlations for Shields raw scores and transformed scores.

These are the double entry correlations for the raw scores reported by Taylorin his

appendix.
(From Bouchard, 1983; Reprinted with permission of Ablex Publishing Corp.)
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Table 2.5. Comparison of MZA Double Entry and Intraclass Correlations
for Twins Classified by Taylor as Definitely Related or Not Related

and Intraclass Correlations for Constructive Replication

Rearing Classification

Definitely Related Not Related? All cases

Study and Test r N r N r N

Computed by Taylor—Double Entry Correlations

Shields (raw scores) 83 29 45 8 77 37

Newmanetal. (S—B) .66 11 .665 8 .67 19

Juel-Nielsen (W-B) .56 8 59 4 .62 12

Weighted Average 75 48 56 20 72 68

Same Cases as Above—intraclass Correlation

Shields (raw scores) .84 29 .50 8 77 37

Newmanet al. (S—B) .69 11 .69 8 .68 19

Juel-Nielsen (W-B) .60 8 .67 4 .64 12

Weighted Average J7 48 61 20 72 68

Weighted Average

NF&H and Juel-Nielsen .65 19 .68 12 .66 31

Constructive Replication, New Tests, Same Cases—Intraclass Correlation

Newmanetal. (Otis) 73 11 15 8 74 19

Juel-Nielsen (Raven) 57 8 81 4 77 12

Weighted Average .66 19 7 12 75 31

«Taylor uses the heading ‘‘Possibly related’’ which | believe is misleading.
bTaylor reports .76 for Newman, et al. This figure is a typographical error. | have
replaced it with the correct value of .66. The weighted average consequently changes
from .61 to .56.
(From Bouchard, 1983; Reprinted with permission of Ablex Publishing Corp.)

these data for this moderator variable. The results require no discussion as they

parallel the finding for similarity in social environmentvery closely. Theinitial

analysis supports the hypothesis, but the replication actually reverses the initial

finding with twins having been reared by nonrelatives being more similar than

those reared by relatives.

Taylor conducted a similar analysis of MZA twins who were separatedlate

(>6 months) vs. those separated early (<6 months). The results suggested that

age of separation has no effect on IQ similarity. Interestingly enough, the

constructive replication did show an effect. Given that the results were incon-

sistent it was concluded that there was little real evidence for an effect.

Before leaving these data it is appropriate to question the plausibility of most

of what Taylor has doneas well as to question the reasonablenessof his proposed

explanations. Consider the purported correlation of .84 for twins reared apart but

reunited in childhood; we are expected to believe that contact between the twins
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caused the similarities: yet out of 69 correlations reported for siblings reared

together during all of their formative years (Bouchard & McGue, 1981, see

below), the averagecorrelation is .47, only | is larger than .84 and it is an outlier

based on a tiny sample. Yet Taylor, like Kamin and others, is willing to believe

that twins reared apart and partially reunited can easily become as similar as

identical twins reared together all their lives! Furthermore,it is difficult to see

why DZ twins are not far more similar than they are and why psychologists have

had so muchdifficulty enhancing IQ overall these years (Spitz, 1986a, 1986b).

Farber (1981) has made similar phenomenally implausible claims based on

her analysis of the MZA data. Farber used two methods of estimating the effect

of contact between the reared apart twins. When the effect of contact, estimated

by these methods, is removed from the MZAcorrelations, figures of .45 and .48

are obtained for the female MZA twins andfigures of .48 and .60 are obtained

for the male MZA twins. She therefore claims:

It appears that environmental factors associated with degree of contact between

twins account for approximately 20 to 25 percent of the variance in IQ scores. If

G-E correlation were taken into account (our analysis assumes no G-Ecorrelation),

as well as other factors such as prematurity, selection procedures, and so forth, the

correlation or heritability estimates would be even lowerthan the approximately 48

percent suggested here. (p. 196)

This conclusion depends, in large part, upon a remarkable sex by separation

interaction. For the sexes combined, with separation partialed out, the correla-

tions yielded by the two methodsare .67 and .76 (no effect due to separation).

Farber does note that ‘“combining subsamples of males and females obscures

differences that are present and maygive a misleading impression of normality

and high heritability’ (p. 197). She fails, however, to unpack an important

assumption underlying this conclusion. Her results can only be true if the

environment works in opposite directions for males and females. We do, how-

ever, find a recognition of this assumption in Appendix E of her book: ‘‘In these

tables the tendency for those pairs who experiencedthe greatest degree of contact

to havethe least difference in IQ scores, i.e., to be most similar in IQ,is readily

observed for females. The opposite trend is noted for males.’’ Is it at all plausible

that degree of contact is an environmental variable that changesthe IQs of female

in one direction and the IQs of males in another direction? There is no evidence

in the psychological literature to remotely support such a conclusion. It seems far

more probable that existing differences in IQ and other differences related to IQ

might influence whether males and females remain in contact. The possibility

that the findings are due to chanceis even more likely. Note that Taylor (1980)

also made strong claims for a reunion effect and ignored sex differences. Both

approachescannotbe true and neither position makes psychological sense. These

analyses clearly highlight the danger of picking out so-called plausible environ-

mental effects and pseudoanalyzing the data. Bouchard’s (1983) detailed criti-
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cisms of Taylor’s work has yet to be refuted or cited by critics of the MZA data
(cf. Lewontin, Rose, & Kamin, 1984; Schiff & Lewontin, 1986).

Recruitment Bias

Recruitment bias, particularly in twin studies, has been a serious concern of
investigators in the IQ domain for sometime (cf. Lykken, McGue, & Tellegen,
1987). Tambs, Sundet, Magnus, and Berg (1989) have shownthatbias in genetic

and environmental parameters based on twin studies that depend on recruitment
is likely to be very small for questionnaire data on education, socioeconomic
status, and other variables highly correlated with IQ, as well as for IQ itself.

Morerecently Neale, Eaves, Kendler, and Hewitt (1989) have shown that under

conditions that characterize participant recruitment (i.e., soft selection, where
the probability of including a pair varies over the range of the character), biased
estimation may be less of a problem than previously thought.

Reliability

Correlations between relatives should be compared with reasonable reliability
and stability estimates, rather than with a correlation of 1.00. Thereliability and
stability coefficients of even well developed, individually administered intel-

ligence tests are not as high as many people believe. Parker, Hanson, and
Hunsley (1988) report an estimated reliability (internal consistency) of .87 (95%

confidence interval of .86.—-88) for the Wechsler Adult Intelligence Scale, based
on 12 studies and 1,759 subjects, and an estimated stability (retest) of .82 (95%

confidence interval of .73—.88), based on four studies of 93 subjects. Retherford
and Sewall (1988) recently reported a retest correlation of .81 for 336 students

for the Henmon-Nelsontest (a group IQ test) administered in the freshman year
and readministered in the sophomore year. They also reported a split-half
reliability of .89 and an alternate form reliability of .89. It would seem that the
highest possible correlation in a study of MZ twins with a reasonably sized
sample would be about .89. The median correlation for identical twins reared
together in the review by Bouchard and McGue (1981) is .86. As shown below,
three recent studies of adult identical twins reared together (the only such studies
in existence) yield a correlation of .88. The correlations for adult identical twins
reared together are unquestionably very close to their theoretical maximum.

Mistaken Ideas about Genetic Influences on Behavioral Traits

Considerable confusion exists regarding the relative role of heredity and environ-
mentwith respectto their influence on IQ. This may be explained bya failure to
distinguish between distal and proximal dimensions and levels of explanation
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(Mayer, 1982, 1988). Rushton (1988) has developed a diagram, shown in Figure

2.4, which is informative in this regard.

Distal forces are shown at the far left. Evolutionary forces encoded in our

DNAhaveclearly shaped the nature of our species. Species-specific characteris-

tics constitute a very large part of our genetic heritage. We are, however,

polymorphic at a very large numberof loci. These genetic differences underlie a

significant part of our diversity as individuals. They also constitute the basis for

asserting that individuals carry inherited differences, a phenomenon that can be

empirically studied. Choice of terminology at this point leads to considerable

controversy. It is sometimes asserted that the terms ‘‘inherited’’ or ‘‘genetic

predispositions’’ imply that behavioris in our genes (Lewontin, Rose, & Kamin,

1984). This is a patently incorrect interpretation. Genes are biochemical codes

that influence organismic development. There is no behavior in our genes. All

development occurs in an environmental context and behavioral development

occurs to a large extent in social environments. The extent to which these

environments impact upon behavioral developmentis an empirical question that

can be approached in a numberof ways. The behavior genetic approachattacks

questions such as: (a) To what extent does genotypic variation correspond to

variations in behavior? (b) Do genotypes interact with environment? (c) Whatis

the form of the interaction? (d) Is gene expression variable over the course of

development? (e) Whatis the nature of the gene action? These questions do not

address the problem ofthe level of a trait in a population, or whythe trait even

exists in the species. Figure 2.4 also showsthat behaviorin specific situationsis

impacted by the situation. That is, an individual comesto a situation with some

enduring characteristics that influence how he or she will perceive and experi-

ence the situation. These factors will jointly determine behavior at that point in

time. Genetic factors are antecedent explanatory factors. They are not in conflict

with behavioral explanations based on reinforcement schedules, social learning

theories, or cultural processes. The relevant influence of each type of explanation

and howit interacts (or does not interact) with other influences is an empirical

question in every instance.

The Generalizability of Estimates of Genetic Influence

The argumentthat heritability estimates of IQ are specific to populations and

cannot be generalized from one population to another hasthe status of a central

dogma. Heritability is a characteristic of a population located in a particular

range of trait-relevant environmental circumstances. One can nevertheless ask

how generalizable are heritability estimates? Horn, Loehlin, and Willerman

(1981), using the data from the Texas adoption study, showed that estimates of

heritability and common environmentdid not differ meaningfully across half-

samples generated by splits at the mean on SESandparental IQ. Sundet, Tambs,

Magnus, and Berg (1988) have reported an interesting secular trend in the
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Figure 2.4. The distal-proximal dimension and levels of explanation in social behavior. When explanations

move from distal to proximal, controversy does not ensue, whereas the converse is not always true. (From

Rushton, 1988; Reprinted with permission of Allan R. Liss, Inc.)
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Figure 2.5. Heritability as a function of year of birth derived from

Norwegian twin data. (From Sundet, Tambs, Magnus, & Berg, 1988;

Reprinted with permission of Ablex Publishing Corp.)
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Figure 2.6. Scatterplot of mid-offspring first principal-component scores,

based on Hawaii-Battery, as a function of mid-parental scores.

(From Vogler & DeFries, 1983; Reprinted with permission of

Plenum Publishing Corp.)
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heritability of IQ based on twin data gathered from the Norwegian Armed Forces
files. The data are displayed in Figure 2.5.

The authors report that they are at loss to explain the striking dip from about
1950 to 1954. The secular trend in heritability is not necessarily an entirely
different question from the well knownsecular trend in IQ (Flynn, 1984; 1987;
Lynn, Hampson, & Mullineux, 1987). Teasdale and Owen (1989), using data
from a large representative sample of Danish draftees, showed that this trend
may be continuing to the presentandis not dueto a ceiling effect. They find the
increase to be largely concentrated amongthe lowerintelligence levels with no
evidence of gain at the higher levels.

In the absence of scalar effects and genotype-environment interactions, the
regression of mid-offspring on mid-parent IQ should be linear under the hypothe-
Sis of polygenic inheritance. A number of studies have addressed this issue.
Horn, Loehlin, and Willerman (1982) and Reed and Rich (1982) have suggested
the presence of nonlinearity. Vogler and DeFries (1983), however, usingthefirst
principal-component of the Hawaii Battery (which was administered to a very
large normal sample) were unable to detect nonlinearity of regression of mid-
offspring on mid-parentscores either within the full sample or within a variety of
subgroupings. Their data shown in Figure 2.6 can be interpreted to support the
conclusion that heritability is constantacross the ability continuum. The question
of generalizablity of heritability deserves a great deal more attention.

GENETIC INFLUENCES ON IQ

Viewing all the Evidence at Once—Model Fitting

As pointed out earlier, model fitting is a powerful method for simultaneously
treating a large numberof kinships and testing hypotheses about the underlying
structure of genetic and environmental influences on behavior. The rigor of
modelfitting forces the investigator to be very explicit about the assumptions
underlying the model being tested.

Loehlin (1989) has recently fit a variety of informative path models to the
Bouchard and McGue (1981) summaryofthe IQ literature shown in Figure 2.7.
The moststraightforward model that can be formulated for this data set is shown
in Table 2.6. This model allowstests for a genetic effect (h*), dominance (d?),

common environmental effect for twins (C;”), commonenvironmentaleffect for
siblings (Cs”), and commonenvironmentaleffect for parents and offspring (C,”).
Assortative mating is also incorporated into the model. This modelfailed to fit
the data (y;7 = 13.75, p < .02). Loehlin proceeded to ask: Are different results
obtained if one allows the direct and indirect estimates of heritability to differ?
Direct estimates are those involving reared-apart relatives and consist of thefirst
three equations in Table 2.6. The result is an acceptable fit (x47 = 9.18, p >
.05). The estimates are h* (direct) = .41, h* (indirect) = .30, d* = .17,C,’ =
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Table 2.6. Equations for Model Fitting to Bouchard
and McGue’s (1981) Summary IQ Data

 

Mean Number
Equation correlation of pairings

Iza = h* + d? 72 65
Isa = .5h2(1 + h?m) + .25d? .24 203
lpon = -5h2(1 + m) .24 720
Iuzt = h? + d? + c,’ .86 4,672
lozt = -5h2(1 + h?m) + .25d? + c,7? .60 5,333
isp = .5h7(1 + h?m) + .25d? + cy? 47 26,473
Ipor = .5h2(1 + m) + Cp? 42 8,433
lant = Cs .29 345
Faat = Cs” 34 369
lpat = Cp* 19 1,491

 

Note: MZ = monozygotic twins; A = reared apart; T = reared together; DZ
= dizygotic twins; S = biological siblings; PO = parent and biological
offspring; AN = siblings, one adopted and onebiological; AA = siblings,
both adopted; PA = parent and adopted child; h? = heritability; d? = genetic
dominance; c? = shared environment; T = twins; P = parent and child. Data
from Bouchard & McGue(1981), with corrections (Bouchard, personal com-
munication, June 14, 1988).

(From Loehlin, 1989; Reprinted with permission of the American Psychologi-
cal Association.)

39, Cy? = .27 and C,” = .22. A test of the hypothesis that hh = d = 0 (no
genetic effect) results in a very poorfit, as does a test of the hypothesis C; = Cs
= Cp = 0 (no commonenvironment). A test of the hypothesis that MZ and DZ
twins have different common environments fails to yield a better fit than the
model with direct and indirect h*’s. On the other hand, the hypothesis that the
common environmentis the same for sibs as for twins can be rejected. Loehlin
speculates that the reasons direct and indirect estimates of h? differ may be
because some features of family interaction ‘‘may serve to attenuate the effects
of genes in creating resemblance among family members.’’ One process of this
type called ‘‘coercion towards the biosocial norm’’ has been suggested by Cattell
(1982, p. 323). A culture might, for example, invest more resources in enhanc-

ing the abilities of less able individuals than in enhancing the abilities of more
able individuals. This concept applies equally well within families. The less able
child might absorb a greater proportion of the families’ resources than the more
able child. This is an excellent example of a behavior-genetic analysis pinpoint-
ing the importance of specific types of environmental studies. Chipuer, Rovine,
and Plomin(1990) have analyzed the same data set in a somewhat different

manner.

Evaluating Direct Estimates of Heritability

For many people the most persuasive evidencethatintelligence is influenced by
genetic factors comes from data on identical twins reared apart. Three major
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studies in the literature have already been discussed from the point of view of
bias, and the model underlying their use has been presented in Figure 2.2. It
should be clear from the previous discussion that identical twins reared apart
pose a natural experimentandlike all such experiments are subject to contamina-
tion and/or artifacts. The twins are not literally separated at birth, randomly
assigned to homes, and evaluated as adults prior to any social contact. Such
procedures would be necessary if a real experiment were being conducted, but
such an experiment would be unethical. In addition, the twins share a prenatal
experience. The critical question is: To what extent do plausible mitigating
factors contaminate the evidence provided by such twins? The analyses previ-
ously discussed suggest that the evidence in favorof a sizable genetic influence
has not been refuted. The results of the three studies of identical twins reared
apart are shown in Figure 2.7. The weighted average IQ correlation of .72 is a
direct estimate of the broad heritability and thus includes all effects due to
additive genes, dominanceand epistasis.

The entire world literature on the IQ correlations between MZA twinsinclud-
ing recent data from the Minnesota Study of Twins Reared Apart (MICTAR)is
shown in Table 2.7 taken from Bouchard et al. (1990). The MICTAR study

includes three different estimates of IQ and clearly replicates the previous
studies. As previously shown placement cannot explain the similarity of the

Table 2.7. Sample Sizes and Intraclass Correlations for All |Q Measures

and Weighted Averages for Four Studies of MZA Twins

Study and Test Used Mean of
(Primary/Secondary/ N for each Primary Secondary Tertiary Multiple
Tertiary) Test Test Test Test Test

Newmanetal. (1937) 19/19 68 + .12 74 + .10 —

(Stanford-Binet/Otis)

Juel-Nielsen (1980) 12/12 .64 + .17 73 + .13 —

(Wechsler-Bellevue/

Raven)

Shields (1962) 38/37 74 + .07 76 + .07 —

(Mill-Hill/Dominoes)

Bouchard etal. 48/42/43 .69

(1990)

(WAIS/Raven-Mill-Hill/

First Principal

Component)

I+ .O7 78 \+ O07 78 I+ .O7

71

.69

15

15

Note: The MZA correlation of .77, reported by the late Sir Cyril Burt and questioned forits
authenticity following his death (4), falls within the range of findings reviewed here.

(From Bouchard et al. 1990; Reprinted with permission of the American Association for the
Advancementof Science.)
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MZAtwinsin this study. In addition the authors demonstrate that neither pre- nor
postreunion contact contribute to similarity in IQ.

At the time of the Bouchard and McGue (1981) review nostudies of dizygotic

twins reared apart had been reported. Since that time one such study has

appeared (Pedersen, McClearn, Plomin, & Friberg, 1985). The authors report a

correlation of .52, based on 29 pairs of twins, for the first principal componentof
a variety of special mental abilities, with degree of separation partialled out.

Assessmentsof the effects of age of separation and degree of separation failed to

explain the correlation. Indeed, whensignificant effects due to these factors were

found they consistently operated in a counterintuitive direction.
The Bouchard and McGue (1981) paper included only twovery early studies

of full siblings reared apart. From a genetic point of view, these individuals are

equivalent to dizygotic twins reared apart. The participants in these studies were
quite young: 12.7 years old in the Freeman, Holzinger, & Mitchell (1928) study

and 11.8 years old in Hildreth (1925). The weighted average correlation for the

203 pairs (two studies) was .24. These data had a strong impact on the results of

Loehlin’s analysis discussed above. A recent adoption study using subjects from

the Danish adoption register (Teasdale & Owen, 1984) reports data on reared-

apart full siblings and half-siblings, as well as unrelated individuals reared
together and full sibs reared together. These individuals had been adopted at an
early age (median age of transfer to adoptive home = 5 months) and weretested

between 18 and 26 years of age on the same adult intelligence test used for draft

board evaluation. The correlations were .52 (N = 73) for full siblings reared

together, .47 (N = 28) for full siblings reared apart, .22 (N = 64) for half-

siblings reared apart, and .02 (N = 24) for unrelated individuals reared together.
The data were fit with a variety of biometric models. A simple additive modelfit

well and neither specific nor shared environmental factors were significant. A
modelthat allowed estimation of the effects of dominance and assortative mating

did not yield significant effects with these modest sample sizes.

The correlation of .02 for unrelated adult individuals reared together is quite

striking as it is a direct estimate of the effect of shared environment on IQ. The
only other IQ correlation for unrelated adults reared together is — .03 (Scarr &

Weinberg, 1978).

Plomin and Loehlin (1989) suggest that age is unlikely to cause the higher

heritabilities derived from direct estimates. They did not, however, properly test

this hypothesis. Consider the available twin data. Figure 2.8 shows MZ and DZ

correlations and Falconerheritabilities for five age periods. The MZ correlation
appears to peak at about 16-20 years, but there are very little data on adults
(three studies). Restricting attention to adult data (the average age of participants

is 18 years or older), the pattern of findings for unrelated individuals, siblings,

and DZ twins and MZ twins, reared apart and together, is striking. The results
are shown in Figure 2.9.

The sibling and DZ twin correlations are probably somewhatinflated, relative
to the MZ correlations, due to assortative mating variance. It can therefore be
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argued that whenartifacts due to differential developmental factors and transient

commonenvironmental factors are controlled, by dealing with mature individu-

als living on their own,the results of the two kindsof studies reasonably agree.

Most importantly, however, this analysis underlines the paucity of data on adult

samples. The study of genetic and environmental factors influencing IQ has been

almost exclusively focused on children.

What Kind of Gene Action?

The classical Falconer (1960) twin methodof estimating heritability assumesthat

genetic variance is additive. More powerful methods, however, applied to large

samples detect additional sources of variation. As indicated below, how much

variance is ascribable to additive and other sources reflects the model chosen.

Choice of model is at least partially dictated by the available data set (Eaves,

Last, Young, & Martin, 1978; Rice, Cloninger, & Reich, 1980a). Additive

variance is the variance upon whichselection operates. The amountof additive

variance is consequently sometimes thought to say something about the evolu-

tionary history of a trait (Henderson, 1986; Thiessen, 1972). The amount of

additive variance available for a trait can sometimes be surprising. The following

description of a selection experiment by Crow (1988) gives a flavor of what can

be found experimentally. The chart accompanying the description is even more

striking, but is not reproduced here.

This experiment was started in the 19th century, prior to the rediscovery of

Mendel’s laws. After nearly 90 generations the oil content in the line selected for

increased amount is almost five times (and 20 standard deviations) above the

starting value. There is not a hint that genetic variability is running out, despite the

fact that the original selected group consisted of only 12 ears. Whether mutation

during the process has played a significant role is an unanswered question. (p.

1149)

Grayson (1989) has made a forceful quantitative argument which invokes

emergenic processes (Lykken, 1982; Li, 1987), that ordinary twin studies resting

on the untestable assumption that most of the genetic variance 1s additive (within

such a limited design), overemphasize the role of genetic factors and under-

emphasize the influence of shared environmental factors. Hewitt (1989) has

properly pointed out that twin studies, in and of themselves, cannot provide

conclusive evidence regarding the role of any specific genetic processes. Twin

data must be analyzed in association with other designs that more directly assess

such possible underlying mechanisms (cf. Eaves, 1988).

Given the extremely large sample sizes, Loehlin’s (1989) analysis implicates

dominance as a source of variance in the IQ distribution. The Chipuer, Rovine,

and Plomin (1990) analysis of the same data also suggest nonadditive variance.

Weshould note, however, that these models are not the only onesthat can befit
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to these data. Individual studies have virtually no chance of estimating domi-
nance (Martin, Eaves, Kearsey, & Davies 1978; Heath, Kendler, Eaves, &
Markell, 1985). A more direct way to determine if dominance is a source of
variancein trait is to analyze the effects of inbreeding (Jinks & Fulker, 1970).
If genetically related individuals mate and produce children those children are
said to be inbred. A coefficient of inbreeding can be calculated to express the
degree of inbreeding. Thecloser the degree of relatedness of the mating individu-
als the higher the coefficient of inbreeding used to characterize their children.If a
metric trait is characterized by directional dominance,inbreeding will produce an
increase in the variance and a decrease in the mean (Falconer, 1981). In order to
adequately demonstrate inbreeding depression in human populations, it is neces-
sary to have a control or outbred group with which to compare the inbred group.
Selection of an appropriate control group is crucial to the outcome ofthe study.
Even in what appeared to be a highly homogeneous community (the island of
Hirado in Japan) Schull and Neel (1972) showed correlations between socio-
economic factors and inbreeding effects in their data, that is, the higher the
inbreeding, the lower the SES. Unless such factors are controlled by matching or
by regression analysis, inbreeding effects on IQ may be overstated. Several small
studies using relatively subjective procedures have demonstrated inbreeding
depression, but they will not be reviewed here (Book, 1957; Ichiba, reported by
Schull & Neel, 1965, p. 275; Slatis & Hoene, 1961). Cohen, Block, Flum,

Kadar, and Goldschmidt (1963) reported a modest study of immigrant Jews from
Kurdistan that included 13 percent first-cousin marriages. Thirty-eight cousin
children were compared on the Wechsler verbal scales with 47 control children
from families matched for parental age, age differential, occupation, and stan-
dard of living. The authors suggest thatit is possible that cousin families adhered
morestrictly to traditional patterns of life and this interfered with their children’s
school adjustment. This is an example of a possible bias that may creep into an
inbreeding study. The mean IQs of the two groups were not, however, signifi-
cantly different (77.1 + 1.7 vs. 80.9 + 1.5), and the inbreeding effect was as
predicted and the samefor all seven subtests. The fact that all subtests were
influenced reflects the fact that virtually all metric traits were influenced by
inbreeding (see below).

The most comprehensive and careful studies of inbreeding have been carried
out by Schull and Neel (1965, 1972) in Japan. Asleaders of the genetics group of
the Atomic Bomb Casualty Commission, they observed the high incidence of
cousin marriages in Japan. In collaboration with a group of Japanesescientists
(geneticists, pediatricians, psychologists, dentists, etc.), they conducted two

extensive studies. The first study focused on Hiroshima and Nagasaki. The
second study focused on the island of Hirado. The IQ data presented here
represent only a fraction of that collected.

In the Hiroshima and Nagasaki studies (Schull & Neel, 1965), only the
Hiroshima subjects were given an IQ test; the Japanese WISC (Kodama &
Shinagawa, 1953) and for that sample the digit span subtest was not adminis-
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tered. Both samples, however, completed the Maze portion of the WISC.School

performance data were also gathered for both samples. Subjects were selected at

random from a pregnancyregister. Subsequent analysis of the data revealed a

significant SES difference between the inbred and control groups. Failure to

control for SES would haveresulted in an overestimate of the inbreeding effect

on virtually all measured variables.

Table 2.8 shows the SES corrected WISC data for the Hiroshimastudy with

reference to degree of inbreeding depression on the WISC subtests as a percent-

age of the outbred mean on the assumption of 10% inbreeding (slightly greater

than the first cousin marriage). Notice that as in the Cohenet al. (1963) study, all

subtests are depressed. In addition, the magnitude of these effects is in the same

range as that for metric traits under an equivalent amount of inbreeding in a

variety of animals (cattle, pigs, sheep, poultry, mice, fruit flies; cf. Falconer,

1960, p. 249). Table 2.9 presents additional data gathered from the Hiroshima

sample. School performance is more heavily influenced by inbreeding than

weight and height.

The Hirado study (Neel et al., 1970) was quite similar to the Hiroshima and

Nagasaki studies. In addition to focusing on the effect of consanguinity of

parents on children’s IQ, the researchers also asked: What is the effect of being

born to an inbred parent? The answerto this question was “‘none.’’ There was no

evidence that the inbreeding of a parent diminishedthe intelligence of the child.

These results were consistent with the results of an earlier study that had

addressed itself to the same question (Schull, 1962).

Table 2.8. The Inbreeding Depression in WISC Performance

per 10% Inbreeding as a Percentage of the Outbred Mean.

Data for Hiroshima only.

Predicted Depression

_outbred Depression as percent

Subtest Males Females per 10% F* outbred mean

Information 11.62 11.21 — 0.9499 8.1-8.5

Comprehension 12.39 12.12 — 0.7424 6.0—6.1

Arithmetic 11.84 12.11 — 0.6025 5.0—-5.1

Similarities 11.40 11.91 — 1.1575 9.7-10.2

Vocabulary 10.35 9.86 — 1.1551 11.2-11.7

Picture completion 11.71 10.63 — 0.6560 5.6-6.2

Picture arrangement 11.54 11.27 — 1.0728 9.3-9.5

Block design 11.24 10.99 — 0.5975 5.3-5.4

Object assembly 10.83 9.94 — 0.6298 5.8-6.3

Coding 11.54 12.27 — 0.5314 4.3—4.6

Mazes 12.30 12.09 — 0.6525 5.3-5.4

aEstimated for a child of 120 months of age and a socioeconomic status of 20.
bEstimated from the pooled observations.

(From Schull & Neel, 1965; Reprinted with the permission of Harper & Row Pub-
lishers.)



62 BOUCHARD

Table 2.9. Comparison of the Average Control Child with the Average
Child of First Cousins. Hiroshima Data Standardized to Age 120 Months

with the Confounding Effects of Socioeconomic Status Removed.

  

Average Percent
Average offspring change
control of first Inbreeding with

Characteristic Sex child cousins effect inbreeding

Weight Male 265.9 263.1 2.34 0.9
Female 263.5 259.9 2.34 0.9

Height Male 1297.2 1291.0 4.73 0.4
Female 1298.1 1291.0 4.73 0.4

Maze test scores Male 17.92 17.50 0.34 1.9
Female 16.98 16.52 0.34 2.0

School Performance

Language Male 3.09 2.95 0.10 3.2
Female 3.28 3.10 0.10 3.0

Social Studies Male 3.17 3.04 0.09 2.8

Female 3.14 2.98 0.09 2.9

Mathematics Male 3.21 3.04 0.13 4.0

Female 3.19 2.99 0.13 4.1

Science Male 3.29 3.11 0.13 4.0
Female 3.16 2.95 0.13 4.1

Music Male 2.94 2.78 0.12 3.6

Female 3.34 3.14 0.12 3.6

Fine Arts Male 3.09 2.95 0.10 3.2

Female 3.40 3.23 0.10 2.9

Physical Ed. Male 3.28 3.13 0.13 4.0
Female 3.27 3.09 0.13 4.0

 

From Schull & Neel, 1965; Reprinted with the permission of Harper and Row Pub-
lishers.

In the Hirado studynostatistically significant effects due to inbreeding with
respect to height, IQ (as measured by the Tanka-Binet a group-administered IQ
test), and school performance were found. Nevertheless, a depression similarin
magnitude to that of the Hiroshima and Nagasaki studies was foundfor all the
above variables. The authors concludedthat, ‘‘failure to achieve significance in
the present studyis interpreted as a result of the smaller numberof observations
rather than a qualitative difference in the effects.’’

Oneaspect of this study is worth emphasizing. The correlation between SES
and degree of consanguinity for the rural part of their sample was positive.
Failure to introduce a correction in this data would thus have underestimated the
consanguinity effect. The positive correlation between SES and consanguinity in
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Hirado is not an artifact and reflects a social practice of the sample. Schull and

Neel (1972) and Schull, Nagano, Yamamoto, and Komatsu (1970) should be

consulted for a thorough discussion of this issue.

Bashi (1977) studied the effects of inbreeding on the intelligence test perfor-

mance and the achievement test performance of fourth- and sixth-grade Arab

children in Israel who were the offspring of first-cousin and double first-cousin

marriages. The children were drawn from a national sample of children, from a

population in which the rate of consanguineous marriages was 34%. Both groups

were compared to a representative sample of children from unrelated parents.

Given that consanguineous marriages are encouraged in this population the

various groups in the design had very similar levels of SES andthe slight bias

was in the direction unfavorable to detecting an inbreeding effect. The results,

however, supported the conclusion that there was a small and consistent inbreed-

ing effect on all tests for both grades. Double first cousins scored below first

cousins whoscored below the noninbreedcontrols. In addition, as expected from

genetic theory there was a tendency toward higher variance in the double first

cousin group in 13 of the 16 possible comparisons.

Kamin (1980) has criticized most studies of inbreeding. His approach is the

same type of pseudoanalysis characteristic of his other writings. For example,

the failure to find statistical significance for differences is taken to meanthere is

no effect, even whenfindings are consistent across multiple measures, subgroups

within the study, and across numerousstudies. If an SES variable might explain

the results, it is interpreted as an explanation ofthe results. If SES cannot explain

the results, then the measure is not considered an acceptable measure because

internal validity evidence is not presented even though the SES measureis fully

specified and is composed ofall the components ordinarily used in such mea-

sures. One is simply left with an ad hoc analysis of studies which, if taken

together, clearly support the hypothesis under investigation. As Jackson (1975)

pointed out in his review of Kamin’s earlier work, if Kamin’s approach to data

were applied to the evidence in favor of an environmental influence on IQ, it

would be very difficult to demonstrate such an effect. Regarding control for SES,

Schull and Neel (1965) pointed out that;

Other measures of socioeconomic standing or ‘“‘home environment,’’ might

remove moreorless variation than that removed here. However,it is moot at what

point one begins to confuse cause with effect since an important and inseparable

element of the ‘‘home environment’’ is the child’s as well as the parent’s genetic

constitution. Thus, a socially deprived home environment may merely testify to a

genetic endowment inadequate to cope with the exigencies of life rather than to

some environmental effect presumably invariant with genotype. (p. 295)

Evidence in favor of this position has accumulated since that time. To quote

Scarr and Weinberg (1978), ‘‘Burks (1938) estimated that genetic differences

among the occupational classes account for about 2/3 to 3/4 of the average IQ
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difference among the children born into those classes. Our studies support that
conclusion.’’ These conclusions flow from the fact that parental environmental
characteristics such as education and occupational standing show very modest
correlations with adoptive children’s IQ, especially when the children are as-
sessed in late adolescence (cf. Table 2.2, column 3). It is the case, however, that
the subjects of studies of inbreeding have been fairly young andthusstill show
common family environmental influences. In any event one cannot simply
assume that matching or regression procedures undercorrect.

Agrawa,Sinha and Jensen (1984) recently reported an inbreeding study of the
Raven Matrices using a sample of Indian school boys whose parents werefirst
cousins (V = 86). A control group (NV = 100) with essentially the same mean
and standard deviation for SES was obtained for comparison purposes. The
correlation between SES and Raven scores was —.11 in the inbred group and
-039 in the noninbred group, quite different to what is found in Western societies
(Bouchard & Segal, 1985). Both raw scores and scores adjusted by multiple
regression for age and SES were compared.In both instances, the inbred group
scored lower on the Raven Matrices. The differences was slightly more than half
a standard deviation. There was in addition, significantly greater variability
among the inbred than noninbred group as predicted by genetic theory.

Afzal (1988) studied the effects of inbreeding on a sample of Muslim children
(9-12 years old) using an Urdutranslation of the WISC-R. An outbred group of
390 from a suburban area and an outbred group of 358 from a rural area- were
compared to inbred groups from the same area (NV = 300 and 266 respectively).
The inbred were all children of first-cousin marriages. The inbred group in both
the suburban and rural areas scored significantly lower than the comparable
outbred group on all subtests as well as Verbal, Performance, and Full Scale IQ.
The effects were rather large compared to previous studies. The authors were
unable to gather sufficient data on SES to carry out a thorough analysis ofits
effects. They do assert that the occupational homogeneity of the sample was such
that they did not believe SES was an important confounding factor. Nonetheless,
this study should be interpreted with caution.

The studies of inbreeding depression have been carried out on a large number
of different ethnic groups using a large numberof different measures of ability.
This makes such studies far more persuasive than they might be otherwise (cf.
Daniels, Plomin, McClearn, & Johnson 1982; Hay, 1985, p. 240; Jensen, 1983).

The inbreeding literature supports the contention that IQ is under polygenic
control and is characterized by directional dominance. Jensen (1983) has carried
out an extensive analysis of the Schull and Neel inbreeding results with the
purpose of exploring the correlation between the ‘‘g’’ factor and inbreeding
depression. Jensen used a variety of factor analytic strategies to avoid possible
charges that his results were dependent on a particular strategy. All methods
yieldedessentially the same results. The correlation for the ‘‘g’’ factor, however
computed, with inbreeding depression was about .70 (statistically significant).
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The correlation for the verbal factor, whether computed as a hierarchical factor

(Schmid-Leiman orthognalization) or a rotated Varimax factor, with inbreeding

depression was about .58 (statistically significant) and the correlation with the

performance factor was about .40 (notstatistically significant).

How ManyLoci?

There has been very little research done on the question of the numberofloci

involvedin intelligence. Jinks and Fulker (1970) in their classic presentation of

the biometric modelfitting approach suggest between 22 and 100 loci, but admit

that this is very much an open question. The numberofloci is not known for any

human polygenic trait.

Sex-Limitations/Linkage?

Figure 2.10 from Bouchard and McGue (1981) showsthe familial correlations

for IQ organized by male and female pairings. There is little evidence in that

figure to support the conclusion that genetic or environmental factors function

differently for males and females. The same wasfoundto be true when same-sex

and opposite-sex pairings were compared.

JOINT GENETIC-ENVIRONMENTAL INFLUENCES ON IQ

Developmental Process

There is a constant transaction between an organism (genotype) andits environ-

ment during development. Genes are biochemical codes. In order to influence

behavior genes must be expressed. The expression of the genes that influence

each and every trait depends on a wide variety of regulatory mechanisms.

Genotypes are very complex and contain the potential to develop into many

phenotypes (Ginsburg & Laughlin, 1971). With the exception of identical twins

every genotype is unique. Developmentin individual organisms often has the

appearance of smooth continuity but in fact development occurs in spurts and

lags. Genes have a temporal dimension suchthat they turn on and off. The most

persuasive evidence available to demonstrate temporal genetic influences on IQ

comes from the longitudinal twin data gathered by Ronald Wilson and his

colleagues over the course of the Louisville Longitudinal Twin Study (Wilson,

1983). Some of these data are shown in Figure 2.11 below.

Each box in Figure 2.11 contains the developmental profile of a pair of twins

(repeated measures of mental ability gathered over time). A flat line would

represent the continuous acquisition of mental skills at the rate characteristic of



                   

        
   

  
   

   
  
 

  

 

 

 

 

 

 

  

 

  

   

 

    

     

    

  
 

 

  

    

 

         
            
  

                   
     

Figure 2.10. Familial correlations for 10 organized by opposite-sex and same-sex pairings. (From
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four MZ pairs and four DZ pairs. (From Wilson, 1978; Reprinted with

permission of the American Association for the Advancement of Science)
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to age. (From Wilson, 1983; Reprinted with permission of the Society for

Child Development)

children of the same age. The four boxesat the top contain data for MZ twins and

the four boxes at the bottom contain data for DZ twins. The four pairs of MZ

twins show quite different profiles of development, but there is a high degree of

concordancefor each pair. Pair A showsa pattern of spurts with occasional lags.

At no point does the pair fall below previous achievements. Pair D shows a

continuouspattern of losing ground relative to peers. The fourpairs at the bottom

of the table show some concordance as would be expected from individuals who

share half their genes in common on average by descent. The developmental

synchronies index (DSI) reflects the goodnessoffit between the two curves and

can be used to quantify the relative similarity of the two groups. Wilson (1978)

has presented data of the same sort representing the resemblance between twins

and siblings. Another striking demonstration of the expression of genetic sim-

ilarity in a trait over this is shown in Figure 2.12.

This figure shows twin, sibling, and midparent-offspring correlations as well

as age-to-age correlations from three months to 15 years. The patterns are

striking. MZ and DZ twinsstart out quite similar in degree of resemblance. The

MZ twin pairs move up towards an eventual correlation in the mid-80s. The DZ

twin pairs move down toward a correlation in the mid-50s. This pattern 1S

essentially the same one shownin Figure 2.8 for the assemblage of data gathered

from the larger twin literature. The sib-twin correlations start out quite low, but
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move toward the sametarget as the DZ twins. The midparent-offspring correla-
tions follow the same path as the sib-twin correlations. Observe thatall patterns
tend to plateau at about age 6 to 7 years. Changeafter this point occurs, but is
very gradual. This body of evidence strongly suggests that heritability increases
with age. Can this hypothesis be confirmed with other data?

The results of the most relevant adoption study, the Colorado Adoption
Project (CAP), do not support this conclusion. This project is described in
Plomin and DeFries (1985) and Plomin, DeFries, and Fulker (1988). The most

recent and thorough analysis of the IQ data is reported in Phillips and Fulker
(1989). The CAP data consisted of 247 adoptive families [Biological parents
(280 mothers, 58 fathers), Adoptive parents (245 mothers, 239 fathers), Adop-

tive probands (246), Adopted unrelated siblings (54), biological offspring of
adoptive parents (33)] and 246 nonadopted families [Control parents (240 moth-

ers, 241 fathers), Control probands (246), Control siblings (93)]. A longitudinal

factor model wasfit to these data (ages | through 7). Cultural transmission was
explicitly modeled as a shared environmental effect and the model incorporated
assortative mating and selective placement. The resulting heritabilities for the
five ages were .49, .73, .50, .52, and .37. The shared environmental variances

were .11, .05, .11, .09, and .23. As the authors point out, these data do not

indicate clearly increasing heritability across time. The data do yield a picture of
increasing genetic correlations between childhood and adult IQ that are probably
responsible for the increasing biological parent-offspring resemblance observed
in the data. The authors interpret these findings as ‘‘the persistence of time-
specific genetic effects’’ (p. 651). They also suggest that unshared environmen-
tal effects do not persist developmentally. A numberof features of the twin data
are thus confirmed but increasing heritability is not.

Reaction Range—Genotype < Environment Interaction

As indicated above, the genotype of an organism is specified in its DNA as a
biochemical code. The phenotype of an organism is specified by the actual
measurementof the trait under consideration at any given point during the life
span. If there has been no environmental variation related to the trait under
consideration, then all differences between organisms raised in such circum-
stances are genetic in origin. The mean valueofthe trait will reflect the ability of
that specific environmentto foster the trait. A different fixed environment may
variously affect trait expression. To the extent that a trait varies in expression
across environments, it has a reaction range. When two or more genotypes can
be compared, the interaction between environments and genotypes can be exam-
ined.

Unfortunately humanenvironments can only be very crudely categorized with
respect to features that influence IQ (Bouchard & Segal, 1985; Willerman,

1979). Figure 2.13a shows a simple hypothetical reaction range curve.
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Figure 2.13.

(a) Hypothetical reaction range curve showing an additive effect (no interaction).
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(b) Hypothetical reaction range curves showing an ordinal interaction
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There are three hypothetical genotypes, AA, Aa, and aa. Thevertical axis
showsresponses on an arbitrary scale. The horizontal axis indexes the overall
quality of three trait-relevant environments. Under adverse conditions none of
the genotypes do very well. This reflects the fact that any organism requires an
environment of minimum quality to grow and prosper. As the quality of the
environment improves all genotypes respond favorably. The pattern is one of
parallel lines indicating that there is no interaction between the genotypes and the
environment. Environments and genotypes both act in an additive fashion.

Figure 2.13b shows a more complex reaction range curve. This fan-shaped
figure indicates that there is an ordinal interaction between genotypes and the
environment. The three genotypes respond differentially with some improving
much more than others. The genotypes do not, however, changetheir ranking.
Figure 2.13c shows a very complex reaction range curve, implying that different
genotypes respond quite differently in different ranges of environmental quality.
In this instance, no level of the environmentis optimal for all genotypes. This is
the type of interaction generally implied whencritics of human IQ studies argue
that interactions can be quite complex (e.g., Schiff & Lewontin, 1986, p. 172).
For human beings, this latter type of interaction appears more plausible if we
conceive of the various points on the horizontal axis as representing different
types of environments. Imagine that El is an environment that emphasized visual
learning, E2 is an environment that emphasized verbal learning, and E3 is an
environment that emphasized spatial learning. Imagine also that genotype AAis
more responsive to spatial learning, genotype Aa is more responsive to verbal
learning, and genotype aa was more responsive to visual learning. The real issue
at stake is whether or not it is reasonable to believe that the world works this
way. The argument is certainly plausible, but is it true? The question is so
plausible that educational psychologists have spent millions of research hours
exploring this hypothesis under the heading aptitude x treatment interactions
(ATIs). The experimental work actually involves phenotype x treatment interac-
tions rather than genotype x treatmentinteractions,asit is not possible to specify
genotypes for abilities. The results of such studies fill numerous volumes(cf.
Cronbach & Snow, 1975) and it would not be appropriate to attempt to review
that literature here. It is possible nevertheless to report that aptitude x treatment
interactions of sufficient magnitude to warrant practical implementation in
school settings remain to be demonstrated. Effective interactions in education
have been very difficult to demonstrate.

Somecritics of the IQ literature (Feldman & Lewontin, 1975) have argued
that the possible existence of complex interactions makesthe analysis of the main
effects of genes and environmentfutile. The assertion is true, but irrelevant, it
explains everything and nothing. ‘‘Everything in the world can be explained by
factors about which we know nothing’’ (Urbach, 1974b, p. 253). As Rao,
Morton, and Yee (1974, p. 357) have pointed out, ‘‘Since armchair examples of
significant interactions in the absence of an additive effect are pathological and
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have never been demonstrated in real populations, we need not be unduly
concerned aboutinteraction effects. The investigator with a different view should
publish any worthwhile results he may obtain.’’

What about simple ordinal interactions? The existence of ordinal interactions
has been widely speculated about in the literature. A study by Cooper and
Zubeck (1958) has been widely cited in this regard (cf. Plomin et al., 1990). Two
strains of rats (dull and bright) were raised in three environments (enriched,
normal for laboratory rats, and restricted). Underrestricted conditions, both

strains made many and about the same numberoferrors whentested for problem-
solving ability on the Hebb-Williams maze. This is sensible because the bright
strain may havehadaninsufficient opportunity to develop its genetic potential.
Under normal conditions, the two strains show the difference they were bred to
display. Under enriched conditions the bright strain does not improve over
normalconditions, but the dull strain does, such that both strains perform equally
well. If the implications of this model experiment could be generalized to
humansit would have dramatic implications. Enrich the environment and every-
one would have equal IQs. The model is, unfortunately, extremely misleading.
First, the authors of the article themselves suggest that the results may be
artifactual because ‘‘the ceiling of the test may have been too low to differentiate
the animals, that the problems maynot have beensufficiently difficult to tax the
ability of the brighter rats’’ (p. 162). The type of data presented by Cooper and
Zubeckas well as other animal behavior geneticists illustrating complex interac-
tions is probably not generalizable to humansfor a simple genetic reason: The
demonstration of complex interactions is heavily dependent on the use of inbred
strains. Henderson (1972) and Hyde (1974), using samples of inbred strains in
diallele cross studies, have shownthat the inclusion of hybrids greatly reduces
both environmental treatment effects and genotype x environmentinteractions.
The reason for this is that hybrids are probably buffered from environmental
influences (cf. Hyde, 1973). Inbred strains are genetic anomalies, particularly
with respect to polygenic traits and are unrepresentative of their species (see
Kovach & Wilson, 1988, for a recent discussion of this question in the context of

a selection and backcross study). It is important to recognize that natural
selection does not apply to traits. Whatis selected for is reproductive fitness. If a
mutation occurs and is favorable,it is favorable becauseit affects fitness. It does

this by being incorporated into a ‘‘complex’’ of genes that control fitness.
Inbreeding destroys such complexes and creates strains with low levels of
fitness. Falconer (1960) pointed out one of the dangers of generalizing from
inbred strains to hybrid animals (not to mention hybrid human beings):

The greater sensitivity of inbred individuals to environmental sources of varia-
tion was mentioned earlier in Chapter 8. This phenomenon interferes with the
experimental study of changes in variance, and until it is better understood, we
cannot put muchreliance on the theoretical expectations concerning variance being
manifest in the observable phenotypic variance. (p. 265)
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Henderson (1990) and Crow (1990) have also commented in an informed

manner on the problem of generalizing from animal studies to humanstudies.
Plomin, DeFries, and Loehlin (1977) have provided a framework for begin-

ning to unravel genotype-environment interaction in human data. They also
clearly make the distinction between interactionism, the idea (accepted by
everyone) that it takes both a genotype and an environment for an individual
organism to grow and develop, and genotype and environmentinteraction in the
Statistical sense described above. They analyzed several unsatisfactory data sets

from adoption studies to illustrate the method and suggest that ‘‘the use of
adoption data to screen for genotype-environment interaction is an unusually
promising tool for the more refined analysis of environmental effects in psychol-
ogy (p. 317).”’

Two adoption studies have since been subjected to the appropriate analysis.

Thefirst is the Colorado Adoption Project (Plomin et al., 1988). The results were
disappointing. The authors concluded ‘‘Although few systematic interactions
have been found, they are perhaps sufficiently interesting to motivate further
researchin this difficult area. The results are so meager that they do not suggest
hypotheses as to the form or substance of interactions’’ (p. 249). These conclu-
sions apply to all traits included in the study, not just mental development and
IQ.

The second study is a French adoption study (Capron & Duyme, 1989). This
study is a full cross-fostering design which crosses IQ and SES. Thatis, children

Table 2.10. IQ of Adopted Children

SES of adoptive parents

High Low

A+ A-

n= 10 n= 8

High xX, 119.60 X, 107.50
B+ oa, 12.25 a, 11.94 113.58

SES of biological parents . Range, 99-136 Range, 91-124

n= 10 n= 10

Low X, 103.60 X, 92.40
B- o, 12.71 o, 15.41 98.00

Range, 91-125 Range, 68-116

111.60 99.95

An analysis of variance (unweighted means) on full 10 scores indicates significant
effects of both biological and adoptive parents SES. Effect of adoptive parents’ SES,
(F(1, 34) = 7.31; P = 0.010), mean difference 11.6 |O points in favour of children
adopted by high SES parents. Effect of biological parents’ SES, (F(1, 34) = 13.02; P<
0.001), mean difference 15.5 IQ points in favour of children born to high SES parents.
The interaction for these two factorsis not significant (F(1, 34) = 0.011). Nevertheless,
a partial analysis of B—/A— and B-—/A+ subjects is warranted since a directional
hypothesis based on results of a previous study? can be formulated. The results show
a partial effect for the adoptive parents’ SES on the IO of B— children: t(18) = 1.773;
P < 0.05, one-tailed t-test.

From Capron & Duyme, 1989; Reprinted with the permission of Macmillan Ltd.
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of high SES parents were adopted into both high and low SES homes and
children of low SES parents were adopted into both high and low SES homes.
Cases were obtained from adoption agencyfiles. The full results are shownin
Table 2.10.

It can be seen from the analysis presented in the table that the interaction is not
significant. The sample size is, however, very small and the test lacks power.
The detection of significant interactions of even large size will require large
samples (cf. Wahlsten, 1990, and commentaries). The difference between hav-

ing been reared in a high SES family, as opposed to a low SES family, is 12 IQ
points on the French version of the WISC-R. McGue(1989), in a commentary on
the article, notes that adoptees with high SES biological parents score 15 IQ
points higher than adoptees with low-SESbiological parents. While the original
authors avoid a genetic interpretation of these data, McGuepoints out that such
an interpretation for most of the 15 IQ pointsis fully justified in the contextofall
that is known about genetics and IQ. The participants in this study average 14
years of age. It will be interesting to follow their intellectual progress once they
leave their rearing families.

Genotype-Environment Correlation

Genotype-environment correlation means that there is differential exposure of
genotypesto trait-relevant environments. The most clear-cut example would be
children with special talent (e.g., music or math) being exposed earlier and more
intensely to environments that enhancetheir skills. It should be noted that thisis
actually a phenotype-environment correlation; until genotypes can be charac-
terized, this is the only type of correlation that can be studied. Plomin, DeFries,
and Loehlin (1977) distinguish between passive genotype-environmentcorrela-
tion, reactive genotype-environment correlation, and active genotype-
environment correlation. The example cited above is of the passive genotype-
environment correlation type in which the parent imposes the environment
independently of the child. A reactive genotype-environmentcorrelation is one
elicited by the individual. A hypothesized explanation of the high IQ correlation
for MZAtwins which involved people reacting to the twins along a continuum of
brightness because of their appearance was previously discussed. The hypothe-
sized treatmentis elicited by the individuals and is, therefore, a reactive form of
genotype-environmentcorrelation. As wasasserted this is a difficult hypothesis
to confirm. An active genotype-environmentcorrelation arises when an organism
seeks an environment with specific features such that corresponds to his or her
genetic predisposition. As pointed out in the discussion of differences between
direct and indirect estimates of heritability, there is the possibility of negative
genotype-environment correlations. The example given was ‘‘coercion to the
biosocial norm.”’

Loehlin and DeFries (1987) have compared some possible methodsofesti-
mating passive rg; from adoption data. The path models shown in Figure 2.14
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Figure 2.14. Path diagram of ordinary nonadoptive families (a) and
adoptive families (b). Gp, Pp = average parental genotype and

phenotypefor a trait, k = correlation between them;G,, E,, P, = child’s
genotype, environment,and phenotype; x, e, g, h = causal paths.

(From Loehlin & DeFries, 1987; Reprinted with permission of
Plenum Publishing Corp.)

provide a frame of reference. The model for adoptive families assumes no
selective placementonthetrait in question. Passive rcp is shown in nonadoptive
families, via the path xkg connecting Ec to Gc. There is no similar path in
adoptive families.

One wayof detecting rgp is to compare the variances of P. for both families,
since fg, should enhance the variance of ordinary families to the extent of 2rgp.
This method yields estimates between .69 and — .04 for four studies, centering

around .25. Only one study yields negative estimates.
A second method is to estimate rg; from parent-child correlations. This

method requires a number of assumptions not discussed here. The method yields
estimates between .07 and .23, centering around .15. This latter estimate is
considered to be more precise because of the small range of estimates. The
authors, however, go on to show that measurementerror has a large impact on
the estimate of rcp and that correction for measurementerror yields a figure of
.30.

Plomin, DeFries, and Fulker (1988) have applied both of the above methods
to the analysis of the Colorado Adoption Project data. They found a decreasing
effect from age | to 4 using the variance method (11%, 15.6%, 2.8%, and 1.7%)

and a very small nondecreasing effect using the parent-offspring method (2%,
3%, 4%, and 4%).

Studies using other methods have estimated passive rg; in the range of .24
(Jencks et al., 1972; Appendix A), 0.0 to .36 (Rao, Morton, & Yee, 1976) and

.14 to .19 (Rice, Cloninger, & Reich, 1980b). It is important to recognize that
the rg~ cannot exceed the sum of the genetic and environmental variances
(Jensen, 1976).
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Loehlin and DeFries (1987) point out that a sizable rg, would haveinteresting

implications from the point of view of evolutionary theory:

Suppose that a mother’s intelligence affects the efficiency with which she

teachesherchildren andthat intelligence is partially heritable and positively related

to relative fitness. There will be a GE correlation present, since the children

receiving favorable genes will also experience a more favorable environment.

Although natural selection would occur directly for the IQ phenotype, indirect

selection of IQ’s contribution to the mother’s teaching skills would also take

place—aform of kin selection, since the genes of the motherare selected in part on

the basis of their contribution to the fitness of her offspring. (p. 264)

This topic deserves a great deal more empirical attention. Unfortunately, very

large sample sizes will be required to deal with the problem satisfactorily.

Genotype < Environment Covariance—How Do Genotypes

Create Environments?

It bears repetition that there are no known genesfor particular behavioraltraits.

In addition, it is unlikely that any complex behavioral phenotype would be

influenced by only one or a few genes. This situation creates difficulty for the

behavior genetic theorist. Scientific explanation consists of the specification of

the precise mechanism underlying a phenomenon. Weknowthatheightis largely

under genetic control, but this is a descriptive factif it is based solely on twin and

family studies. We know, in a much more important theoretical sense, that

height is under genetic control when wecan specify the entire developmental

biochemical pathway from genesto structure. The fundamental goal of scientific

explanation is the specification of mechanisms—howthings happen. With re-

spect to human intelligence we know of almost no such mechanisms.

What might such mechanismslook like? McGue and Bouchard (1989) have

suggested that two competing, but not necessarily incompatible, approaches

have been proposed to deal with this question. The first is called the innate

neurological structure (INS) theory. The second is called the experience pro-

ducing drive (EPD) theory.

INS theory proposes that genetic influences upon IQ are largely mediated by

inherited differences in the structure and function of the brain and central nervous

system. Reed (1984), for example, has argued that there may be considerable

genetic variability in the genes specifying “‘transmission proteins.’’ He has

shownthat, in mice, nerve conduction velocity and residual latency (delay at the

neuromuscular junction) are heritable (Reed, 1988a, 1988b). Speed of informa-

tion processing hasalso beenrelated to intelligence (McGue, Bouchard, Lykken,

& Feuer, 1984; McGue & Bouchard, 1989; Vernon, 1987). Two studies have

shown that the covariation betweenintelligence and speed of cognitive process-
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ing has a commonunderlying biological mechanism (Ho, Baker, & Decker,
1988; Baker, Vernon, & Ho, 1991).

EPD theory, named after Hayes (1962) who coined the term experience-
producing drives, proposesthat individuals do not inherit specific neurological
or psychological (intellectual) structures. Instead individuals inherit propensities
to engage in differenttypes of activities. The result is that extended practice with
particular activities results in the formation of stable psychological structures
(abilities, in the case of intellectual structures). EPD theory builds on the
observationsthat a great deal of animal behavior can be best understood in terms
of drives that have evolvedtofit particular environmental niches. Such drives are
powerfully adaptive in rigidly defined environments. They can be manipulated
by environmental contingencies (operant schedules), but drift in the direction of
species typicality when reinforcement contingencies are relaxed (Breland &
Breland, 1961). Examining the entire body of evidence with respect to genetic
and environmental influences on IQ with such a frame of reference in mind
would appear to be a fruitful enterprise.
A recent, well-elaborated version of EPD theory is the genotype — —>

environment theory of Scarr and McCartney (1983). This theory suggests that
genotypes guide experiences (genotypes both push andrestrain activities) with
environments largely maintaining psychological structures but not creating them
anew during development. Upon the discovery that a wide variety of attitudinal
data show a significant genetic influence and knowing that the evidence for
genetic effects on personality and abilities was very strong Martin et al. (1986)
suggested:

[G]eneticists and social scientists have misconceived the role of cultural inheri-
tance and that individuals acquire little from their social environment that is
incompatible with their genotype. In no way does our model minimize the role of
learning and social interaction in behavioral development. Rather, it sees humans
as exploring organisms whose innateabilities and predispositions help them select
whatis relevant and adaptive from the range of opportunities and stimuli presented
by the environment. Theeffects of mobility and learning, therefore, augmentrather
than eradicate the effects of the genotype on behavior. (p. 4368)

Assortative Mating

As Figure 2.7 showsthere is a sizable correlation between mates for IQ. Such a
correlation can arise in a several ways. Spouses may select each other on the
basis of similarity on the observable characteristics (active phenotypic assort-
ment). On the other hand, spouses may be similar simply because individuals
marry individuals with similar backgrounds (both are of the samesocial class,
both are in or are not in college, etc.). This latter process is called social
homogamy. Heath and Eaves (1985) argue that this process is likely to involve
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mostly environmental similarity with respect to IQ (matching is indirect), while

active phenotypic assortment may involve greater genetic similarity (matchingis

more direct). A third possibility is that spouses select each other on the basis of

genetic similarity (Rushton & Nicholson, 1988). We will not discuss this possi-

bility here; it is a variant of active phenotypic assortment. To the extent that

mating is assortative on a trait under some degree of genetic influence there will

be an increase in the genetic variance (Jensen, 1978). Furthermore, if the trait is

heritable and is associated with differential fertility gene frequencies will change

over time (Crow & Felsenstein, 1968; Rice, Cloninger, & Reich, 1980a). This is

an example of how a cultural practice may interact with genetic processes in a

manner that has important consequences. There is unquestionably assortative

mating variance for IQ, but the accurate estimation of its magnitude remains

unresolved (Heath & Eaves, 1985).

A question sometimes asked about spousal correlations is, are they due to

initial assortment or to convergence over time? Mascie-Taylor (1989) has pre-

sented indirect evidence that most assortative mating 1s dueto initial assortment.

Mascie-Taylor and Vandenberg (1988) have also shown that if propinquity

variables (school type, family size, locality, social class of parents, years of

education, etc.) are partialed out of spouse correlations most, but not all,

assortative mating is explained. Nagoshi, Johnson, and Ahern (1987) using a

design that involves the spouses of siblings, showed that spouse correlations for

verbal ability were mostly due to social homogamy. Noneof these studies comes

close to resolving this issue. This is, however, an active area of research (Buss,

1989; Epstein & Guttman, 1984; Heath, Kendler, Eaves, & Markell, 1985;

Heath, Eaves, Nance, & Corey, 1987) and we can expect to see much work in

the future.

CHROMOSOMALINFLUENCESON IQ

The Nonnormality of IQ Distributions

It is widely believed that the distribution of intelligence test scores is largely

normal. It is occasionally supposed that a relatively normal distribution of IQ

scores is evidence of the biological nature of intelligence. Neither belief is

correct. As Micceri (1989) has shown,the normal curve is a highly improbable

creature. Indeed a wide variety of statistical tools have been designed to detect

multiple sources of etiology on the basis of the nonnormality of distributions.

Since the time of Binet the excess of cases at the lowertail of the distribution

have been of concern. A proportion of individuals with low IQsare characterized

by stigmata.

The explanation of the elevated lower tail of the IQ distribution is encom-

passed by what has cometo be called the two-group theory of mental retardation

(Vandenberg, 1971; Zigler, 1967). This theory asserts that there is (a) a group of
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severely retarded children, with IQs below 50, characterized by central nervous
system damage, some of whom show stigmata, who derive from families
distributed across the SES spectrum and whohave few affected relatives; and (b)

a group of mildly retarded children (IQ 50-69) who generally have no patholog-
ical signs (no stigmata), tend to be of low SES, and have manyaffected relatives.

Nichols (1984) demonstrated this dichotomy with cases from the National
Institute of Neurological and Communicative Disorder and Stroke Collaborative
Perinatal Project (Borman, Nichols, & Kennedy, 1975). Figure 2.15, taken from
Nichols (1984), shows the IQ distribution for siblings of severely retarded and
mildly retarded individuals. These data are based on white children only. The
data on black children are somewhat more complex. As expected from the two-
group theory the siblings of the severely retarded distribute themselves in a
relatively normal fashion around a mean of 105. In this case none ofthe siblings
is retarded. This indicates that the severely retarded cases are sampled from a
normal population and are retarded for quite specific reasons unrelated to the
normaldistribution of IQ. The siblings of the mildly retarded are distributed over
the entire range of IQ with a mean of about 85 (the bimodality is due to the small
sample sizes and is unrelated to SES, sex, or siblings’ IQ (cf. Murphy, 1964).
This indicates that siblings are drawn from the full range of an IQ distribution
with a low mean andthat the mildly retarded individuals are retarded largely
because they come from the lowertail of the distribution of IQs.

Human Chromosomes

Human cytogenetics began in the mid-1950s when Tjio and Levan (1956)
established that the number of human diploid chromosomewas46 instead of the
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Figure 2.15. {!Q distribution for siblings of severely retarded (10,<50) and
mildly retarded (10, 50-69) white children. (From Nichols, 1984;

Reprinted with permission of Plenum Publishing Corp.)
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widely believed 48. Lejune, Gautier, and Turpin (1959) soon reported that

Down’s syndrome was due to trisomy-21. In addition there are a number of
different types of Down’s syndrome (Hay, 1985). Ford, Miller, Polani, Al-

meida, and de Briggs (1959) and Jacobs and Strong (1959) then described the

Turner and Klinfelter syndromes. Since the mid-1950s a large numberof chro-

mosomaldisorders have been discovered (Gorlin, 1977). In this chapter we can

only deal briefly with a few of the major disorders.

Trisomy-21 or Down’s Syndrome

Trisomy-21 or Down’s Syndrome is an autosomal aneuploidy. That is, it in-
volves the presence of three autosomal chromosomes, rather than two, and the

sex chromosomesare not involved. The incidence of the disorder is about | in

700 newborns. The rate increases dramatically with the age of the motherafter
age 35 years (Penrose & Smith, 1966). Down’s syndrome results in mental
retardation, but there is considerable variability of outcome (Cowie, 1970;

Connolly, 1978). Both males and females show ability decrements with age,

with males consistently scoring 5—7 points below females. The specific mecha-

nisms by which trisomy-21 influences intellectual abilities is unknown.It is,
however, of interest to note that variability of outcome affects other characteris-
tics besides intellectual abilities. Shapiro (1975) has shownthat a wide variety of
traits are differentially influenced (e.g., palatal dimensions and der-

matoglyphics). In addition, there appears to be greater male vulnerability.

Shapiro has proposed a hypothesis of generalized amplified instability of devel-

opment in Downs’ Syndromecases. He argues:

No unique physical abnormalities occur in DS. Rather,it is the frequency, intensity
and multiplicity of anomalies that are characteristic. The concept of decreased

developmental homeostasis resulting in greater displacement from ‘‘normal’’ de-

velopmental pathways in DS population suggests that many if not most of the

‘‘characteristic’’ findings involve thosetraits that are least buffered in the species in
general. Thesetraits are less buffered in normals as well, but buffering is generally
sufficient in individuals with balanced genomes to prevent the constellation of

deviations found in DS.

Sex Chromosome Aneuploidies

Turner’s Syndrome. The chromosomal complementof this syndromein half
the cases is 45, XO (only a single X chromosomeis present, instead of two XX

chromosomes as in a normal female, or one X and one Y chromosomeas in a

normal male; the 0 indicates the missing chromosome). In the remainderof cases
the chromosomalconstitution is 45, XO/XX mosaicism (most of these cases are
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due to the loss of an X chromosome during embryonic development), or various
abnormalities of the X chromosomepair (e.g., deletion of part of one of the X
chromosomes). The incidence of 45, XO is about | in 3,000 births. The vast

majority of cases conceived (98%) do not survive (Mittwoch, 1973). The

individual with this syndrome is a female with rudimentary gonads, failure to

develop secondary sexual characteristics, and webbing of the neck. Expression
of the syndrome is highly variable and many individuals are diagnosed only

because of infertility.

Turner’s Syndromehighlights the complexity of chromosomal!disorders in an

interesting way. In this instance there are stigmata, but there is no mental

retardation. Turner’s cases do, however, show a characteristic deficit in spatial

ability, and directional sense (Money, 1968; Rovet & Netley, 1980, 1982),

resulting in lower Performance IQ scores then Verbal IQ scores. With respect to
stigmata, however, Garron (1977) could not find an association between any
single somatic malformation or the presence of a number of malformations, and

lower general intelligence. Money and Granoff (1965) report similar results.
Klinefelter’s Syndrome. Males with more than one X chromosome(e.g.,

XXY, XXXY, XXYY, XXXYY,etc.) are affected with Klinefelter’s Syn-

drome. The incidence of this syndromeis about | in 1,000 newborn males. Such
individuals, however, represent nearly 1% of malesinstitutionalized for retarda-
tion, epilepsy, or mental illness. The degree of retardation increases with the
number of excess X chromosomes (Moor, 1967). It has been suggested thatall
disorders involving an extra sex chromosomeare associated with poor speech
and language development (Pennington & Smith, 1983). Males with 47, XXY
are reported to be less active, less assertive and more susceptible to stress relative
to controls (Stewart, Bailey, Netley, Rovet, & Park, 1986).

Females with extra X Chromosomes (XXX). This group of individuals

includes any female with more than two XX chromosomes. In the normal
female, one X chromosomeis partially inactivated in each somatic cell. This
X-inactivation was hypothesized by Lyon (1961) andis called the Lyon hypothe-
sis. Proper staining of the nucleus of a cell yields a small chromatin body (Barr
body) near the inner surface of the membrane for a normal female. Normal males
do not have a Barr body; the numberof Barr bodiesis one less than the numberof
X chromosomes. This staining technique allows the detection of excess X
chromosomesin both males and females. An XXXYY male would, for example,
have two Barr bodies. Most females with extra chromosomes have 47, XXX
karyotypes (trisomy-X). Karyotypes of up to 49, XXXXX have been found
(Sergovich, Uilenberg, & Pozsonyi, 1971). The incidence of trisomy-X is about

1 in 1,000 births, with these individuals being overrepresented in institu-
tionalized populations (Stewart, Netley, & Park, 1982). Individuals affected by

this disorder however, are not especially distinctive and expression is very
variable. One-fourth are essentially normal with the remainder varying in degree
of developmental and congenital problems (Tennes, Puck, Bryant, Frankenberg,
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& Robinson, 1975; Gorlin, 1977). Netley (1983) compared Wechsler Intel-

ligence Scale for Children-Revised (WISC-R) scores for 45, XO and 47, XXY

and 47 XXX children and showedthat the Verbal IQ of the 47, XXY and 47

XXX cases is impaired relative to Performance IQ, whereasin the case of the 45,

XO individuals, Performance IQ is impaired relative to Verbal IQ.

Netley (1983), upon reviewing the data on sex chromosome abnormalities,
concludesthat ‘‘the concept of disturbed growth rates may provide a useful focus
for future investigations into the origins of developmental disorders in verbal and
nonverbal abilities’ (p. 192).

Males with an extra Y chromosome (XYY). The discovery of the Male 47,

XYY syndromeled to a great deal of controversy in the mid-1960s whenit was
reported that such individuals were prone to violent behavior. These individuals
are 10-15 cm taller than average. A careful study by Witkin et al. (1976) using

the Danish draft board records, karyotyped the tallest 16% of all males born
between 1944 and 1947. They located 12 XYYs and 16 XXYs. While the XYYs
had more criminal records and were more likely to be incarcerated than the
XXYs, they did not commit more violent crimes. The XYYs also had lower
ability scores on the draft board test, relative to the XXYs. The authors con-
cluded: *‘The elevated crime rate of XYY malesis not related to aggression.It

may berelated to low intelligence’ (p. 547).

Fragile X Syndrome

According to Nussbaum and Ledbetter (1987), ‘‘The syndrome of X-linked

mental retardation with fragile X is one of the most important and perplexing
discoveries in modern genetics. This syndrome is commonandaffects nearly | in
2,000 males’’ (p. 109). The syndromeis fascinating to geneticists becauseofits
complexity. Its mode of transmission is not fully understood. Nussbaum and
Ledbetter (1987) question whether it should be classified as a chromosomal
disorder, arguing that it ‘‘represents a single gene, or more complex mutation
associated with a chromosomal marker’’ (p. 111). The problem of characteriza-
tion remains unresolved (Barnes, 1989). Fragile X was discovered in 1969
(Lubs, 1969) in a family that showed what appeared to be an X-linked form of
mental retardation. Some of the males in this family had an inducible fragile site
on the long arm of the X chromosome. Aninducible fragile site is a location on a
chromosomethan can be induced to break when cultivated in the proper medium.
It usually appears as a constriction in the chromosome.Fragile site expression is
dependent on the type of medium used for cell culture and detection of the
process is a classic example of serendipitous discovery in science (Sutherland,
1977). Other fragile sites exist, but fragile X is, at this point, the only one

associated with mental retardation.

Fragile X males are characterized by mild mental retardation. Down’s Syn-
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drome alone accounts for more cases of mental retardation. Fragile X males are
characterized by specific stigmata (prominent forehead and jaws,large ears,
hands, testes, and feet). Expression is highly variable, however, and manycases

are of normalintelligence (Hay & Loesch, 1989; Loesch et al., 1987). Expres-
sion of the trait varies by tissue type within the individual. A significant portion
of heterozygote females show reduced IQ and the disorder can be transmitted
through phenotypically normal males. According to Neri et al. (1988) about 2%
of the male residents of schools for the mentally retarded have fragile X. This

condition, thus, explains a significant fraction of the excess of mentally retarded
males observed in the population.

SUMMARY

Human mental ability can be productively conceived as a hierarchical structure
of approximately 10 primary abilities (first-order factors) with three major peaks:
General Visualization, Fluid Intelligence, and Crystallized Intelligence (second-

order factors). Fluid Intelligence is virtually synonymous with the General
Intellectual factor “‘g’’ (third-order factor). Correlations between primary abili-
ties subsumed by different second-order factors are unavoidable and probably
represent biological and environmental complexities that underlie the developed
phenotypic abilities measured by mental ability tests.

In order to draw reliable inferences from the large body of kinship data on the
general intellectual factor the data must by subjected to metaanalytic procedures
and dealt with as a whole byfitting systematic models. Ad hoc criticism of
individual studies (pseudoanalysis) is no longera viable strategy. This is because
most of the criticisms that drive this approach to the analysis of IQ data have
been refuted, or can be subjected to systematic analysis using meta-analytic
techniques.

The evidence regarding genetic influence on intelligence, when viewedas a
whole, overwhelmingly supports the conclusion that genetic factors are the
single most important source of variation. Genes are the distal causes of a great
deal of variation in IQ. The research front has now moved well beyond this
question. The focus of attention is now on questions such as: Whatkind of gene

action is at work? How do genesdrive developmental process? What type of
genotype x environmentinteractions are important in the developmentofintel-
ligence? How and to whatextent do genotypes create environments? Whatis the
role of assortative mating? Most of these questions address proximal questions of
how nature and nurture work together in the development of a phenotype—
nature via nurture as opposed to nature versus nurture. These questions have
proven to be very difficult to answer, but they represent a clear challenge to the
next generation of behavior geneticists.
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INTRODUCTION

Intelligence has captured the interest of behavioral geneticists since the late
1800s when Galtonfirst studied the inheritance of mental abilities. To date, more

behavioral genetic studies of IQ have been conducted than for any other human
behavioral trait. Although behavioral geneticists have over the years conducted
manystudies including of infants and young children, recent years have provided
a great deal of new and exciting findings for the first part of the lifespan. A

* This chapter was written while the author waspartially supported by a grant from NICHD
(HD21947-02).
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contributing factor has been the birth of the interdisciplinary field, developmen-
tal behavioral genetics, which explores genetic and environmental influences on
individual differences. A key conceptin the field is that of genetic change across
the lifespan. Behavior changesrapidly during the early years oflife, providing a
wonderful opportunity to study the interplay of genetic and environmental
contributions.

The goal of this chapter is to provide an overview of behavioral genetic
research on intellectual development during infancy and childhood. The chapter
opens with a brief description of behavioral genetic research designs and then
turns to a review ofthe literature. The primary focus is on recent and ongoing
studies, as excellent complete reviews already exist (Plomin, 1987; Plomin,
1986; Scarr & Kidd, 1983). The secondary emphasis isto illustrate the useful-
ness and powerof behavioral genetic methodology for understanding the process

of development. Multivariate analyses and latent variable modeling have proven
to be particularly useful. Behavioral genetic research during infancy and child-
hood is accumulating rapidly and this chapter also attempts to predict future
directions that the field may take.

Overview of Behavior Genetic Designs

Human behavioral genetic research involves the use of naturally occurring
populations to control for genetic similarity among individuals. The three basic
designs most commonlyusedare the family, twin, and adoption studies. Each of
the designsis briefly described; however, an in-depth explanation of the designs
and their assumptions can be found in Plomin, DeFries, and McClearn (1990).

Family studies. Family studies compare parents and their offspring and
siblings to each other. Parents and their children share 50 percent of their
additive genetic variance as well as shared family environmental influences.
Siblings share on average 50 percentof their additive genetic makeup, 25 percent
dominance variation, and shared family environment. Although the family de-
sign does not allow genetic and environmental variance to be estimated sep-
arately, familial resemblance is a prerequisite for the operation of genetic
influences. Genetic and shared family environmental influences cause family
members to be similar to each other; nonshared or specific environmental
influences cause differences among family members. If family members do not
resemble one another, then neither genetic nor shared family environment can be
important.

Estimates of familiality (family resemblance) are typically calculated by
regressing offspring scores on parent scores or by correlating one sibling with
another. Assortative mating can inflate estimates of familiality when parents are
similar to each other for a trait of interest. Spouse correlations are used to
estimate assortative mating. For instance, people mate assortatively for height;
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tall women and men tend to marry each other. If the parents are highly similar,
then the single parent/offspring relationship becomesinflated because the rela-

tionship includes not only the genetic similarity between that parent and their

child, but also a portion of the genetic similarity between the child and the other

parent. However,if the parents’ scores are averaged creating a midparentscore,

then assortative mating is no longer an issue (Falconer, 1973). The regression of
the midparent score on the offspring score estimates 100% of the additive genetic

variance plus shared family environmental influences.

Twin studies. Twin studies are more powerful than family studies in that

genetic effects can be separated from the environment. The design is based upon

the fact that identical twins (MZ) share 100 percent of their genetic makeup and

fraternal twins (DZ) only share on average 50 percentof their genes. If a given

trait is genetically influenced, then identical twins should resemble each other to

a greater extent than fraternal twins; the identical twin correlation should be

greater than the fraternal twin correlation. Heritability (h*) represents the portion

of variance due to genetic effects and can be estimated by subtracting the
fraternal twin intraclass correlation from the identical twin correlation and
doubling the difference. Identical twin similarity is due to both shared genes and

shared environment. Shared or common family environmental influences (e,”)

can be estimated by subtracting h? from the identical twin correlation. Nonshared

or within-pair environmental influences (e,,7) create differences between mem-

bers of a twin pair; because MZ twins are completely genetically identical,
within-pair differences must be caused by environmental influences. Nonshared

environmentcan be estimated by subtracting the MZ twin correlation from 1.0;

of course, any error variance would also be contained in this term. As a

numerical example, if identical twins correlate .80 and fraternal twins correlate
50, then,

h*? = 2(.80 — .50) = 2(.30) = .60,

e. = .80 — .60 = .20, and

e,” = 1.00 — .80 = .20.

t
e

The twin design assumesthat environmentalinfluences are shared to the same
extent across the two twin types. Although the validity of this assumption has
been challenged, studies have failed to show that the assumption has compro-
mised twin study results for major areas of interest such as intelligence and

personality (Plomin et al., 1990).

Adoption studies. The adoption design also allows genetic and environmen-
tal effects to be separated and is one of the most powerful designs available for
studying human behavior. The design compares an adopted child to biological

parents who do not share any of the environmental experiences with the child,
and with adoptive parents who do not share any genetic similarity with the child.
If the child resembles biological relatives, then genetic influences are implicated.
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If the child resembles the adoptive relatives, then the effects of shared family
environmentare operating. Adoption designsalso allow unrelated siblings reared
together to be studied. Pairs of related and unrelated siblings can be used to
estimate genetic and environmental influences in much the same waythat twin
data is used, except that unrelated siblings do not share any of their genes and
related siblings share on average 50 percent of their genetic makeup.

Two major factors must be assessed in adoption studies for the design to be
valid; they are the age of placement and selective placement. Adopted children
should be separated from their biological parents at birth or shortly thereafter. If
the child has contact with biological mother or father, then the estimates of
genetic influence will be inflated. Selective placement, the matching of adoptive
parents to biological parents, must also be assessed. Underselective placement,
both genetic and environmental influences may be overestimated. If genetic
influences are important, the adoptive parent/adoptive offspring relationship will
be inflated and the effect of shared family environmentwill be overestimated. If
shared environmental influences are important, the biological parent/offspring
relationship will be inflated and the estimate of genetic influence will also be too
large.

Although behavioral genetic designs are based on the genetic similarity of
individuals, they provide the best opportunity to study the effects of the environ-
ment. In fact, the field of behavior genetics may hold more promise for under-
standing the environmentthan genetic effects. This chapter, however, is directed

at understanding genetic influences on intellectual development and will not
discuss the many behavior genetic studies of environmental influences, a topic
that would require an entire chapter by itself.

INFANCY

For the most part, developmental psychologists have not been as interested in

individual differences during the infancy period as they have universals of

development. The generallack of individual differences research can be traced to
two mainfactors. First, individual variation is less marked in infancy than later
in life because of the highly canalized nature of infant development. Second,

behavioral differences among infants are difficult to measure reliably and accu-

rately. Recent years have seen a shift in interest with greater attention paid to

behavioral variation as researchers began to improve their methods of assessing
early individual differences. Beginning in the 1970s behavioral genetic studies of
infancy also began to emerge with a primary focus on cognitive abilities.

Currently there are four large ongoing studies which provide family, twin,

and adoption data on cognitive development in infancy. Each of these four
important studies will be briefly described below.

Louisville Twin Study (LTS). The oldest of the three studies, the LTS began

in the 1950s and continues today (Wilson 1983). Twins are first tested at 3

months of age and are followed every 3 months during the first year, every 6
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months during the second andthird years, and yearly until they reach 9 years of
age. The twins receive their last testing at 15 years of age. During infancy, the
primary tests administered are the Bayley Scales of Infant Development through
24 months of age, and the Stanford-Binet at 30 and 36 months of age. The study
includes close to 500 pairs of twins. In addition to the twins, whenever possible
both older and younger siblings of the twins were also included in the study.

Colorado Adoption Project (CAP). Beginning in 1975, biological mothers
were recruited through two Denverarea adoption agencies. All of the biological
mothers, about 25 percent of the biological fathers and both adoptive parents of
all of the adopted children were tested on a 3-hour battery of cognitive and
personality tests. In addition to the adoptive families, matched control families
were also selected for testing based on sex of the child, father’s age and
occupation, and the number of children in the family. Currently, the sample
consists of 245 adoptive families and 245 matched control families. Initially, the
children in the CAP weretested twice during infancy at | and 2 years of age. The
children are then followed longitudinally at 3, 4, and 7, phone interviews and
tests are conducted at 9, 10, and 11, and plans are being made for subsequent
testing until each child can be tested at age 16 years on the samebattery that the
parents initially received. Whenever possible, a younger sibling in both the
adoptive and nonadoptive families is also included in the study. Beginning in
1982, the infants recruited into the study received the Fagan Test of Infant
Intelligence (Fagan & Shepherd, 1986) at 5 and 7 monthsof age in addition to
the rest of the testing. The infant tests administered at 1 and 2 years include; the
Bayley Scales of Infant Development, Bayley’s Infant Behavior Record, the
Sequenced Inventory of Communication Development, maternal interviews, and
videotaped assessments. Details about the CAP and extensive data analyses in
infancy are reported in Plomin and DeFries (1985).

The Colorado Infant Twin Project (TIP). The TIP began in 1985. Currently
the study includes over 200 pairs of twins tested at 7, 8, and 9 months of age.
The twins receive a wide variety of tests which will be described later, but each
test was selected as a possible predictor of later intelligence. Both parents of the
twins also receive extensive cognitie testing, including the Wechsler Adult
Intelligence Scale and a shortened form of the adult battery of cognitive tests
used in the CAP. Further information on the TIP can be found in DiLalla et al.
(1990).

MacArthur Longitudinal Twin Study (MALTS). Beginning in 1986 parents
of infant twins were contacted through the Division of Vital Statistics of the
Colorado Department of Health. All twins selected were to be full term and of
appropriate birth weights. The final sample consisted of over 200 sets of twins.
Each twin pair wasseen twice at 14, 20, 24, and 36 monthsof age and assessed
on a variety of temperament and cognitive measures. The primary focus of the
study was onindividual differences in change and continuity during the second
year of life in the areas of temperament, cognition, and emotion (Plomin,
Campos, et al., 1990).
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Cognitive Development—Conventional Infant Tests

Twin and sibling studies. There are only two twin and nontwin sibling

studies of infant cognitive development aside from the four studies described

above. Twin andsibling data from the Collaborative Perinatal Project (Nichols &

Broman, 1974) and sibling data reported by McCall (1972). The results from

these two studies are summarized in Table 3.1, and generally concur with the

results reported in the LTS and CAP.

Bayley Mental Development Index (MDI) scores from the LTS indicate

almost no genetic influence on individual differences in cognitive function

during the first year-and-a-half oflife and little influence from 18 to 30 months of

age (Wilson, 1983). Within-pair correlations are substantial but identical twins

are not significantly more similar than fraternal twins. In fact, the twin correla-

Table 3.1. Twin and Sibling Studies of Infant General Cognitive Ability

  

orrelation
Age Identical Fraternal Related Unrelated

Study in months Twins Twins Siblings Siblings

McCall (1972) 6 & 12 24

(142)

6, 12, .40

18 & 24 (142)

Nichols & Broman

(1974) 8 55 55 .22

(110) (205) (4,347)

Wilson (1983) 3 .66 .67

(72) (90)
6 75 12

(81) (101)

9 .67 51

(73) (84)

12 .68 .63

(89) (92)

18 82 .65

(92) (113)
24 85 .65

(88) (115)

30 .88 79

(72) (93)
36 .88 19 38

(104) (125) (74)

Plomin, DeFries,

& Fulker (1988) 12 7 .03

(82) (67)
24 42 12

(70) (61)
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tions are greater than the age-to-age correlations for the same child; each twin
predicts his co-twin’s score better than the child himselfat a later age. The mean
twin correlations across 3, 6, 9, and 12 months of age are .69 and .63 for
identical and fraternal twins respectively. In contrast the samecorrelations across
18, 24, 30, and 36 months are .84 and .71. The pattern ofcorrelations suggests
that environmental factors are a strong deterniinant of twin similarity at these
early ages with genetic influences beginningto play a smallrole after 18 months.
Nontwin sibling correlations are also available for some of the ages. It is most
striking that the siblings resemble each other significantly less than the fraternal
twins, thus suggesting that twins share environmental effects unique to twin
pairs. Examplesof sucheffects maybetesting artifacts, each twin is tested on the
same day, sibling tests are separated byat least a year; or perhaps morelikely,
twins share perinatal effects and are subject to perinatal problems more often
than are singletons.

Another informative approach for studying cognitive development through
twin data is to chart longitudinal changes or ‘‘spurts and lags’’ for individual
twin pairs. These longitudinalprofiles can be usedto computetrend correlations
for identical and fraternal twins. Figure 3.1 illustrates the pattern of change
across three age groupings in the LTS. Trend correlations were computed
(Wilson, 1983) for a combination of the 3,6,9, and 12 months Bayley MDI

Correlation
0.9

0.8

0.7

0.6

0.5

0.4 0.33-12 Mo. 12-36 Mo. 3-6 Yr.

Age

Identical Fraternal Twins

—

Siblings

 

Figure 3.1. Louisville Twin Study trend correlations
Data from Wilson, 1983.
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scores at .69 and .63 for identical and fraternal twins, respectively. Although

these correlations show that twins are very similar in their developmental pat-

terns, no genetic influenceis indicated duringthefirst year. Mental development

scores at 12, 18, 24, and 36 months werecorrelated .80 for identical and .72 for

fraternal twins (p < .05 for the difference between the correlations), indicating

that genetic factors begin to exert an influence during the second and third years

of life. After the infancy period, combining across IQ at 3, 4, 5, and 6 years

yields correlations of .87 for identical and .65 for fraternal twins. These trend

results suggest that genetic factors become increasingly important after infancy

throughthe transition into early childhood, but once again implicate the role of

shared family environment for the substantial twin similarities observed. The

trend analyses for 35 pairs of infant siblings also support the previous single-age

correlations in that they are significantly lower than the fraternal twin trend

correlations during infancy. The 3-, 6-, 9-, and 12-monthcorrelation is a .37 and

the 12-, 18-, 24-, and 36-month correlation is .46. However, the sibling trend

correlation (.55) for early childhood is similar in magnitudeto the fraternal twin

correlation (.65), thus further implicating the effect of perinatal influencesthat

begin to wash out after infancy (Wilson, 1983).

The role of genetic influences on Bayley MDIscores during the first two years

of life appear at best minimal in the LTS. Furthermore, developmentpatterns of

continuity and change, although very similar for twins, also appear to be

unaffected by genetic factors. In contrast to the LTS, a small sample of related

and unrelated siblings from the CAP show strong genetic influence for Bayley

MDIscores at 12 and 24 months of age (see Table 3.1). The related sibling

correlations of .37 and .42 at 12 and 24 monthsrespectively are comparable to

other infant sibling correlations in the literature.

Interestingly, recent results from the TIP and MALTStwin studies differ

somewhat from those reported in the LTS. For 264 twin pairs at 12 months and

155 twin pairs at 24 months, heritability estimates are .50 and .24, and shared

environmentalinfluences are .15 and .55, respectively (Cherny, Cardon, Fulker,

& DeFries, 1992). The sample at 3 years of age is still small—62 twin pairs—

and the estimates of .30 and .43 for heritability and shared environmentare not

significant. Although the results appear to differ markedly between the two

samples, particularly for the 1-year-olds, Chernyetal. attribute the differences to

sampling fluctuations.

Another recent report on a preliminary sample of 14-month-old twins (100

MZ and 100 DZ) from the MALTSexaminedtheinterrelationships between the

Bayley Mental DevelopmentIndex and three specific cognitive ability measures

comprised of a word comprehension test, a sorting task, and a memory for

location task (Whitfield, Cherny, Fulker, & Reznick, 1992). The Bayley and the

word comprehension task were both significantly heritable. The four measures

did not share a common genetic factor. In other words, each of the measures

appearto be influenced by separate genetic influences. This report is particularly

interesting however, because measures of specific cognitive abilities during the
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first two years are scarce, and few multivariate genetic studies of the structure of
mental abilities in this early age group have been conducted.

Adoption studies. Turning now to results from the CAP, parent/offspring
resemblances are examined for 1- and 2-year Bayley MDIscores and parental
general cognitive ability. In general the overall results are comparable to other
adoption studies involving parent/infant comparisons (Plomin, 1987). Table 3.2
summarizes these studies.

Nonadoptive parent/offspring resemblance estimates familiality or an upper-
limit estimate for both genetic and environmental influences; biological parent/
offspring resemblance directly estimates the impact of genetic effects, and
adoptive parent/offspring resemblance indicates environmental influence. Again
genetic influences appear to be minimal during the first year and slightly more
important during the secondyearoflife. However,the effect of parent/offspring
shared environmentalso appears to be quite small. Maximum-likelihood model-
fitting analyses allow these correlations to be simultaneously analyzed providing
a more powerful approach to detect and explain small relationships. These
analyses support a genetic hypothesis at 12 months and a combined effect of
genes and shared family environment at 24 months of age (Fulker & DeFries,
1983). Plomin (1987) summarizes that about 20% of the variance in Bayley MDI

Table 3.2. Adoption Studies of Infant General Cognitive AbilityoS

eeeeeeioes

Age
Study in months Relationship (N) Correlation
Snygg (1938) 12-14 biological mothers (227) .08
Skodak & Skeels (1949) 12-24 biological mothers (39) — .01
Casler (1976) 9 & 15 biological mothers (145) .O9

21 & 27 biological mothers (145) 11
Plomin & DeFries (1985) 12 biological

mothers (176) 12
fathers (41) .29

adoptive

mothers (177) 12
fathers (169) .0O

nonadoptive
mothers (157) .04
fathers (157) .09

24 biological
mothers (176) .06
fathers (41) 38

adoptive

mothers (177) 10
fathers (169) .08

nonadoptive
mothers (157) 22
fathers (157) 21OO

Adapted from Plomin (1986).
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scores is determined by genetic influences and about 10 percent of the variance

can be accounted for by family environment shared by parents and infants.

Finding rather small parent/offspring correlationsis not surprising. The inter-

pretation of parent/offspring results requires a slightly different perspective than

twin analyses. When twins and/or siblings are tested at the same age using

exactly the same measure,it is clear that the resulting heritability and environ-

mentality estimates pertain directly to the trait measured. However,in the case of

parents andinfant offspring, individualsare tested at drastically different ages on

very different measures. When heritability estimates are obtained directly from

these comparisons, isomorphism is assumed for the trait in question. This

assumption may notbe valid, especially for infant intelligence where the predic-

tive powerof the infant tests appears to be quite low especially during thefirst 12

months of life. The discovery of parent/infant resemblance becomes that much

more remarkable, because in the case of the biological parent/offspring compari-

son, it requires not only that genetic influences be important in infancy and in

adulthood but that there be some degree of genetic continuity between the two

ages. Genetic continuity will be discussed later in the chapter.

The results outlined thus far have only involved general cognitive ability in

infancy and in adulthood. The CAPdataset can also be used to explore specific

cognitive abilities and the process of differentiation in cognitive development

(Plomin & DeFries, 1985). Four specific ability factor scores are available for

each of the parents in the CAP representing Verbal and Spatial abilities, Percep-

tual Speed, and Memory. Bayley MDIscores relate only to parental general

intelligence, not to these four factors. The next step taken was an attempt to

isolate specific cognitive components from the itemsin the Bayley. Lewis (1983)

reported on Spatial, Verbal, and Memory/Imitation scales derived from factor

analyses of the Bayley items. These factors were created for the CAPinfants and

then compared to the parental factor scores as well as to general intelligence

(Thompson, Plomin, & DeFries, 1985). Again, however,the results indicate that

Bayley factors that relate to adult intelligence only relate to general intelligence

and not to the specific abilities. These results suggest that infantintelligence is a

global, undifferentiated ability, but this hypothesis requires further exploration.

Perhapsspecific abilities in infancy are very basic and are therefore not captured

by the Bayley in enough detail to indicate differentiation. Similarly, perhaps the

parental measures are themselves too complexto relate to specific infant skills.

Further research is required to explore these issues.

Language acquisition. During the transition from infancy into childhood one

of the most important cognitive developments is the acquisition of language

skills. Communicative development has beentraditionally approached through a

universal perspective yet individual differences are marked (Hardy-Brown,

1983). Behavioral genetics research has made important contributions toward the

understanding of the origins of individual differences in the rate of communica-

tive development.

Studies from the CAP haveyield someparticularly interesting results. Infants

in the CAPreceived the Bayley at 12 and 24 monthsof age, which contains many
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verbal items, a maternal report of the size ofthe infants vocabularyis recorded at
18 months, and the infants received the Sequenced Inventory of Communication
Development (SICD) at 24 and 36 monthsofage.

Baker (1983) conducted a path analysis of verbal and nonverbal Bayley
clusters at both 12 and 24 monthsofage. Parent/offspring results support the
results discussed previously involving the Bayley factors (Lewis, 1983): Verbal
and nonverbal Bayley clusters do notdifferentially relate to parental verbal and
nonverbal skills. This pattern of results continues to suggest that infant cognitive
skills are general and undifferentiated. Furthermore, genetic analyses suggest
that the samegenetic influences are operating to determine individualdifferences
in verbal and nonverbal abilities at 12 months. At 24 months, the amount of
genetic overlapis still large but suggests that some genetic differentiation begins
to occur during the second year of life (Plomin & DeFries, 1985).

Although the Bayley does contain manyverbal items, an entire test devoted to
measuring communicative competence might allow a more accurate assessment
of individual differences. Thompson and Plomin (1988) report a series of
analyses involving the SICD at 2 and3 years of age in the CAP. When the SICD
was compared to measures of general cognitive ability, Bayley at 2 years and
Stanford-Binet at 3 years, and other verbal measures, word diary at 18 months
and a separate verbalability test at 3 years, the SICD was significantly correlated
with all of the measures. However, the SICD was more highly correlated with
general cognitive ability than with specific verbal tests.

Sibling correlations were also examined for the SICD. Although the sample
size was small, related and unrelated sibling comparisonsare interesting because
they provide direct estimates of heritability and shared family environmental
influences. Adoptive sibling pairs are genetically unrelated and any resemblance
found between membersof unrelated pairs must be due to shared family environ-
ment. Nonadoptivesibling pairs are on the average 50 percent genetically similar
and also share the same rearing environment. The heritability of a trait can be
estimated from sibling data asit is estimated from twin data (Plomin et al., 1989)
by subtracting the unrelated sibling correlation (shared family environment
estimate) from the related pair correlation and doubling the difference. For 70
pairs of related siblings and 56 pairs of unrelated siblings at year 2, the SICD
correlations were .29 and .08 respectively, yielding an estimate of .42 for
heritability at age 2. At three years, the 53 related pairs and 50 unrelated pairs
were correlated at .21 and .10 providing an estimate of .22 for heritability. These
results suggest that genetic influences are important for differences in the rate of
language acquisition in infancy and early childhood.

Thompson and Plomin (1988) also explored parent/offspring resemblance for
parental IQ and specific cognitive abilities as compared with offspring SICD
scores. Although the SICD did relate to both IQ and verbal ability in the parents,
the SICD/verbalrelationship dropped out when IQ wascontrolled for, suggesting
that communicative ability in infancy may be a good representation of general
cognitive ability. Parent/offspring model-fitting analyses provide estimates of
genetic and environmental influences on the ““longitudinal’’ relationship be-
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tween SICD and parental IQ. The results from these analyses yield small but

significant estimates for genetic influence at age 2 (h? = .19) and slightly

higher estimate at age 3 (h* = .38).
In slightly larger sample, 73 adoptive and 83 nonadoptive sibling pairs,

Julian, Braungart, Fulker, Defries, and Plomin (1992) report in an update onthe

CAP sample a multivariate analysis of the SICD scores. They found that

approximately 50% of the variance in SICD scores at both ages 2 and 3 can be

attributed to genetic influences and only about 2% to shared family environment

at age 3. They also report that genetic influences appear to be important in

mediating continuity in language acquisition from age 2 to 3 as indicated by

greater cross-sibling longitudinal correlations in the nonadoptive pairs as com-

pared with adoptive pairs.

The language measures discussed thus far have been widely used and are

reliable but sample from a limited window of infant behavior as they assess

language from a global perspective. Measures including detailed assessments

from naturalistic observations may provide greater understanding of how com-

municative developmentis influenced by genes and by specific aspects of the

environment. In a detailed analysis of language development, Hardy-Brownand

Plomin (1985) examined a subsample of 50 adopted and 50 nonadopted CAP

infants at | year of age. The assessment of the infants included analyses of

videotapes involving mother/infant interactions during unstructured, semistruc-

tured, and structured situations. The variables that emerged from the videotaped

situations included: total vocalizations, vocal and physical imitation, syllable

structure, communicative gestures, true words, and others. The videotape vari-

ables were combined with Bayley communication items and the word diary

measure. A first unrotated principal component accounting for 29 percent of the

variance ofall of these measures was used as an index of infant communicative

behavior.

Whenthefirst principal componentwasrelated to parent IQ, the nonadoptive

mother and father and the biological mother comparisons weresignificant,thus,

strongly implicating genetic influences. Adoptive infants did not resemble their

adoptive parents. Also of interest is the lack of relationship between the infant

measure and parentalspecific abilities; again, general cognitive ability appearsto

be the most important determinant.

Although the adopted infants’ communicative ability did not relate to adoptive

parents’ IQ, someaspects of the language learning environment were found to be

important. Maternal variables that were assessed from the videotaped interac-

tions included: total vocalizations, sentence types, vocal imitation of the infant,

contingent vocal responding, mean length of utterance, and others. Other mea-

sures of the home environment thought to be important for language develop-

ment were also assessed such as time reading books with the infant, presence of

older siblings, and parental education and occupation. Although notas strong as

the genetic effects, two interesting relationships emerged, nonadoptive and

adoptive mothers’ imitation of infant vocalizations and time spent reading books
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with the infant. Despite the small size of the environmental effect and the
relatively small number of influential variables, these findings are important
because they are estimates of ‘‘pure’’ environmental effects. Reports of signifi-
cant effects of maternal interaction variables on infant behavior may in fact be
indirectly determined by genetic factors unless the mother/child pairs are unre-
lated as in the CAP.

The acquisition of languageskills has provento be

a

fruitful area of study for
behavioral geneticists. Adoption study results including sibling comparisons and
parent/offspring comparisons indicate that genetic influences are an important
determinant of early individual differences in communicative development.
Furthermore, the results also suggest thatit may be possibleto identify specific
environmental variables that affect the process of language acquisition.

Infant information processing. The combinedresults from the LTS and the
CAP are very important and represent the best attempts to study genetic and
environmentalinfluences on infant cognitive developmentto date. However,the
measurement of infant intelligence is not an easy task and advances in test
development have been madein thelast decade that mayshedfurther light on the
etiology of individual differencesin infant intelligence. Research on infant visual
attention has led to a whole new approach to cognitive developmentin infancy.
In particular, measures of visual novelty preference and habituation have been
found to be predictive of later intelligence (Fagan & McGrath, 1981: Lewis &
Brooks-Gunn, 1981; Rose & Wallace, 1988: Bornstein & Sigman, 1986) more
so than conventional infant sensorimotor tests such as the Bayley. An informa-
tion processing approach has been taken to explain this continuity; visual atten-
tion measures tap basic information-processing abilities such as encoding, dis-
crimination, categorization, and memory. All of these abilities are importantfor
performance on intelligence tests later in life (Fagan & Singer, 1983).

Beginning in 1982, the remaininginfants recruited into the CAP were admin-
istered an early version of the FaganTest of Infant Intelligence (FTI: Fagan &
Shepherd, 1986) at 5 and 7 months corrected age. The FTII uses a paired-
comparisons paradigm to measure visual recognition memory through infants’
preferences for novel stimuli. Each of the infants received four problems of
abstract patterns and photographsof faces at 5 months of age and six problemsof
photographs of faces at 7 months of age (Thompson, 1989). A total of 41
adopted infants and 95 nonadoptive infants were tested. In general, the 5-month
novelty preference did not relate to midparent general cognitive ability. The
7-month novelty scores yielded midparent/infant regressions of .20, .19, and .16
for biological, adoptive and nonadoptive parents, respectively. Although the
samples are small, the results are encouraging. In general both the adoptive
parent/infant and the biological mother/infant correlations are higher than with
the 12-month Bayley MDIscores, thus indicating more continuity mediated both
by genetics and by environmental influences.

The infants tested in the CAP were followed longitudinally at 12, 24, and 26
months. Follow-up results for 113 of the infants were reported by Thompson,
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Fagan, and Fulker (1991). The follow-up tests allowed novelty preference to be

comparednotonlyto later IQ, but to later language and specific cognitive skills.

A composite novelty score formed from 10 items administered across the 5- and

7-month-old test sessions was significantly correlated with Binet IQ at 36 months

of age was not related to Bayley MDI scores at 12 and 24 months of age.

Interestingly, novelty preference related more strongly to later Language, Ver-

bal, and Memorytests than to Spatial Ability and Perceptual Speed. The results

suggest that infant novelty preferencerelates to receptive language and memory

skills as well as general intelligence. However, the complexity of the cognitive

processes involved in the infant and early childhood measures may be too great

to paint a clear picture in terms of continuity in information processing. For

example, early language skills may represent specific processing skills that are

also important for infant visual novelty preference performance. Conversely,

early languageability may be a strong indicator of general intelligence. In other

words, if novelty preference is determined by ‘‘g’’, then the strength of the

correlation between novelty preference andlater tests will be determined by their

‘‘g’’ loadings. However, the relationship between novelty preference andlater

memory ability appears to support the theory that novelty preference may

represent a subset of cognitive processing abilities. Unfortunately, subject re-

cruitment ended in the CAPin 1985 limiting the samplesize for the early infancy

measure.

The interesting results generated in the CAP involving infant novelty prefer-

ence prompted the development of the Colorado Infant Twin Project (DiLalla et

al., 1990). The study began in 1985 and currently involves over 200 pairs of

infant twins and their parents. The primary goal of the study was to identify

infant measures that are predictive of adult intelligence through the use of a

midparent/midtwin design. In terms of additive genetic variance, the midparent

(the average of both parents’ IQ scores) to offspring correlation is the sameasthe

longitudinal correlation for the same individual tested in infancy andin adult-

hood. Therefore, the design is like an ‘‘instant’’ longitudinal study and allows

immediate validation of the infant measures. Using a midtwin score (the average

of both twins’ test scores) rather than a single offspring’s score increases the

reliability of the infant measure, similar to testing the same individual twice. An

added advantage of the twin design is that estimates of heritability and shared

family environmental influences can also be calculated for all of the infant

measures. The twins have also been followed longitudinally; thus, further testing

both the predictive validities of the measures and the power of the midparent/

midtwin design as a longitudinal model.

Each of the infant measures used in the TIP wasselected to be predictive of

later intelligence as indicated by previous developmental research. Twins were

tested at 7 and 9 months corrected age in their homes on a 1.5-hour battery of

tests summarized in Table 3.3.

Whenthe infants were 8 months corrected age, families were tested at the

Institute for Behavioral Genetics where infants received a test of visual expecta-
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tions developed by Haith (Haith, Hazen, & Goodman, 1988). Haith’s measure
allows the assessment of both a complex visual attention measure—the antici-
pation of stimulus location—and a relatively simple cognitive processing -
measure—reaction time. During this visit, parents were alsotested. They were

Table 3.3. Summary of Infant Measures from the Colorado
Infant Twin Project

OOOOerrr

—

Test Description Measure

oeOEOOroarcscsa

>>

eSSS

Fagan Test of Infant
Intelligence

(Fagan & Shepherd,
1986)
Immediate: 10 novelty preference problems Mean Novelty

Preference
Delayed Fagan: same 10 novelty problems, 30 minutes Mean Delayed

later using 50 percent of the original Novelty
familiarization times Preference

Lateralization:

Forced choice

of hand

Reaching

Holding (adapted
from Caplan &
Kinsbourne, 1976)

Orientations

6 trials retrieving a toy through a hole
in a shield

6 trials reaching for a toy placed on a
tray

two identical toys placed in each hand,
length of holding time recorded for
each hand

videotape of infant's response to an

Hand Preference

Hand Preference

Holding Ratio

Percent Trials
audiotape of 10 different sounds (dog Oriented
bark, car horn, etc.)

Vocalizations:

tester rating tester records numberof different Numberof
syllable sounds emitted during the Different

Bayley Items:
test session Vocalizations

(Bayley, 1969)
bell infant respondsto a bell ring Pass/Fail
rattle infant respondsto a rattle Pass/Fail
mirror infant responds to mirror image Pass/Fail
paper play infant manipulates paper Pass/Fail

Bayley’s Infant tester rating of infant's test-taking Composites
Behavior Record behaviors representing:
(Bayley, 1969) Affect/Extra-

version, Activ-

ity & Task
Orientation

Visual Expectation videotape of the infant’s eye Baseline Time,
(Haith, Hazen & movements in responseto a right-left Percent
Goodman, alternating stimulus Anticipation,
Reaction 1988) Shift between

Targets

wooo

OO
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administered the Wechsler Adult Intelligence Scale (WAIS) and a shortened

version of the CAP adult battery of specific cognitive abilities (DeFries, Plomin,

Vandenberg, & Kuse, 1981). The parental measures provided two indices of

general cognitive ability, WAIS IQ andthe first unrotated principal component

from the CAP battery (CAP IQ). Lengthy descriptions of each of the infant

measures will not be given, but can be found in the report by DiLalla et al.

(1990).

Midparent/midtwin analyses are available for 208 twin pairs. Each of the

infant measures in the form of a mean twin score was regressed onto mean

parental WAIS IQ and CAPIQ.Eighteen of the 62 regressions were significant

at the 5 percent level and 54 were positive. The best predictors were the FTI,

Haiths’s Visual Expectation Test, Vocalizations and the IBR scales. Table 3.4

summarizes the results for these predictive measures.

Table 3.4 also presents the correlations between the infant tests and IQ at 3

years of age. Thebestpredictors of parental IQ were also predictive of 3-year-old

Binet IQ; thus, verifying the predictive power of the measures and of the

midparent/midtwin approach. The infant measures were also entered into a

multivariate stepwise regressionto predict later IQ and parental IQ. Theintercor-

relations among the predictors were in general low but two interesting clusters

Table 3.4. Midparent/midtwin regressions and longitudinal midtwin

correlations between infant measures and IQ
e
e

Midparent Midtwin

General 3-Year

WA/S /Q __siIntelligence Binet

Infant Measure (N) (N) (N)

Fagan Test of Infant Intelligence

Composite of 7 and 9 month .24* .22* 32*

(200) (200) (51)

Visual Expectation Test

Baseline Reaction Time .17* .18* .47*

(110) (110) (33)

Percent Shifts Between Targets .24* .20* .29*

(135) (135) (36)

Vocalizations

7 months .17* .13* — .28*

(175) (175) (40)

9 months .19* .10 17

(177) (177) (44)

Infant Behavior Record at 9 months

Affect/Extraversion .20* 07 .30*

(194) (194) (51)

Task Orientation .19* .08 .28*

(194) (194) (51)

*p < .05
Adapted from DiLalla et al. (1990).
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emerged. The FTII and Visual Expectation Test measures correlated among
themselves and the Vocalization and IBR measures formed the second cluster.
The two clusters were not correlated with each other. This clustering may
indicate that infant intelligence has two important areas. The first area may
represent information-processing skills and the second area mayreflect tempera-
mental qualities that mediate the infant’s interactions with the environment.
Additional research is needed to explore this idea.

As mentioned earlier, the use of the twin design allows the estimation of
genetic and environmentalinfluences on the infant measures. These analyses are
in progress for the current sample in the TIP. However, preliminary analyses
(Thompson, 1989) indicated higher estimates of heritability were operating on
infant information-processing measures than had been found previously with
conventional infant cognitive tests. A model-fitting analysis describing these
results will be presented later in this chapter.

CHILDHOOD

Dramatic changes in cognitive behavior occur as the infant becomes a child.
Intelligence tests administered during early childhood finally begin to resemble
adult intelligence tests; the predictive powerofthe tests begin to reach acceptable
levels by the age of 3 years. Both twin and adoption studies suggest that genetic
influences play an increasingly important role from the transition into childhood
through the early school years.

General Cognitive Ability

Twin andsibling studies. The Louisville Twin Study again presents the most
complete data set for the development of general cognitive ability during child-
hood (Wilson, 1983). The twin correlations are presented for every year sep-
arately from age 3 to age 9. The Stanford-Binet is administered at age 3, the
Wechsler Preschool and Primary Scale ofIntelligenceat ages 4, 5, and 6, and the
Wechsler Intelligence Scale for Children (WISC)at age 7, 8, and 9. Figure 3.2
illustrates the twin and sibling correlations: the picture is striking in that the
identical twin correlations remain stable and very high (.83—.88) across the
6-year period while the fraternal twin correlations systematically drop from a
high of .79 at 3 years to about the samelevel as the sibling correlations by age 7.
This pattern of correlations, an increase in the difference between identical and
fraternal twin correlations, yields an increase in the estimate of heritability. In
fact, by age 7 the twin correlations produce an estimate of .50 which is similar in
magnitude to estimates from adult twin data. The sibling correlations over the
same time period increase from .38 to .55. At ages 8 and 9, the fraternal twin
correlationsrise again slightly, although not significantly, perhaps reflecting the
impact of the early school years.
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Figure 3.2. Louisville Twin Study longitudinal correlations

Data from Wilson, 1983.

Additional twin andsibling studies are presented in Table 3.5. The four twin

studies report twin data for large age ranges as opposed to separate ages; thus,

clouding the developmental picture somewhat. Koch (1966) used the Primary

Mental Abilities test and Segal (1985) used the WISC-R; both studies indicate

substantial genetic influences. The other two studies (Garfinkle & Vandenberg,

1981; Foch & Plomin, 1980) use the Raven’s Progressive Matrices test and

suggest very little or no genetic influence. Plomin (1986) cautions, however, that

the age-corrected Raven’s scores havelowreliability and may attenuate the twin

correlations.

Thompson, Detterman, and Plomin (1992) report on the Western Reserve

Twin Project which includes 148 identical and 135 fraternal twin ranging in age

from 6 to 12. For a composite measure of general cognitive ability, heritability is

estimated at .50 and shared environmentat .42. These estimates seem to agree

quite well with the LTS, thus, lending further support to the idea that early

school environment may be affecting twin resemblance.

Studies including both related and unrelatedsiblings are also reported in Table

3.5. The earliest studies report data from unrelated sibling pairs only. Freemanet

al. (1928) and Leahy (1935) report correlations of .25 and .08 respectively. The

Freeman, Holzinger, and Mitchell correlation may be larger because of the

substantial selective placementthat was operating in that study. Two more recent

studies (Scarr & Weinberg, 1977; Horn, Loehlin, & Willerman, 1979) report

similar results for related and unrelated sibling pairs that suggest the importance
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Table 3.5. Summary of Twin and Sibling Studies of Childhood IQ

 

Correlation

Identical Fraternal Related Unrelated
Study Age Twins Twins Siblings SiblingsESE
Freeman,

Holzinger, &
Mitchell
(1928) 2-22 25

(112)
Leahy (1935) 5-14 .08

(35)
Koch (1966) 5-8 79 45

(35) (36)
Scarr &

Weinberg

(1977) 4-16 42 33
(107) (187)

Horn, Loehlin,

& Willerman
(1979) 3-26 35 .26

(40) (236)
Foch &

Plomin

(1980) 6-9 .26 44
(51) (33)

Garfinkle &
Vanderberg

(1981) 4-7 57 .48

(137) (72)
Wilson (1983) 3 88 79 .38

(104) (125) (74)
4 83 71 .45

(105) (120) (61)
5 85 .66 56

(129) (131) (88)
6 86 59 54

(139) (141) (110)
7 84 59 55

(116) (119) (45)
8 83 .66 .44

(146) (138) (126)
9 83 .65 53

(85) (86) (58)
Segal (1985) 5-13 85 42

(69) (35)
Plomin,

DeFries, &
Fulker

(1988) 3 35 32

(54) (50)
4 24 23

(43) (43)
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of both genes and shared family environment. However, the age rangesin these

studies

were again quite large, limiting the developmental interpretation of the results.

Finally, the most recent report on siblings in the CAP (Plomin, DeFries, &

Fulker, 1988) suggest little genetic influence at ages 3 and 4, but significant

genetic influence at ages | and 2 (see Table 3.1). Taken at face value these

results appear to be in direct contradiction to the twin results. However,the

differences may at least be partially explained by several factors. First, the CAP

sibling sample is small and may not be able to reliably detect the modest level of

genetic influence at this age. Data from the LTSyield heritability estimates of

only .18-.24 at ages 3 and 4. Second, infant twin data may be particularly

sensitive to the shared effects of perinatal factors, thus, increasing early twin

resemblance for identical and fraternal twins alike. Sibling relationships would

not be affected in this manner.

Adoption studies. Turning now to parent/offspring comparisons from adop-

tion studies, Table 3.6 presents a summaryofall adoption studies where actual

IQ wasassessed in the parents. The Skodak and Skeels (1949) study that directly

assessed the biological mother/adoptive child relationship agrees with the results

from the twin studies that suggest an increase in genetic influence from early to

middle childhood. With the exception of the Freeman et al. (1928) study, the

early adoption studies concur that genetic influences are in part mediating the

relationships between child and adult IQ. Again, the Freemanet al. results must

be interpreted with caution due to substantial selective placement.

The morerecent studies, particularly the Texas Adoption Project (TAP; Horn

et al., 1979; Horn, 1983) and the Colorado Adoption Project (CAP; Plomin &

DeFries, 1985; Phillips & Fulker, 1989) clearly suggest the importance of

genetic influences. The CAP also shows a definite trend for an increase in

genetic influences from age 3 to age 7 where the biological mother/adoptive

offspring correlation rises from .18 to .37. However, both the TAP and the CAP

report nonadoptive parent/offspring correlations that are lower than the biolog-

ical parent/offspring estimate that does not logically follow genetic ‘‘rules.’’

Plomin (1986) discusses several possibilities for these results including geno-

type-environmentcorrelation and chance. Currently the issue is not resolved and

more research, particularly on the effects of the environment is required.

In summary, twin and adoption studies generally indicate that genetic influ-

ences are important for childhood intelligence. Furthermore, the few studies that

provide data points separately by age suggest strongly that genetic influences

increase from early to middle childhood. The developmental process will be

further explored in a later section of this chapter.

Specific Cognitive Abilities and Information Processing

Behavior geneticists have also begun to explore aspects of intelligence not

sufficiently captured by one global index or IQ. Are specific intellectual abilities

influenced differently by genetic and environmental factors? The answerto this
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Table 3.6. Summary of Adoption Studies of Childhood IOeee

ee

Biological Adoptive Nonadoptive
Study Age Mothers Parents Parents

Burks (1928) 5-14 13 .46
(200) (100)

Freeman, Holzinger,
& Mitchell (1928) 2-22 32 .27

(255) (40)
Leahy (1935) 5-14 14 46

(194) (194)
Snygg (1938) 3-5 + 11

(300)
Skodak & Skeels

(1949) 4 .28

(63)
7 35

(63)
Fisch, Deinard, &
Chang (1976) 4 .07 35

(94) (50)
7 .08 .26

(94) (50)
Sscarr & Weinberg

(1977) 4-16+ 19 7
(111) (142)

Horn, Loehlin, &
Willerman (1979)

Horn (1983) 5-7 .36

(169)
5-9 15 .20

(188) (66)
Plomin & DeFries

(1985) 3 18 .15 14
(186) (186) (151)

4 .22 15 15

(162) (162) (138)

Biological Adoptive Nonadoptive

mother mother father mother father
Phillips & Fuller (1989) 7 37 — .05 11 17 17

(139) (139) (136) (137) (138)

_—OC
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question during the infancy period was no, as discussed earlier. However,
measurementlimitations are not as severe in childhood, and differences begin to
emerge.

Very few behavioral genetic studies of childhood have usedtests designed to
assess specific cognitive abilities. For the most part, subtest scores from IQ tests
have beenusedto representspecific skills. Mittler (1969) presented twin correla-
tions for subtests of the Illinois Test of Psycholinguistic Abilities. The sample
consisted of 28 pairs of identical twins and 64 pairs of fraternal twins; all were
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4-year-olds. Mittler interpreted the results as indicating greater genetic influence

for visual and motor channels, and less genetic influence for auditory and vocal

channels. Plomin (1986) however, suggests that the results indicate that verbal

measures show substantial genetic influence and memory measures show very

little genetic effects. Another study reported by Munsinger and Douglass (1976)

also found substantial genetic influence on childhood verbal measures. Plomin

and Vandenberg (1980) reanalyzed data from Koch (1966) consisting of twin

correlations for the Primary Abilities Subtests scores. All four scales—Verbal,

Perceptual, Quantitative, and Spatial—showed significant genetic influences.

Three twin studies have been reported for Wechsler subtests. A summary of

the estimates of heritability and shared family environmentare reported in Table

3.7. In general, genetic influences appear to be important for the majority of the

subtests, particularly verbal subtests, across all three studies. The magnitude of

the estimates vary a great deal, however, across studies and subtests. For the

most part, the Wilson (1975) study indicates greater estimates of shared family

environment. The Segal (1985) study suggests higher genetic influences. The

LaBuda, De Fries, and Fulker (1987) study yields lower genetic influences than

does Segal, but for the most part shows negligible effects of shared environment,

thus implicating nonshared orspecific environmental influences. The differences

Table 3.7. Summary of estimates of genetic and shared family environmental

influences on Wechsler subtests from childhood twin studies

(h? = heritability and c? = shared family environment)

a —

Studies

Labuda,

DeFries, &

Wilson (1975)? Segal (1985) Fulker (1987)

N (50 MZ, 34 DZ) (69 MZ, 35 DZ) (79 MZ, 64 DZ)

WPPSI/ WISC-R WISC-R

Subtest h? c? h? c? h? c?

Information .60 21 82 .00 54 17

Similarities 31 43 94 .00 33 14

Arithmetic .26 39 80 .0O 43 04

Vocabulary 42 .29 72 .06 51 10

Comprehension 36 44 44 21 .29 .08

Picture Completion .86 .00 .O0 32 .25 10

Block Design 50 18 84 .00 .24 43

Picture Arrangement — — .16 17 .26 .14

Object Assembly — — .68 .00 15 .29

Coding _ — .56 12 47 .26

Animal House 84 .00 —_ —_— _ _

Mazes 32 .29 — — — —

Geometric Design 94 .00 — _— — —

aEstimates based on twin correlations reported in the studies.

bActual estimates reported in the study.
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across studies maybea reflectionofthe slightly different age groups represented;
Wilson had 5- and 6-year-olds, Segal had 5- to 13-year-olds with an average age
of 8, and LaBudaet al. had 7- to 16-year-olds with an average age of 12.5.
Perhapsthe effect of shared family environment decreases as children begin their
formal education, and nonshared family environmental influences increase as
children becomeadolescents. A longitudinal study acrossthis entire age rangeis
required to plot the yearly changesin the proportion of genetic and environmen-
tal estimates.

Three twin studies have been reported where tests of specific cognitive
abilities were used. Foch and Plomin (1980) studied 51 pairs of identical and 33
pairs of fraternal 5- to 12-year-old twins (average age was 7.5). Surprisingly, the
study foundlittle genetic influence; verbal and spatial measuresindicatedslight
genetic effects while perceptual speed and memory showed nogenetic influence.
Developmentalchangesin genetic and environmental influences were also exam-
ined in this sample (Ho, Foch, & Plomin, 1980) but little evidence for change
was found. Genetic and environmental contributions remained relatively stable
across the age rangerepresentedin the study. A separate study of 4- to 7-year-old
twins (Garfinkle & Vandenberg, 1981) also found evidence for genetic influ-
ences on verbal but not memorytests. Perceptual speed and spatial ability were
not measured in this study.

In contrast to the other two studies, the third study (Thompson, Detterman, &
Plomin, 1990) found significant genetic influences for four specific cognitive
ability scales, Verbal, Spatial, Perceptual Speed and Memory. The twinsin this
analysis were 7- to 12-year-olds with an average age of 9.8, who were admin-
istered a battery of specific cognitive abilities tests taken from the adult and
childhood battery used in the CAP. Each scale used in the analysis was formed
by summing two standardized age and sex-corrected test scores. Table 3.8
summarizes the findings. Although Memory showsthe least amountof genetic
influence, Spatial ability provides the highest estimate of heritability. Shared
family environment does not appear to be important for these measures.

Table 3.8. Estimates of genetic and shared family environmental influences
for childhood specific cognitive abilities

(h? = heritability and c? = shared family environment)

_
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Verbal Spatial Speed Memory
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ee
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Detterman &

Plomin (1989) 7-12 .48 12 75 .03 .60 11 41 .02
Cyphers, Fulker,

Plomin, &

DeFries (1989) 3 35 .06 .40 .02 .26 .03 33 —.02
4 .16 11 48 —-.01 .48 — .05 .0O 01
7 .550 —.02 550 —.02 .30 .00 31 .02

_—_
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Adoption data from the CAP involving a similar battery of tests were reported

for 3-, 4- and 7-year-old adoptive and nonadoptive children (Cyphers, Fulker,

Plomin & DeFries, 1989), The results, which are also reported in Table 3.8,

were fairly consistent across the three ages; genetic influences were importantfor

Verbal and Spatial abilities but not for Perceptual Speed and Memory. Shared

family environment was not important for any of the abilities.

As cognitive psychologists have turned to information-processing theory to

further understand intelligence, behavioral geneticists have begun to explore this

area of individual differences as well. To date, there is only one childhood twin

study of information processing available, but more are sure to follow in the near

future. Thirty pairs of identical and 30 pairs of fraternal twins ranging in age

from 8 to 18 years of age (Ho, Baker, & Decker, 1988) received four Rapid

Automatic Naming tests and two Colorado Perceptual Speed tests; both sets of

tests are thought to measure speed of information processing. A factor analysis

yielded two factors, Rapid Automatic Naming (RAN) and Symbol Processing

Speed (SPS). The results from this study found significant genetic influence on

both the RAN and SPS variables (h*7 = .52 and .49 respectively). common

environmentalinfluences were important only for the SPS variable (c? = .28).

In summary, behavioral genetic research on specific cognitive abilities during

childhood suggest that genetic influences are important, especially for Verbal

and Spatial abilities. Some of the discrepancies across studies may be due to

developmental changes that either reflect actual maturational change in the

etiology of different abilities or maturational influences on the emergence of

distinct abilities. A third possibility may be due to the adequacyof the measures

used to index abilities; Verbal and Spatial measures may be more accurate and

reliable than traditional measures of Memory and Speed of Processing. Further

studies looking at age to age changes are required to disentangle these possi-

bilities.

Scholastic Achievement

Starting school is a highly significant life event for a young child. School

performancein this society is highly valued. Understanding genetic and environ-

mental influences on achievement may have important implications for educa-

tion. However, very few behavior genetic studies of scholastic achievement have

been conducted for the early school years. An early study (Hildreth, 1925) found

sibling correlations of .65 and .58 for IQ and achievement, respectively, in one

study, and .31 and .42 in another study. Sibling relationships, however, are due

to the combined effects of genetic and environmental influences.

A recent report (Thompson, Detterman, & Plomin, 1991) examined achieve-

ment scores for 146 pairs of identical twins and 132 pairs of fraternal twins. The

twin correlations for Reading, Math, and Language scores yield heritability

estimates of .27, .17 and .19 and shared family environment estimates of .66,

.73 and .65 respectively. Unlike specific cognitive abilities, achievementtests
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show substantial shared family environmental influences. The results from this
study are preliminary but the results are important because they suggest that
scholastic achievement may be moresensitive to aspects of the common family
environment than are cognitive abilities.

In the same twin sample, Petrill and Thompson (1992) analyzed the achieve-
ment measuresfor differential contributions of genetic and environmental influ-
ences on achievementacross gender. The overall pattern of findings was one of
higher heritabilities in females and higher shared environmental influences in
males. The effect was consistent across all measures except mathematics in two
Separate achievement test batteries (Wide Range Achievement Test and the
Metropolitan Achievement Test; MAT); however, it only reached significance
for the MATreading scale. Onepossible explanationforthis effectis the finding
that teachers pay more attention to boys in the classroom (Sadker & Sadker,
1985). Boys, in general, demand and receive much more feedback from teachers
than girls; thus, teachers may be creating a source of environmentalvariance that
girls do not experience.

Reading Disability and Mental Retardation

Most behavioral genetic research on intellectual development has focused on
normal development. Recently, however, researchers have begun to assess the
etiology of disorders using behavioral genetic approaches. Typically, pathology
(presence or absence of) is a categorical variable and can only be analyzed in
terms of identical and fraternal twin concordance rates. However, when a
disorder can be measured as a continuous variable, more informative analyses
can be conducted. A multiple regression analysis of selected twin data proposed
by DeFries and Fulker (1985) has been used in a study of reading disability and a
Study of mental retardation with interesting results.
A sample of 64 identical and 55 fraternal twins where at least one member of

each pair wasclassified as reading-disabled by the following: a score of at least
90 on either the Verbal or Performance subscales for the WISC-R, no evidence
of neurological problems and designation as affected through a discriminant
function analysis which included scores on three subtests of the PIAT (Reading
Recognition, Reading Comprehension, and Spelling), the WISC-R Coding-B
and Digit Span subtests, and the Colorado Perceptual Speed test (DeFries,
Fulker, & LaBuda, 1987). A matched control group of 45 identical and 33
fraternal twin pairs were also included in the analyses.

The reading-disabled probands had mean reading scores of more than a
standard deviation below the population mean.If genetic influences contribute to
reading ability, then the cotwins of the probandsin identical twins pairs should
score more poorly than the cotwins of probandsin fraternal twinspairs. If genetic
influences are not important, then cotwins in both identical and fraternal pairs
should showsimilar levels of reading skill. In regression terms, identical cotwins
should show less regression to the mean of the general population then fraternal
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cotwinsif the disorder is heritable. Further analyses comparing the control twins

with the affected twins allow the hypothesis of differential genetic and environ-

mental influences across groupsto be tested.

The multiple regression analysis indicated quite strongly that reading disabil-

ity has a genetic etiology. About 30% of the reading deficit in the probands can

be attributed to heritable factors. In an earlier report (LaBuda, DeFries, &

Fulker, 1986), shared family environmentwasnotsignificantfor either group of

twins. There was also no evidence for differential contributions of heritability

and shared family environmentoperating across the reading disabled and control

groups. However, the sample maystill be too small to reliably detect modest

group differences and the authors plan to test the hypothesis of differential

heritability further as the sample grows.

Several recent papers from the Colorado Reading Project have explored

genetic and environmental influences on the covariance of specific cognitive

processes andreadingability. Using the multiple regresssion approach developed

by DeFries and Fulker (1985), Olson, Wise, Conners, Rack, and Fulker (1989)

analyzed phonological and orthographic coding deficits in a sample of twins

selected for deficits in reading recognition. The bivariate heritability estimate for

phonological coding was .93, and the estimate for orthographic coding was a

nonsignificant —.16. These findings indicate that virtually the same genetic

factors are affecting deficits on reading recognition and phonological coding, and

deficits on the orthographic coding measure are largely due to environmental

influences.

Forsberg and Olson (1992) explore the possible pathways of genetic influence

on the phonological-decoding deficits found in the Colorado Reading Project.

Whenthe proband wasselected for scoring 1.5 standard deviations and below on

a variety of nonreading performance measures, the co-twins’ phonological de-

coding was observed for differential regression to the population mean for MZ

and DZ twin pairs. Significant genetic covariation was found between

phonological-decoding deficits and phoneme segmentation, phonemedeletion,

rapid naming, WISC-R digit span, and verbal tests from the WISC-R. Signifi-

cant shared-environment covariation was found by rhyme generation.

Wadsworth, DeFries, Pennington, and Olson (1992) found that approx-

imately 80% of the relationship between reading ability and verbal short-term

memory is due to commongenetic influences in the Colorado Reading Project.

Furthermore, they applied reciprocal causation analyses and determined that

differences in reading performance caused differences in verbal short-term mem-

ory.

In a twin study of cognition, the multiple regression technique outlined above

was used to explore the genetic etiology of mental abilities, in particular, mental

retardation (Thompson, Detterman, & Plomin, 1992). The study included 148

pairs of identical twins and 135 pairs of fraternal twins. The twinsall received a

large battery of intelligence and achievementtests and the first unrotated princi-

pal component of these tests was used to represent general cognitive ability.
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One ofthe main goalsof this study was to oversampleat the high and low endsof
the ability distribution. Special attention was paid to locating twin pairs where
one or both members were mentally retarded. The total sample was double-
entered and the lowest-scoring member of each pair was designated as the
proband. Theresults indicate that cognitive ability has higherheritability for high
ability groups, and lowerheritability for the low ability groups. Shared family
environmentalso lessens in importance asability level increases. However, the
authors urge caution in interpreting the results because the sample is still
relatively small. If the results are replicated, it is clear that they may have
important implications for theory and practice in education and psychology.

MODELS OF DEVELOPMENT

This chapter has thus far outlined genetic and environmental contributions to
individual differences in intellectual functioning during infancy and childhood.
However, the results have been presented at separate ages or summarized across
ages painting a static picture of individual differences. The appeal of develop-
mental behavioral genetics is the dynamic nature of the approach. Delineating
and dissecting behavioral changes and continuities across development will
provide a more accurate and complete picture of the complexities involved. In
this section empirical examples of genetic continuity and change, genetic cor-
relations, and cross-domainrelationships will be explored.

Genetic Continuity

Twin data can estimate heritability and the effect of environmental influences at
specific ages. Profile analyses from the LTS haveillustrated the usefulness of
longitudinal twin data for outlining continuities and changesacrossthe period of
infancy in terms of genetic influences. Parent/offspring adoption data provide
estimates of genetic and environmentalcontinuity from infancy to adulthood. As
shown in the previous section each of these correlational analyses has been
informative. However, a model-fitting procedure involving maximum-likelihood
estimation would allow the twin and adoption data to be analyzed simul-
taneously, and would have greater powerto detect relationships. Furthermore,
model-fitting approaches require explicit specification of the genetic model and
also allow alternative models to be accepted or rejected by comparing differences
in goodness-of-fit estimates. DeFries, Plomin, and LaBuda (1987) developed a
model that allows the simultaneous analysis of twin and adoption data.

The DeFries et al. model is primarily concerned with estimating the extent to
which stability in cognitive development is determined genetically. Central to
genetic stability is the concept of the genetic correlation (Plomin, 1986). A
genetic correlation represents the overlap in genetic variance for the sametrait at
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two different ages. For instance, in the case of the biological parent/adopted

infant comparison, phenotypic (observed) resemblance requires that the trait be

genetically influenced both in infancy and in adulthood, and that some of the

same genetic influences be operating at both ages. Therefore, the phenotypic

correlation between a biological parent and their adopted away offspring can be

expressed as follows:

Ino = -ShAKG,

where r,, is the parent/offspring correlation, h. and h, are the square root of

heritability in childhood and adulthood, respectively, and rg is the genetic

correlation from childhood to adulthood. Figure 3.3 illustrates the biological

parent/offspring relationship assuming a genetic correlation of one on the left and

allowing for genetic change onthe right. To the extent that the genetic correla-

tion is less than one, genetic change is implied. As can be seen from the third

equation, the phenotypic correlation could be relatively small and the amount of

genetic overlap (rq) could still be substantial. Similarly, genetic influences

operating in childhood could be minimalbut if the same genes are influential in
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Figure 3.3. Path diagramsillustrating genetic continuity

and genetic change.

(a) Assumesthat the genetic correlation is equal to 1, the same genesare influencing

the trait in adulthood and in childhood.

(b) Allows for genetic changeto be operating by estimating the genetic correlation (rg).

P,, Po = phenotypesof the parent and child: Gpz, Gpg, Go = genotypes of the parent as

an adult and as a child and ofthe offspring; Eps, En = environments of the parent and

of the child; h,, h, = square root of the heritability of the trait in adulthood and in

childhood; e,, e, = path coefficients for the effect of the environmentin adulthood and

in childhood; % = the degree of genetic resemblance betweena single parent and

their offspring in the absence of assorative mating; rg = genetic correlation between

the trait in adulthood and in childhood.
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adulthood, the genetic correlation would be quite large. For example, the
reported correlation between biological parents general cognitive ability and their
adopted-away infants’ Bayley scores is around .10 (Plomin & DeFries, 1985).
Infant twin data from the LTSyield an estimate of about .15 for the heritability of
Bayley scores. Adult twin data estimate the heritability of adult IQ to be about
-50. Using these estimates in the third equation provides an estimate for the
genetic correlation between infant Bayley scores and adult IQ of .75 (DeFries,
Plomin, & LaBuda, 1987). Although genetic correlations can be simply esti-
mated from the third equation, the equation does notallow for either assortative
mating or selective placement, both of which if significant would have a large
impact on the results.

The DeFries et al. model is applied to Bayley MDI scores from the LTS
(Wilson, 1983) and the CAP for ages 1-4 years, to CAP parental general
cognitive ability, and to published adult twin correlations (.86 and .62 for adult
identical and fraternal twins, respectively; Loehlin & Nichols, 1976). The model
provides a throughtest of the twin and adoption data in that genetic correlations
are modeled explicitly, the effects of both assortative mating and selective
placement are accounted for, and a parameter for special twin environmental
effects is provided.

Table 3.9 summarizes their results, selective placement is negligible at all
four ages, as is the impact of shared environmental influences as transmitted
from parents to offspring. However, shared twin environment does have a large
impact on twin similarity for cognitive development during the first four years.
In other words, contemporaneous experiences and age-linked events play an
important role for twin similarity early in life. Heritability estimates increase
with age from .10 at age one to .26 at four years of age. The estimate of genetic
stability, the genetic correlation parameter, also increases with age, .67, .85,
.19, and .90 at ages 1-4, respectively. However, when the significance of the
parameterestimatesare tested through a series of reduced models, the goodness-

Table 3.9. Summary of the parameter estimates for genetic stability
in cognitive development in the CAP
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Childrens’ Age in Years
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Parameter 7 2 3 4

assortative mating .22 + .05 .20 + .05 .22 + .05 .23 + .06
special environment

(adult twins) .83 + .02 83 + .02 82 + .03 82 + .03
special environment

(child twins) 80 + .03 .87 + .02 91 + .01 87 + .02
adult heritabilities 74 + .04 73 + .04 74 + .04 74 + .04
child heritabilities 32 + .25 41 + .11 .43 + .07 51 + .09
genetic correlations 42 + .50 61 + .33 56 + .28 75 + .27EEE

Adapted from DeFries et al. (1987).
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of-fit does not change appreciably whenheritability and the genetic correlation

are dropped at one year of age, thus indicating that genetic influences are not

significant for Bayley MDI scores during the first year of life.

The overall results from the DeFries et al. model-fitting analysis are striking

in that substantial genetic stability is found to be operating for cognitive ability

from the age of two years on into adulthood. It appears as if many of the same

genes that are acting on cognitive development during the latter part of infancy

and on into early childhood are also important for cognitive ability in adulthood;

yet, heritability is low during infancy and increases with age. Are theseresults

theoretically compatible? DeFries and Plomin (Plomin, 1986, Plomin & DeFries,

1985) propose an amplification model for cognitive development. The model

predicts that the effects of a set of genes acting in infancy play a cumulative,

increasingly important role across age, Genetic effects create relatively small

differences in infancy that become magnified with age. The amplification model

also appears to explain physical development and possibly some aspects of

temperamentas well (Plomin, 1986).

Results from the Texas Adoption Study also support the amplification model.

Children were originally tested when they were 3 to 14 years old (Horn etal.,

1979). Ten yearslater, 258 adopted children and 93 biological children from 181

families were tested again. IQ scores were available for the biological mothers

and the adoptive parents. Loehlin, Horn, and Willerman (1989)used a model-

fitting approach to determine if genetic and environmental influences increased,

decreased, or remained stable across development. The model included estimates

of assortative mating, selective placement, genotype-environmentcorrelations,

and a measure of socioeconomic status. The model-fitting results fit nicely with

the results obtained by DeFries et al. The effect of shared family environment

decreased with age and changes in genetic expression appeared to continue

throughout adolescence. Unfortunately, because a wide range of ages were

included, it is not possible to accurately determine the ages at which the greatest

amount of change occurs. As Loehlin points out, the results go against many

commonly held notions, namely that genes are operating at birth and environ-

mental influences increase and accumulate with age. The results from the two

studies just described suggest that just the opposite is true.

Eaves, Long, and Heath (1986) propose a model that describes development

in terms of genetic and environmental effects that either remain constant over

time or are occasion-specific. The model accounts for the cumulative impact of

the phenotype at each age on the subsequent phenotype while allowing for

additional genetic and environmental factors to comeinto play at each age. The

model can test various hypotheses about the course of development. Eavesetal.

explain that different longitudinal patterns of correlations amongrelatives can

imply the nature of gene and environment action. For instance, if the same

genetic effects are persistent and cumulative over time, heritability will increase

and environmental effects will diminish. Conversely, in a model where environ-

mental effects are made continuous and cumulative, genetic effects may de-
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crease. Twin data from the LTS was fit to The Eaves et al. model and they

conclude that continuity in cognitive development and increasing heritability

reflect the action of a single set of genes throughout development, and that

shared family environmental influences change over time but have a some degree

of lasting effect on cognitive development; however, development,in this study,

has the upperlimit of 15 years of age. Several previous studies have suggested

that during late adolescence the effect of shared family environment decreases

sharply (Loehlin, Willerman, & Horn, 1988). The Eaveset al. results support the

results obtained with the models previously discussed (DeFries et al., 1987;

Loehlin, Horn, & Willerman, 1989).

At a practical level, substantial genetic stability from infancy to adulthood

seems counterintuitive. After all, the behaviors involved in cognition differ

dramatically across development. Genetic stability does not necessarily assume

isomorphism for the cognitive processes involved. The genetic effects in infancy

and in adulthood may be manifested as different behaviors. DeFries and Plomin

give as an example, ‘‘For instance, ‘childhood genes’ might affect rate of

language acquisition, whereas ‘adult genes’ might affect symbolic reasoning.”’

However,it is also possible that the same basic processesare involved while the

level of measurementdiffers. As discussed earlier, new measuresofinfant visual

attention provide an excellent example of this alternative explanation.

The DeFries et al. paper did not find evidence for genetic effects on Bayley

MDIscores during the first year of life. Would a different pattern of results

emerge if predictively valid measures of infant intelligence were used instead?

Infant 7- and 9-month-old visual novelty preference and parental general cogni-

tive ability scores from a combination of 41 adoptive, 95 nonadoptive families,

and 83 twin families was analyzed with an adaptation of the DeFrieset al. model

(Thompson, 1989). Although the analyses are preliminary due to the small

sample sizes involved, the results are promising. Heritability estimates for visual

novelty preference during he first year of life greatly exceed the estimates

previously found for Bayley MDI scoresand estimates of shared family environ-

ment as well as special twin environment are low. A moderate estimate for the

genetic correlation is also found at .32. Additional twin family data are currently

available and the analyses will be repeated. Meanwhile, the results are promising

and strongly suggest that both continuity and change are operating at the process

level for cognitive development and that the continuity form early infancy to

adulthood is in part genetically mediated.

Several recent reports have continued to address the question of increasing

genetic influences during early childhood. An extension of the Eaveset al. model

was applied to CAP data without the addition of the LTS twin correlations

(Phillips & Fulker, 1989). The analysis included data from 493 families in the

CAP where biological, adoptive, and nonadoptive parent/offspring comparisons

as well as related and unrelated sibling pairs were analyzed simultaneously using

a maximum-likelihood pedigree procedure. The offspring were tested at 1, 2, 3,

4, and 7 years of age.
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Unlike the previously discussed studies, relatively high heritabilities were
found for the infant years. The estimates of h* were .49, .73, .50, .52, and .37
for ages 1, 2, 3, 4, and 7, respectively. Also, the heritability estimates appear
stable, in contrast to the pattern of increasing heritabilities found in other studies,
and a steadily decreasing pattern of the effect of new genetic variance was
evident. The estimates of new genetic variance decreased from .47, .50, .19,

-09, to .04 from | to 7 years. In other words, very little new genetic variance is
added after 3 years of age. Furthermore, shared family environmental influences
were not significant.

Using an elegant longitudinal hierarchical model of development, Cardon
(1992) explored CAP sibling and parent offspring data for specific cognitive
abilities when the children were 3, 4, 7, and 9 years of age. Verbal, Spatial,
perceptual speed, and memoryabilities show a pattern of a decreasing impact of
general genetic factors and an increasing impact of specific genetic factors over
time. It appears that for these abilities, genetic influences become more differen-
tiated during the transition from early to middle childhood.

Combining data from (342 to 278) singletons, (103 to 43) related, and (87 to
32) unrelated sibling pairs from the Colorado Adoption Project at ages 1, 2, 3, 4,
7, and 9 years, and (201 to 92) identical and (175 to 75)fraternal twin pairs from
the MacArthur Longitudinal Twin Study at 1, 2, 3, and 4 years, Cherny (Cherny
& Fulker, 1992) fit a developmental model to assess continuity and change in
general cognitive ability from infancy through middle childhood. The model
indicates that there is strong genetic continuity across these ages with some new
genetic variation entering in at ages 2, 3, and 7. This model, however, assumes

that cognitive measures across this wide range are isomorphic. As has been
pointed out earlier in this chapter, the infant measures may notbe reflecting
general cognitive ability as it is defined later in life. The new genetic varianceat
ages 2 and 3 may simply bereflecting the increasing predictive validity of the
tests at those ages.

The developmental models discussed thus far have looked at development
through increases and decreases in traits measured across time. As Waldeman,
DeFries, and Fulker (1992) point out, growth curves may moreaccurately reflect
the continuous nature of development. Using a regression approach, Waldeman
et al. fit a growth curve modelto parent-offspring IQ data from the CAP when
the children were 1, 2, 3, and 4 years old. Interestingly, the primary develop-
mental influence on both mean IQ and IQ development was derived from shared
family environment. Using the samedata set and a simpler approach involving a
multiple-group design in EQS, Loehlin (1992) found that shared family environ-
ment influenced IQ level but not slope.

Atpresent, it is difficult to reconcile the differences between the last studies
discussed and the previous results. However, there are several major differences
between the data sets used. Both the DeFries et al. model and the Eaveset al.
model relied quite heavily on the same data set, twin data from the LTS, to
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estimate their infant and childhood parameters. As discussed earlier, nontwin
data suggest more genetic influence during the early years. Phillips and Fulker
also warn that their estimates of shared family environmental influences are
somewhat unreliable due to the small sample of siblings from which the esti-
mates were obtained. Also, the results reported by Loehlin, although they rely
only on adoption data, include a wide age range, extending well into early
adulthood. Phillips and Fulker used data from children in infancy andchildhood.
The CAPis a longitudinal study and data will be availableat later ages in the near
future. Longitudinal data are crucial for a detailed understanding of changesin
genetic and environmental influences with age.

To summarize and interpret the results presented in this section, data from
several studies indicate that genetic influences that are affecting intelligence at
least by two years of age and perhaps earlier continue to operate on into
adulthood; furthermore, genetic influences increase with age and the effect of
shared family environment appears to decrease. However, in terms of an exact
picture of the timing of genetic and environmental continuities and changes
across development, the answer remains unclear.

Cross-Domain Relationships

Thus far, this chapter has focused on analyses within domains. Behavioral
genetic methodologycan also explore the etiology of cross-domain relationships.
Genetic correlations assess not only the overlap of genetic effects for the same
trait across age, but can also be used to assess the overlap of genetic effects for
different traits. Doubling the difference between identical and fraternal twin
cross correlations (twin As score ontrait | correlated with twin Bs score ontrait
2) yields an estimate of the genetic contribution (h,horg) to the phenotypic
relationship (Plomin, 1986; Plomin & DeFries, 1979). Data from related and
unrelated sibling pairs can be used in exactly the same fashion. For example,
given that language acquisition is an important ongoing process during late
infancy and early childhood, to what extent is the relationship between early
communication development and infant cognitive development mediated by the
same genetic factors? Sibling data from the CAP suggest that the genetic
correlation between SICD scores and Bayley MDIscores at two years of age is
substantial (Thompson & Plomin, 1988; Thompsonet al., 1988). The related and
unrelated sibling cross-correlations are .31 and .13, respectively. Doubling the
difference yields an estimate of .36 for the genetic chain of paths, h,horg.
Substituting actual estimates for the heritability of 2-year-old SICD and Bayley
also derived from sibling correlations, .46 and .61 respectively, allows the
genetic correlation to be directly estimated at .68.

Although the bivariate approach used aboveis relatively Straightforward and
can be useful when a single variable best represents each trait, many times
behaviors are more accurately characterizedby a set of variables and a multivari-
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ate approach maybea better choice. The cross-domain relationship between

achievement and cognitive measures is a good exampleofthis situation. Under-

standing the interrelationships between cognitive ability and scholastic achieve-

ment is an extremely important educational issue, yet we know verylittle about

the links between these domains (Plomin, 1986). Thompson, Detterman, and

Plomin (1991) applied a multivariate model-fitting approach to specific cognitive

abilities and school achievement measures in a sample of 146 identical and 132

fraternal twin pairs. The measures for the most part were moderately intercorre-

lated. A multivariate genetic analysis proposed by Fulker, Baker, and Bock

(1983) was used. The model examined genetic and environmental influences

through a components of covariance approach. LISREL IV (Joreskog & Sorbom,

1978) was used to fit the model to the data and obtain maximum-likelihood

estimates.

The results for the individual measures indicated that while genetic influences

were important for both cognitive abilities and achievement measures, shared

family environment only affected achievement. Furthermore, the interrelation-

ship between ability and achievement was mediated almostentirely by an overlap

in genetic influences. The genetic correlations among the ability and achieve-

ment measures were quite high ranging from .61 to .77. These results suggest

that when ability-achievement discrepancies are found within individuals, the

discrepancy is due to environmental influences. The results again need to be

interpreted with caution due to the small sample, but the implications from this

first multivariate genetic study of achievement and cognition during the early

school years are exciting.

A separate study involving data from the CAP analyzed the genetic and

environmental mediation of the relationships between the Peabody Individual

Achievement Test Reading Recognition subtest and Wechsler-R Full-Scale, and

Verbal and Performance IQ (Cardon, DiLalla, Plomin, DeFries, & Fulker,

1990). As in the Thompsonetal. (1991) study, the achievement-IQ relationship

was mediated by substantial genetic correlations and small environmental cor-

relations. Additionally, the Reading Recognition and Verbal IQ genetic correla-

tions were much larger than the Reading/Performance IQ genetic relationship.

The multivariate analysis just described has been used in many other behav-

ioral genetic studies. The approach enables the researcherto dissect the interrela-

tionships among observed characteristics and to understand them in terms of

genetic and environmental correlations.

Genetic Mediation of the Environment

Although this chapter does not in general address behavioral genetic research on

the environment, one series of studies will be briefly described; the series

explores genetic mediation of environment-developmentrelationships (Plomin,

Loehlin, & DeFries, 1985). Although the idea of genes influencing the environ-

ment sounds paradoxical, it is not hard to see how parental traits that are in part
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genetically determined contribute to environmental variables. For instance, the

number of books in the homeis correlated with parental IQ, and is frequently

used to estimate the level of intellectual stimulation provided by the home

environment; yet, offspring IQ is also correlated with parental IQ. This effect is

an example of passive genotype-environmentcorrelation as described by Scarr

and McCartney (1983). Adoptive families provide estimates of the environment-

developmentrelationship unconfounded by such genetic effects. While examin-

ing the correlations between indices of the home environment such as Caldwell
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and Bradley’s (1978) Home Observation for Measurement of the Environment

(HOME) and the Family Environment Scale (FES; Moos & Moos, 1981), and

measures of infant cognition and temperament, Plomin et al. discovered that
correlations in nonadoptive homes in the CAP were sometimes significantly
higher than those in adoptive homes. They examined 113 environment-devel-
opmentrelationships in both adoptive and nonadoptive families. Of these, 34
were significant at the .05 level in either the adoptive or nonadoptive family, and
28 of the 34 were greater in the nonadoptive family; 12 of the 28 were signifi-
cantly greater. In nonadoptive homes, genetic resemblance between parents and
their children enhances the relationship between aspects of the home environ-
ment and child development. Figure 3.4 illustrates genetic and environmental
influences on the correlation between child measures and measures of the
environment in adoptive and nonadoptive homes. Although the Plomin etal.

findings implicate parental characteristics as the mediating factor for the en-
vironment-developmentrelationships, specific parental characteristics were not
identified. Furthermore, genetic mediation appears to increase from age | to age
4 (Rice, 1987).
A recent application of an extension of the Plomin et al. model found

Significant genetic mediation of environment-development relationships for
7-year-old children also in the CAP (Coon, Fulker, DeFries, & Plomin, 1990).

Interestingly, the assessments of the home environment were taken when the
children were | and 2 years of age; these assessments were significantly corre-
lated with WISC-RIQ scores collected five years later. The same measures, the
HOMEand the FES, were used in this application. Only two of the measures
indicated direct environmental impact on child’s cognitive ability; the FES
activity-recreation scale had a negative relationships and the HOMEorganized
environment scale had a positive relationship. The other environment-devel-
opmentrelationships were all mediated genetically. As one example, the HOME
total score taken at 2 years of age correlated .31 with 7-year IQ. The model-
fitting results indicated that over half of this relationship was due to genetic
mediation. Plomin (1986) suggests that future studies should focus on the
determination of specific parental characteristics that contribute to the HOME
index and further use of adoptive families to identify ‘‘pure’’ environmental
influences.

CONCLUSION

As evidenced by the volume of work reviewed in this chapter, behavioral
genetics has contributed a great deal to our understanding of intellectual develop-
ment during infancy and childhood. This final section summarizes the findings
reviewed in the chapter thus far, and then suggests possible avenues for future
research.
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Summary of Results

1. Twin data from the Louisville Twin Study and parent-offspring data from
the Colorado Adoption Project suggest that genetic influences are minimal for
conventionalinfanttests of intelligence during the first year of life and gradually
increase after that. Sibling data from the Colorado Adoption Project, and twin
data from the TIP and MALTS however, suggest more genetic influence during
the early years.

2. New measuresof infant information processing,particularly visual novelty
preference, reflect higher parent-offspring resemblance during thefirst year of
life than do conventional infanttests. .

3. Colorado Adoption Studyresults involving both parent-offspring and sib-
ling comparisonsindicate that genetic influences are an important determinant of
early individual differences in communicative development. Furthermore, the
results also suggest that it may be possible to identify specific environmental
variables that affect the process of language acquisition.

4. Twin, sibling, and adoption studies clearly indicate the importance of
genetic influences on generalintelligence during the early childhood years. In
general, the data also suggest that genetic influences continue to increase from
early to late childhood.

5. Specific cognitive abilities appear to emerge by three to four year of age.
Again, genetic influences are important, possibly more so for Verbal and Spatial
abilities as opposed to Perceptual Speed and Memory. Changesin the impact of
shared and nonshared family environmentalso appear to occur with age; shared
family environment decreases in importance and nonshared family environment
increases in importance. Scholastic achievement appears to be more affected by
shared family environment than are specific cognitive abilities.

6. In general, developmental models support the notion that genetic influ-
ences increase from infancy through childhood and shared family environmental
influences decrease. Furthermore, substantial genetic stability is implicated; the
genes that are influencing intelligence early in life continue to influence intel-
ligence later in life. However, several reports have suggested that shared envi-
ronment may beinfluential in the analysis of parent/offspring data through the
use of growth curves.

7. Results from the Colorado Adoption Project suggest that environment-de-
velopmentrelationships can be mediated to a large extent by genetic influences.
Indices of the home environmentare not only measuring ‘‘pure’’ environment,
but also reflect parental genetically determined characteristics.

Implications for Future Research

The field of behavioral genetics has Just begun to be accepted into mainstream
developmental psychology. Already, the merging of the two fields has resulted
in advancesthat neither field could have obtained alone, and further collabora-
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tion will inevitably lead to further advancements. However, several specific

research areas may be particularly fruitful.

Behavioral genetic methods and sophisticated modeling approaches are lim-

ited by the level of measurement. Behavioral genetic research will benefit from

newly developed infancy measures. The useof the visual processing measures in

the CAP and TIPis a good example, but should be just the beginning. Recent

work in psychophysiological variables in infancy mayyield particularly interest-

ing results if collected within a behavioral genetic design. Whenever behavioral

genetic studies have gone beyondroutine standard assessment, new and interest-

ing results have emerged.

While behavioral geneticists will benefit from newly developed tests, test

development efforts can take advantage of behavioral genetic approaches as

well. The TIP hasillustrated the usefulness of the midparent/midtwin design as

an ‘‘instant’’ longitudinal study with the purpose of test validation. Predictive

validities and longitudinal continuities can be assessed and used to revise instru-

ments.

Recent advancesin the measurementof adultintelligence can be used to study

intellectual development through a behavioral genetic design. Dettermanetal.

(1988) has recently devised a battery of elementary cognitive tasks that measure

adult intelligence in terms of basic cognitive processes. Although, research has

indicated that infant intelligence is undifferentiated, perhaps basic processing

indices in adulthood would allow a finer grained analysis. Comparison of

elementary cognitive tasks in parents with newer infant information processing

measures may allow theidentification of specific processing abilities in infancy.

Clearly the verdictis still out on the exact timing of changesin the proportion

of genetic and environmental influence on intelligence across development.

Additional longitudinal twin and adoption data is requiredto clarify the develop-

mentalprocess of change. Furthermore, adding measuresof information process-

ing and measures of scholastic achievement to twin and adoption studies may

allow a more detailed picture of how genetic and environmentalinfluences are

operating on intellectual abilities. Elementary cognitive tasks may shed light on

the exact links between achievement and cognitive ability during the childhood

period. Perhapsbasic processing abilities will account for the genetic correlation

between achievementandability, while higher order processing is more affected

by environmental influences.

The interesting results obtained on reading disability and mental retardation

using the multiple regression technique developed by DeFries and Fulker (1985)

should spur interest in the study ofintellectual disabilities that can be classified

along a continuum. This approach maybeapplied to other learning and possibly

languagedisabilities. Although, twin samples for specific disorders are difficult

to identify and recruit, the practical implications of such research are immense.

Another finding with important practical implications is that of more shared

family environmental influence for scholastic achievement than for cognitive

abilities. Realizing that ability-achievement discrepancies may be to a large
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extent environmentally based should encourageinvestigators to identify specific
environmental factors that are mediating the discrepancy.

Greater understanding of genetic variation can only benefit individual differ-
ences research. This chapter has found important collaborative efforts between
behavioral genetics and developmental psychology toward the study of intellec-
tual development during infancy and childhood. The future promises to hold
more exciting discoveries.
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INTRODUCTION

One of the oldest commonly held beliefs is that there is an association between
mental and physicaltraits in humans. This belief is much older than the history of
psychology as an empiricaldiscipline. Indeed, the notion of correlations between
physical and mental characteristics can be traced back at least as far as the
ancient Greeks. Aristotle is credited with formalizing the theory of physiog-
nomy, thoughit was not until psychology becameestablished as an independent
discipline and began trying to imitate the natural sciences that the relationship
between physical and mental traits became the subject of empirical investigation
and objective measurement.

It may seem rather surprising, in retrospect, that so many studies were
conducted along this line of inquiry during the early history of psychology. Yet
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specialists in a young science often show particular zeal and pride in applying

their methods to the debunking of long-held popular beliefs, and certainly most

of the early studies in this realm reported negative results. Negative findings

were evidently so easy to comeby, andso readily, even eagerly, approved by

psychologists, that computing correlation coefficients between mental and physi-

cal measurements became a popular area of psychological research in the first

quarter of this century, and, for a time, it seems that findings of significant

correlations between physical and mental characteristics were generally less

prized than the demonstration of nonsignificant correlations.

The many namesassociated with this early research have been largely forgot-

ten, probably because, in the history of science generally, little lasting credit or

honor is granted to investigators whose only contribution has been to demon-

strate, howevercorrectly or convincingly, that some particular null hypothesis

could not be rejected. This is not to say, however,that the generalized debunking

attitude with respect to correlations between physical and mentaltraits has had no

lasting effect. Its legacy enduresin the prevailing conviction among present-day

psychologists that, with the exception of certain pathological conditions in which

mental defect and physical anomalies clearly occur together, the null hypothesis

best summarizes the association between physical and mentaltraits. Clearly, the

real problem is not so much whether this conclusion, as a generality, will

ultimately be proven right or wrong, but whether the attitude that has been

sustained by such a sweeping negative generality has hindered behavioral scien-

tists’ inquiring spirit to winnow the chaff from the grain in this broad question.

One important landmarkin the history of this subject is Donald G. Paterson’s

Physique and Intellect (1930). In this work, Paterson assembled and critically

reviewedvirtually all the studies concerned with the association between physi-

cal and mental measurements completed prior to 1930. About two-thirds of

Paterson’s 300-page review examined various physical correlates of intellectual

abilities; the remaining one-third of his monograph concernedphysicalcorrelates

of temperament, or personality traits. Among the main physical correlates of

mental ability (usually general intelligence, as indexed by IQ)critically exam-

ined in Paterson’s review were stature (height and weight), cranial measure-

ments, morphological indices (e.g., height-weight ratio), anatomical and physi-

ological age (as indicated by skeletal development, eruption of permanentteeth,

and onset of puberty), and physical health and fitness. In his time, Paterson was

respected as a highly competent and sophisticated methodologist in psycho-

metrics and differential psychology. These strengths, combined with his schol-

arly thoroughness, his meticulous accuracy in reporting, and his consistently

objective critical acumen, makeit practically unnecessary to reexamine the

numerous studies reviewed in Physique and Intellect.

The onejustifiable criticism that might be leveled at Paterson’s effort is that

he too, like so many of his contemporaries, was somewhat overly imbued with a
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zeal for debunking popular myths, thereby incurring the risk of overworking the
then-favored null hypothesis. Despite Paterson’s evident caution in appraising
the results of each study, one gets the impression that if he had to risk drawing
the wrong conclusion, because of obvious weaknesses or uncertainties in a
particular study, he muchpreferred to risk making whatstatisticians term a Type
II error (i.e., accepting the null hypothesis whenit is false) than to risk making a
Type I error (i.e., rejecting the null hypothesis when it is true). The recently
developed methodology of meta-analysis (Glass, McGaw, & Smith, 1981) and
its various applications to substantive questions in psychology have already
demonstratedthat the properly aggregatedstatistical results of a large number of
studies may yield a quite different conclusion from that arrived at by examining
each study separately and then summarizing their results in terms of a ‘‘box
score,’’ reporting the frequencies of significant and nonsignificant statistical
tests. For example, a dozen independent studies may all show a nonsignificant
correlation between variables x and y, and we might conclude that the null
hypothesis (p,, = 0) is true, or more correctly, that we cannotrejectit. Butifall
of these independent and separately nonsignificant correlations are consistently
positive (or consistently negative), the probability that the true correlation is zero
is at most (1/2)'* or .0002. This simple example of a meta-analysis shows our
previous conclusion to be a Type II error. But scarcely anything resembling
meta-analysis was in the air in Paterson’s day.

Although Paterson’s Physique and Intellect remains a valuable reference, its
net influence in psychology has been generally to discredit the idea that there are
significant physical correlates of intellect and to dampeninterest in research on
this topic. Such was probably not Paterson’s aim, yet his frequent reference to
correlations which, even when Statistically significant, were ‘‘too low to be of
practical value,’’ served to warn psychologists and the general public that
physical appearance and anthropometric measurements could not be substituted
for psychometric techniques, in the assessmentofintelligence and temperament.
During Paterson’s time, this was probably a needed and beneficial point to
emphasize, but such emphasis unfortunately detracted interest from the possible
theoretical significance of discovering particular physical correlates of mental
abilities. In general, it can be said that Paterson seemed constantly to imagine a
kind of straw-man hypothesis of supposed strong correlations between physical
and mental measurements, and he could always show, rightly, that his review of
the existing evidence completely discredited any such hypothesis. For many
readers, and some authors of psychology textbooks, Paterson’s largely negative
conclusions were generalized beyond the qualifications of his actual statements
to include virtually all hypotheses about physical andintellectual traits. Much the
same kindoffate befell Sir Francis Galton’s early conjecture that certain simple
laboratory tasks involving discrimination and reaction time would reflect individ-
ual differences in intelligence. The notion remainedinits popularly discredited
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status among psychologists for more than half a century before modern investiga-

tors finally discovered that Galton was right, or at least mostly right, after all

(Vernon, 1987).

It can be said in Paterson’s defense, however, that the quality of a great many

of the studies he reviewed, in terms of their poor methodology, would hardly

encourage rejection of the null hypothesis, even when their results were statis-

tically significant! From a methodologist standpoint, most of the studies prior to

1930 form a depressing picture. The research standards of psychology and

psychometrics during that era were shockingly weak. This was the general

condition, with only rare exceptions. Study after study yields notruly interpreta-

ble results, so lacking in essential information are the published reports. The

effects of restriction of variance on the correlation coefficient seemed wholly

unknownto mostearly investigators, and attenuation of correlations by errors of

measurement was hardly better known. Because of inadequate reporting of

results and weakor inappropriate statistical analyses of the data, much investiga-

tive effort yielded little dependable knowledge. Too many,if not most, of these

early studies now appear disgracefully inept by present-day standards of behav-

ioral research.

Theoretical Significance of Physical and Mental Measurements

The theoretical significance of correlations between physical and mentaltraitsis,

of course, an issue that can be properly addressed only after detailed investiga-

tion of the empirical facts. Yet certain a priori considerations would seem to

afford an incentive for such investigation.

From a purely theoretical standpoint, we need not take much heed of the

caveat, so frequently reiterated in the literature, that the correlation between

some physical and some mental measurementis too low to be of any ‘‘practical

significance.’’ Certainly, no one expects to substitute the observation of physical

characteristics for the administration of psychometric tests. On a purely theoreti-

cal basis, what is more, only quite small correlations between most single

physical traits and a complexly determined behavioraltrait, such asintelligence,

are expected to be the rule, trait variation due to multiple factors being unlikely

to show large correlation with any single causal factor. Hence, even rather

small correlations, provided they are statistically significant and, more impor-

tantly, are consistently replicable, are of theoretical interest, especially if the

intercorrelations among a numberof physical and psychometric variables show a

consistent pattern. Theoretical interpretation depends upon a network of intercor-

relations. Thus, any single correlation, howeverreliable, can hardly be expected

to do more than to spark interest in further inquiry as to its causes and links

within a larger correlational network of organismic variables.

To discover a reliable correlation between a psychometric variable, say,

intelligence, and some physical characteristic is to point up the intriguing fact
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that a test devised strictly for measuring a particular behavioral trait is also
actually measuring something more, and something apparently very different
from the trait originally targeted for measurement. Such correlations pose an
important theoretical challenge in that they seem to suggest that there is some
greater, more substantial significance and causal underpinning to the behavioral
trait expressly measured by the test. Test scores, in other words, apparently
measure something more than the elicited behavior that meets the eye or that can
be fathomed merely in termsof the item contents of the test. An adequate theory
of intelligence should be expected to explain such correlations, if not in precise
detail in every case, at least in principle.

Reliable correlations between physical and psychometric variables may also
provide clues to the causes of individual variation in mental abilities. All
correlations, however, are not of equal value for this purpose, regardless of their
magnitude. Somecorrelations maybetheresult of relatively short-term environ-
mental influences, such as differences in nutrition, which may simultaneously
affect two or more distinct characteristics. Other correlations may be the result of
cross-assortative mating for two genetically independent traits, both of which
happen to be valued by mating partners in a particular culture. Still other
correlations may be the result of a long evolutionary process involving the
natural selection of genetically conditioned coadaptedtraits, or genetic charac-
teristics that have more often than not simultaneously met the samefate in the
sieve of natural selection during the evolution of different human populations.
The existence of such a mechanism asa possible cause of correlations between
physical traits and intelligence, of course, depends upon the validity of the
biological view ofintelligence, that is, that intelligence has arisen through the
same processes that gave rise to other biological properties. Hence, it is subject
to the same evolutionary pressures as other biological traits and may play the
same evolutionary role as is played by other biological traits. One must reasona-
bly question the extent to which ‘‘biological intelligence,’’ here conceived as a
product of evolution, is the same intelligence as that which is measured by
psychometric tests of mental ability, in which individual differences are ex-
pressed on some norm-referenced scale, such as the IQ scale. Analysis of various
biological correlates of IQ affords one more avenue of approach to this question,
in addition to the methods of quantitative genetical analysis. The many applica-
tions of genetic analysis to psychometric variables, particularly IQ, now leave
virtually no doubt that a substantial part of the total variance in psychometric
intelligence is attributable to genetic factors and their covariation with environ-
mental influences. Genetic analysis by itself, however, cannot elucidate the
chain of causality between genes and behavior or explain why individual differ-
ences in some superficially dissimilar phenotypic characteristics are correlated
with one another. To tackle such questions, research must advance on a broader
front than is possible by means of genetic methodology alone. Genetic analysis
nevertheless must play an essential role in the theoretical interpretation of
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intercorrelations among physical and behavioral variables, as becomes imme-

diately obvious when we examine the various possible causes of correlation

between phenotypic characteristics.

Causes of Correlation

The most amazing feature of the research literature on correlations between

mental and physicaltraits is that, until very recently, virtually no attention was

paid to the various causes of correlations or to the fact that different types of

correlations have quite different theoretical significance. We are not here refer-

ring to the different statistical techniques for expressing the degree of associa-

tion, but to fundamentally different types of correlation with respect to their

cause. Although the early literature frequently voices the familiar dictum that

correlation does not necessarily imply causation, the causes of correlations are

never considered at all in this early work. Part of the reason for this neglect

seemsto be that all organismic variables, physical and mental alike, have been

treated merely as statistical predictors; research has been oriented toward the

comparative validity of physical and mental measurements for predicting socially

significant behavior. If correlations are viewed as a means of pragmatic predic-

tion, there need be no concern as to their causal underpinnings. Moreover,

because the prevailing attitude of psychological researchers on this topic has

been to favor the null hypothesis and to discredit the age-old belief in physical

characteristics as dependable clues to mental traits, there has been no needto

enquire as to the causes of such correlations, which were usually found to be

either statistically nonsignificant or too small to be of practical predictive value

in any case.

This unfortunate failure to recognize different types of causes of correlation

has resulted in a dearth of the kinds of evidence in studies of physical-mental

associations that are crucially needed to permit scientifically interesting infer-

ences from the correlations that are actually found to exist. The theoretically

important questions about the observed correlations are hardly ever asked. In

order to bring such questions to bear on the research evidence surveyed here,it is

necessary first to define the various types of correlation and assign them a

consistent terminology.

Environmental correlation. An environmental correlation is defined as a

correlation between two (or more) distinctly measurable phenotypic characteris-

tics for which the cause of the correlation exists entirely in the environment and

for which there is no genotypic counterpart of the observed or phenotypic

correlation. Environmental correlation can exist between characteristics of vary-

ing degrees of heritability or between heritable and nonheritable traits. The

higher the broad heritability (i.e., the proportion of variance in phenotypes

attributable to variance in genotypes) of both traits, however, the greater, in
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general, is the likelihood that the phenotypic correlation also reflects some
degree of genetic correlation. But this is not always or necessarily the case.
Consider, for example, a hypothetical population in which, because of some
peculiar custom, brunettes are nutritionally favored during the growth period,
and blondes are nutritionally deprived, so that brunettes grow up to be of
generally greater stature than blondes, thereby creating a purely environmental
correlation between hair color andstature, despite the fact that the heritability of
both traits remains very high. In such a case, the correlation betweenhair color
and stature could be reduced to zero in a single generation by merely equalizing
the nutrition of blondes and brunettes.

Similarly, an environmental correlation can arise between traits because of
selection of an individual on onetrait as a basis for differential training on some
other trait. Many gender differences in our society are clear examples ofthis
phenomenon. Gender, for example, shows Opposite correlations with knowledge
of cooking and knowledge of auto mechanics. These are Strictly environmental
correlations due to differences in sex-role acculturation. The possession of the
ability known as ‘‘absolute pitch,’’ a highly heritable trait, is correlated with
musical knowledge and skill, because children who are discovered to have
absolute pitch are more apt to be singled out for music lessons and parental
pressure to pursue music study seriously.

Experimentally, of course, particular environmentalcorrelations will not hold
up from one generation to the next if the environmental conditions are changed,
even whenthere is no changein the mating system across generations. Converse-
ly, if there is no change in the environment across generations, environmental
correlations will persist despite changes in the mating system. This is one of the
operational distinctions between environmentalcorrelation and genetic correla-
tion.

Genetic correlation. Genetic correlation between distinct characteristics or

only because the causal agents—the genes—are unobservable, but also because
there are several distinctive types of genetic correlation which can be easily
confused with one anotherin their phenotypic effects. These various types can
usually be distinguished, however, by meansofcertain analytic techniques.

Genetic correlation is a generic term that refers to any correlation between
phenotypictraits in which the correlation (or some proportion of the covariance
betweenthetraits) is the result of one (or some combination) of several distinct
genetic mechanisms. The main types of mechanismsare: (a) Simple genetic
correlation due to (i) correlated social stratification of two or more genetically
conditioned traits in the population, or (ii) cross-assortative mating for two or
more genetically conditionedtraits (‘‘genetically conditioned’’ refers to a phe-
notypic character with a heritability greater than zero); (b) Pleiotropy, or the
effect of a single gene on two or morecharacters; (c) Genetic linkage, as a result
of genes that affect different phenotypic characters being located on the same
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chromosome, usually with their loci in close proximity to each other; and (d)

Supergenes, a special kind of linkage.

Simple genetic correlation. This type of correlation, first described by Karl

Pearson (1909, 1931), results from the common assortment of genes in a

population through correlatedstratification of two or more traits. In this type of

correlation there is no inherent or causal connection between the traits or the

genesforthe traits. If most of a population were divided between two religions,

for example, and if membership in the one required that members have brown

eyes andtall stature, and membershipin the other required membersto have blue

eyes and short stature, a simple genetic correlation between stature and eye color

would be observed among successive generations. There would be nothing

intrinsic or necessary about this correlation; the relationship might just as well

have been reversed, with brown eyesassociated with short stature and blue eyes

with tall stature. Correlated stratification of traits in this fashion may result

because of seemingly arbitrary cultural mores, or because the twotraits are, in

somesense, ‘‘synergistic’’ for economic successin a particular culture, as when

certain traits so complement each other as to enhance a person’s chances of

attaining higher socioeconomic status. On this basis, for example, we might

expect some degree of positive correlation between intelligence and physical

stamina, because both characteristics give their possessor an advantage in almost

any kind of competition. Note that selection acts on phenotypes, which in the

case of many adaptive physical and behavioraltraits will be complex and hence

polygenic. Selection therefore will affect groups of genes, which will therefore

be intercorrelated. If survival in a particular society were to depend upon success

in hunting, for example, one can reasonably suppose that a genetic correlation

would arise between the constituents of hunting ability—visual acuity, motor

coordination, tracking, and running—since all of these are selected simul-

taneously. The same pattern of genetic associations would not be found in a

population whose survival depended upon food gathering or agriculture.

Wecanrepresent genetic correlations of various types by simple diagramsin

which distinct genetic factors are indicated by circles labeled G and phenotypic

traits are indicated by squares labeled x, y, and z (for different traits). Causal

correlation is indicated by arrows; noncausal correlation is indicated by curved

lines, a solid curved line indicating a within-families correlation, a broken

curved line indicating a between-families correlation. In terms of this scheme, a

simple genetic correlation is represented in Figure 4.1. Note that this type of

correlation is only a between-families correlation. The absence of a within-

families correlation rules out all other types of genetic correlation. By between-

families correlation, we mean simply that the correlation is entirely dependent

upon the association oftraits x and y among personsfrom different families. (The

term ‘‘family’’ is used here in the genetic sense, as a cohort offull siblings, and

does not include the parents.) As fully explicated elsewhere (Jensen, 1980b),

when measuresof variables x and y are obtained onsets of siblings in N numbers
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of families, the between-families correlation between x and y is the correlation
between the N pairs of meansof the siblings within each family on variables x _
and y. The within-families correlation between x and y is the correlation between
the sibling differences on x and the sibling differences on y. (This correlation
therefore cannot in the least reflect differences between families.)

Whengenesfordistinct traits become segregated together because of common
assortmentof the genes in the population, the resulting simple genetic correlation
will exist only between families. In accordance with Mendel’s law of indepen-
dent segregation of the parental genes in the process of gametogenesis, each
sibling in the family receives a random assortmentof the segregating genes;this
random assortment of segregating genes precludes any within-families correla-
tion betweentraits. (Segregating genesare those that are polymorphous, thatis,
two or more different alleles [i.e., different forms of the gene], producing
variation in the gene’s phenotypic effect, can exclusively occupy the gene’s
locus on the chromosome. All trait variation within a species is the result of
segregating genes; nonsegregating genes do not contribute to individual varia-
tion.) Hence, the finding of a within-families correlation necessarily indicates
some type of genetic correlation other than what we have termed simple genetic
correlation.

Simple genetic correlation may also arise from cross-assortative mating for
twotraits. If women whodeviate positively from the population mean ontrait x
mate with men whodeviate positively from the meanontrait y, the result will be
that their offspring, on average, will deviate positively from the mean on both x
and y, and thesetraits will then be correlated in the population—a simple genetic
correlation. Again, this would be a between-families correlation only, since
independentsegregation of the parental genes for x and y prevents a correlation

/
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Figure 4.1. Path diagram of a simple genetic correlation between two
distinct phenotypic traits, X and Y, each conditioned by a different gene

(G). Arrows represent a causal connection; broken lines represent a
between-families correlation.
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between x and y amongsiblings. Indeed, the sine qua nonfor a simple genetic

correlation between traits is the absence of a within-families correlation in the

presence of a between-families correlation. In this respect, however, a simple

genetic correlation may be mimicked by

a

purely environmental correlation,

assuming thetraits in question are at least moderately susceptible to environmen-

tal deviations of the kind and magnitude that prevail in the population. Social

class and cultural differences in factors that can affect physical or behavioral

traits will cause between-family correlations but not within-family correlations

between traits; this is because such environmental factors generally represent

differences between families but not within families. One can think of certain

exceptions, however. Differential rearing of boys and girls, for example, could

create a within-families environmental correlation between sex and thosetraits

susceptible to the differences in rearing. This also suggests the fact that both

genetic and environmental correlations for two (or more) traits may coexist, and

may even be of opposite direction, thereby canceling each other, wholly or

partially. Thus an observed phenotypic correlation represents the net effect of

genetic and environmental correlations, although one or the other may predomi-

nate for any particular pair oftraits.

Falconer (1960, Chapter 19) presents methods for estimating the genetic and

environmental components of the phenotypic correlation between two charac-

ters. These methods have been applied successfully to the study of correlated

characters in farm animals, such as milk-yield and butterfat-yield in cows and

body length and backfat thickness in pigs. But such methods are exceedingly

limited in their applicability for the analysis of phenotypic correlations between

humantraits, particularly when one or both traits are behavioral in nature. There

are two main reasons for this limited applicability. First, there is the fact that

these methods only permit analysis of the phenotypic correlation into two

components: (a) a componentdueto correlated additive genetic deviations(i.e.,

‘‘breeding values’’), and (b) a component due to correlated environmental

deviations plus correlated nonadditive genetic deviations. Phenotypic correlation

between traits with considerable nonadditive genetic variance (i.e., high broad

heritability but relatively low narrow heritability), therefore, cannot be analyzed

in a way that is of main interest for our present purpose, that is, into a wholly

genetic component and a wholly environmental (or nongenetic) component.

(This consideration is of little importance to animal breeders, who are mainly

interested in the breeding values[i.e., additive genetic deviations] that contribute

to trait variance.) Second, there is the fact that the method of analyzing phe-

notypic correlations cannot practicably take accountof the degree of genotype-

environmentcorrelation for each ofthe traits in question, and behavioraltraits

especially are likely to show some degree of genotype-environment correlation.

For example, children whoare genotypically favored for superiorintelligence are

more likely than less favored children to grow up in an environment that

stimulates intellectual development.
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The scientific interest in correlated traits that show between-families but not
within-families correlation is largely of a sociologicalor cultural nature, regard-
less of whether the correlation is mainly genetic or mainly environmental. Such
correlations reveal nothing about the essential nature of each of the correlated
traits per se or about their causal underpinnings. The only interest is in why
different values of the two traits have become simultaneously stratified in the
population, thereby creating a between-families correlation. This can be an
interesting question in its own right, the answer to which mayreveal something
aboutthe relative social valuation of varioustraits and their organization within a
particular culture. Exclusively between-families correlations, being largely cul-
tural products (even if entirely due to simple genetic correlation), will be less
consistent across different cultures than correlated traits showing both between-
families and within-families correlation. This latter type of correlation is most
probably indicative of pleiotropy.

Pleiotropic correlation. Pleiotropyis the effect of a single gene upon two(or
more) distinct characters; if the gene is segregating, the two characters are
affected simultaneously, and the resulting correlation between them is termed a
pleiotropic correlation. A pleiotropic correlation between traits x and y is
illustrated in Figure 4.2. The correlation ry May also be mediated by a causal
chain of one or more other pleiotropic effects of a gene, acting as an intermediate
causal effect between the gene and the phenotypesof interest (in this case, x and
y) see for example, Figure 4.3.
A pleiotropic correlation always exists within families as well as between

families, as indicated by the solid and broken curved lines in the preceding
figures. If variation in each character (x and y)is attributable to only a single
segregating gene and there are no other sources of variation, then, of course, the

Figure 4.2. Path diagram of a pleiotropic correlation between two
distinct phenotypic traits, X and Y, each influenced by one and the same
gene(s) (G). Arrows represent a causal connection; curved broken line

Is a between-families correlation; curved solid line is a within-
family correlation.
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Figure 4.3. A pleiotropic correlation between phenotypes X and Y,

wherea single gene (G) conditions a phenotypic characteristic, Z, which

in turn affects traits X and Y. Arrows represent causal connections; solid

curvedline is a within-family correlation; broken curved line is between-

families correlation.

\
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Figure 4.4. Path diagram illustrating how a pleiotropic correlation

between twodistinct polygenic traits, X and Y, is attenuated by sources

of variance attributable to uncorrelated genes (G,, G,, G,, G,) and

uncorrelated environmental effects, E, and E,. The pleiotropic correlation

is attributable to a single gene (G,) in the polygenic system. Arrows

represent causal connection; curved solid line is a within-family

correlation; curved broken line is a between-families correlation.
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correlation will always be perfect (r,, = 1). If the characters are polygenic,
however, the pleiotropic correlation can take any value between 0 and +1,
depending upon the numberof other nonpleiotropic genes contributing to the
total genetic variance in either one or both traits, and also depending upon the
proportion of nongenetic variance in the traits. A single pleiotropic gene affect-
ing two polygenictraits of relatively low heritability may cause only a very small
pleiotropic correlation betweenthetraits, as illustrated in Figure 4.4, in which E,
and E, represent independent environmental effects on traits x and y.

Pleiotropic correlations can be either positive or negative, and they may be
obscured, or completely obliterated, by either simple genetic correlation or
environmental correlation acting in the opposite direction to the pleiotropic
correlation. The pleiotropic effect on one ofthe traits may be detrimental to
fitness, yet the effect on the correlated trait may be especially beneficial, so that
the net effect is beneficial to fitness, or if the two traits together are syner-
gistically beneficial, the pleiotropic gene will be maintained at some equilibrium
frequency in the population.
A pleiotropic correlation between a highly heritable physical character and a

behavioral trait, especially when the physical character has no phenotypically
discernible functional relationship to the behavioral trait or is even negatively
(i.e., unbeneficially) correlated with the behavioral trait, affords strong evidence
that genetic factors play a role in the behavioral trait—evidence that is entirely
independent of the usual quantitative-genetic methods for estimating the heri-
tability of a trait from twin correlations or other kinship correlations.
A pleiotropic correlation is distinguished from a simple genetic correlation by

the fact that a pleiotropic correlation exists within families as well as between
families, whereas a simple genetic correlation exists only between families.
Selection for onetrait in a breeding experimentwill result in a directional change
in a pleiotropically correlated trait as well. Also, siblings reared apart will show
the samecorrelation between twotraits as siblings reared together if the correla-
tion is pleiotropic, whereas an environmental correlation between traits will
usually be smaller for siblings reared apart than for siblings reared together.
Whena highly heritable physical trait is found to be correlated (within and
between families) with a behavioral trait, the most likely cause of such a
correlation is pleiotropy. Evidence for pleiotropy is ipso facto evidence for a
genetic componentin the behavioraltrait.

Linkage. Whenthe genes for two distinct characters are carried on the same
chromosome, they are said to be linked—the degree of linkage being directly
related to the proximity of their loci. Mendel’s law of independent or random
segregation of genes does not hold in the case of linked genes, which have a
greater-than chance probability of segregating together, and hence, of being
transmitted together from parent to offspring, and siblings have a greater-than
chance probability of being concordant for the two characters. Because ofthe
mechanism of crossing-overin the process of gametogenesis, however,linkages
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are broken up and genes are recombined on homologous chromosomes,the rate

of recombination being directly related to the distance between the genes’ loci.

Hence, the linkage between any twoclosely linked genes gradually diminishes

from one generation to the next, approaching a ‘‘linkage equilibrium.’’ There-

fore, in a stable population, that is, a population which is not outbreeding with

other populations, linkage will not be a cause ofcorrelation between traits in the

population as a whole;this is true for both within-families and between-families

correlations.

Linkage, however, can cause some degree of correlation between characters

in the first generation after a mixture of different breeding populations, but the

(within- and between-families) correlation will decrease in each subsequent

generation at a rate inversely related to the closeness ofthe original linkage. For

correlated polygenictraits, linkage would accountfor such a small fraction of the

covariance as to be virtually undetectable, as there would be completely indepen-

dent segregation for the vast majority of polygenes affecting the trait. Hence, the

genetic aspect of within-families correlations between traits is most likely to be

pleiotropic.

Although linkage can result in only transiently correlated characters in popu-

lations derived from crosses between divergent strains, linkages between charac-

ters can be established within separate families by analysis of family pedigrees of

the two characters over two or more generations. Unfortunately, the methodol-

ogy of such linkage analysis is practically limited to two gene loci and hence

would not be suitable for polygenic traits in which single genes each contribute

only a small fraction of the trait variance. If linkage analysis should discover a

linkage between some single gene character, such as a blood antigen, and a

presumably polygenic trait, such as IQ, this finding would strongly suggest a

‘‘major gene’’ effect on IQ: that is, most of the IQ variance would have to be

attributable to a single gene, with perhaps only a small number of genes

(polygenes) slightly modifying its expression. (Polygenes are structurally no

different from any other genes; they are merely a numberof genes, on the same

or different chromosomes, each producing similar andslightly moreorless equal

phenotypic effects.) Such a ‘‘major gene’’ for general intelligence has been

hypothesized (Weiss, 1978), but the evidenceforit is exceedingly weak in our

opinion.

Thus far we have beendiscussing only linkage of autosomal genes(i.e., genes

located on any of the chromosomesthat do not determine sex). Sex-linkage and

X-linkage are a quite different matter. In these cases, we are dealing with genes

carried on the sex chromosomes. But weare concerned only with the genes on

the X chromosomes, which are expressed phenotypically as an X-linked charac-

ter. (In humans there are very few genes on the Y chromosomebesidesthose that

determine sex.) A character that occurs with different frequencies or different

average phenotypic values in males and females is often referred to aS sex-



 

PHYSICAL CORRELATES 153

linked. A female parent can transmit an X-linked trait to her sons or daughters,
but a male parent can transmit an X-linked trait only to his daughters. This
creates a distinctive pattern of correlations for mother-daughter, mother-son,
father-daughter, father-son, same-sex, and opposite sex siblings. All of these

correlations are close to 1/2 for autosomal genes, but some will depart markedly
from 1/2 in the case of X-linked genes: for example, the theoretical value of the
father-son correlation is zero. If an X-linked gene is dominant, the phenotypic
character it controls will appear with greater frequency in females; if the gene is
recessive, the phenotype will be expressed more frequently in males. A trait that
can be conclusively shown to have these distinctive characteristics of parent-
offspring and sibling correlations and sex differences in frequency or central
tendency is thereby proven to have a genetic basis. A behavioral trait for which
X-linkage has been claimedis spatial visualization ability (Bock & Kolakowski,
1973), though the evidence for this claim is not entirely consistent (Bouchard &
McGee, 1977). X-linkage has been claimed for some part of the variance in
generalintelligence (Lehrke, 1978), but the reported evidencefor this hypothesis
seems far from conclusive.

Supergenes. Whenparticular combinations of different genes are especially
favored byselection relative to other genetic combinations, they tend to become
linked and to resist the process of crossing-over (which breaks up linkages)
through the chromosomal mechanismsof inversion andtranslocation, processes
which are themselves subject to genetic selection. The genetic suppression of
crossing-over hence allows the formation of complexes of genes whichare said
to be coadapted to one another and which tend to be transmitted from one
generation to the next as a unit, termed a supergene (Dobzhansky, 1970, Chapter
5). The process of chromosomal inversion during gametogenesis acts to resist
crossing-over and recombination of linked genesso as to preserve favorable gene
linkages. Different combinations of genes, coadapted for relatively optimal
fitness in particular environments, form different supergenesin variousstrains of
a species which are adapted to different habitats. The cross-breeding of such
strains with different complexes of linked coadapted genes breaks up linkages
through crossing-over, and results in recombinations of genes that are less
favorably adapted to the habitat of either strain.

Practically all of our knowledge of supergenes maintained by inversionsis
derived from studies of variousstrains of Drosophila, other insects, and mice and

rats (Dobzhansky, 1970, pp. 146-151). For technical reasons we need not
explicate here, the detection of inversions is presently either difficult or impos-
sible in many organisms, including humans. This fact, however, does not
contradict the presence of supergenes in such organisms or diminish their
potential theoretical significance. But it does mean that supergenes mayoften be
practically undistinguishable from pleiotropy as a cause of correlated characters.
Within some segment of the population, supergenes, like pleiotropy, would
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produce both within-family and between-family correlation between characters.
The importance of inversions that maintain supergenes in humans remains
speculative, for, as Dobzhansky (1970) notes “‘it is by no meanscertain that

inversion polymorphism is absent or even rare in human populations’”’ ( p. 150).

Cautions in Research on Physical-Mental Correlations

Several general cautions should be noted in evaluating reported findings of

associations between mental and physicaltraits.

Unreplicated findings and Type I error. In studies involving psychometric

testing, it not infrequently happensthat certain physical measurements are also
available on the same group of subjects, for whatever reason, even when there
has been no prior research plan to investigate associations between the psycho-

metric and physical measurements. The researcher often calculates correlation

coefficients among all of the available variables, but may report only those which
are large enoughto bestatistically significant or to look ‘‘interesting.’’ Nonsig-

nificant, nondescript, or inconsistent correlations are more apt to be left unre-

ported. This tendency disposes toward Type I error (i.e., rejection of the null

hypothesis whenit is in fact true) with respect to reported correlations between

physical and mental traits. Hence, a reported correlation, however significant,

should be regarded with somesuspicion if it has not been independently repli-
cated. In this field, at least, independent replications are much more convincing

evidence for the reality of a phenomenonthanis statistical significance perse.

One should also note whether a study has been explicitly designed to test a

particular hypothesis or whether a reported finding merely represents the adven-

titious by-product of investigating some other phenomenon;published reports of

such adventitious findings are more liable to Type I error.

Meta-analysis andthe risk of Type II error. The other side of the coin is the

risk of Type II error (i.e., accepting the null hypothesis whenit is in fact false).

Undoubtedly much more frequent than Type I error in psychological research

generally, Type II error is especially common in the literature on physical

correlates of mental abilities. This type of error is most likely to occur when the
true correlation is relatively small and investigators employ samplesthat are not

large enoughto give the null hypothesis a fair chance of rejection. Replications

of the study undersimilar conditions merely reinforce and perpetuate the TypeII

error. Reviewersof the literature who merely report ‘‘box scores’’ of the number

of studies with statistically significant and nonsignificant results draw conclu-
sions which further entrench the TypeII error as supposedly reliable psychologi-

cal knowledge. The remedy for this condition is a meta-analysis of all the

reported results, that is, a statistical assessment of the entire set of results,

regardless of their authors’ conclusionsasto their significance or nonsignificance
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(Hunter, Schmidt, & Jackson, 1982). The consistency of direction of the re-

ported correlations (or other measures of association) in addition to their sample
sizes and the associatedstatistical p values (probabilities) can be used, along with

information as to attenuating factors such as unreliability of measurement and
restriction of variance, to determine the overall statistical significance of the
composite results and to estimate the true unattenuated value ofthe correlation in
a specified population.

Dependence of correlation on the normal-defective saddle-point. A
‘‘saddle-point’’ is a region in the total frequency distribution of a variable, in
which there is overlap of the underlying distributions of two essentially different
populations. In the distribution of IQ, the saddle-pointfalls in the region between
about IQs 50 to 70—the region of maximum overlap between the distribution of
biologically normal variation of intelligence and the distribution of IQs of the
mentally deficient, whose deficiencyis often attributable to somespecific defect.
The causes of such defects are most commonly mutant or recessive major gene
effects (e.g., phenylketonuria, galactosemia, Tay-Sachs, microcephaly), chro-
mosomal anomalies (e.g., Down’s syndrome, Kleinfelder’s syndrome), and
brain damage dueto prenatal or postnatal trauma or disease. Whenthe bivariate
frequency distribution for a mental-physical correlation coefficient spans the
normal-defective saddle-point, the resulting correlation may not be generalizable
to the normal population; indeed, the analogouscorrelation may be zero (or even
Opposite in sign) when calculated for the normal population only. Hence, the
theoretical interpretation of a correlation will be dependent upon the degree to
which it depends upon the saddle-point. Some quite substantial correlations fall
to near zero whentheyare calculated for the part of the bivariate distribution that
lies beyond the saddle-point. Failures to replicate correlations in independent
studies are often the result of the presence or absence of a saddle-point in the
various samples. The effect of the saddle-point is usually apparent from inspec-
tion of the correlation scatter-diagram, but this source of information is seldom
obtained by investigators and is rarely provided in published reports. Without
such information, the generalizability of any correlations based on samplesthat
include mentally deficient subjects should be questioned. Both the magnitudes
and causes of correlations between physical and mental variables within the
biologically mentally defective population can be quite different from the biolog-
ically normal population. Generally speaking, therefore, it is methodologically
unsound to combine samples of the two populations in a correlational study.

Spurious index correlations in pre-adult samples. Both mental and physical
variables show developmental changes with chronological age; consequently, in
a sample that ranges in age, the correlation between the variables of interest may
be due to this factor alone. The relationship of both variables to age should be
analyzed for linearity of their regression on age. If the regressions do not differ
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significantly from linear, age (in months) should be partialed out of the correla-
tion. Whentherelationship to age is nonlinear, the nonlinear components should
be partialed out by meansof a stepwise multiple regression analysis, in which
successive powers of age (in months) are entered as the independent(predictor)

variables ahead of entering the physical variable as the final independentvari-
able, with the dependent variable being the psychometric score. Increasing
powersof age(i.e., age’, age”, age’, etc.) are entered stepwise into the multiple
regression equation until the increment in R? is nonsignificant (at any desired
level of confidence a), as determined by the usual F test. The age-partialed
correlation between the physical and psychometric variables, in this case, is the
square-root of the increment in R* resulting from the final-step entry of the
physical variable in the multiple regression equation. (That is, the final incre-
ment in R* is the proportion of variance in the psychometric variable associated

with the physical variable independent of age.) In many studies, possible non-

linear correlations between age and the variables of interest have not been ruled
out, and someof the correlation between the variable of interest may be due to
nonlinear age effects that remain after the simple partialing-out of the linear
effect of age.

It should not be assumed that the use of age-standardized psychometric
scores, such as the IQ, obviates the need for partialing age out of the physical-
mental correlation. Although the age-standardization procedure necessarily
causes IQ to be uncorrelated with age in the standardization sample, IQ may in
fact be correlated with age in a particular study sample. Also, even if IQ, or any

other age-standardized psychometric variable, has zero correlation with age, this

fact does not obviate the needto partial out age from the correlation between the
psychometric variable and the physical variable (physical measurements are
usually not age-standardized). If an age-standardized score, x, is uncorrelated
with age, a, and if a is correlated with variable y, the zero-order correlation

between x and y, that is, r,,, is not the sameas the partial correlation between x

and y with age held constant (i.e., r,,.), as some studies have erroneously

assumed. The age-partialed correlation in this case is alwayslarger than the zero-
order correlation, that is ry= Ly/V I - re; ya:

Correlations within and between populations. A correlation found to exist
between different traits within populations cannot be generalized to differences

in the mean values ofthe traits between different populations, even if the very

samesize of correlation between the traits exists within each of the populations.

In other words, knowing the regression of trait Y on trait X within populations
does not permit any inference about the regression of the meansoftrait Y on the
meansoftrait X in different populations, such as males and femalesand different

racial groups. Whether the regression is the same or different between popula-

tions as within populations is a question that can be answered only by empirical
investigation and not by logical inference. For example, the regression of body
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weight on height in the male population cannot predict the mean difference in
weight between men and women from information on the mean height of each
sex. The regression of weight on heightis different for males and females. The
same Caveat appliesto any correlated traits within any two or more populations.

Limitations of the Present Review

Wehave attemptedto survey virtually the entire literature on physical correlates
of mental ability in humans,but haveset several limitations which exclude topics
that are less germaneto our primary focus of interest, which is physical-mental
correlations that have arisen in normal populationsas a result of (a) environmen-
tal correlations(i.e., a single environmental factor affecting both physical and
mental development), (b) genetic correlations between physical and mentaltraits
due to (i) commonsegregation of genes through simultaneousselection on two or
more traits, (ii) cross-assortative mating for two or more traits, and (iil)
pleiotropy (i.e., the property of genes by which they affect two or moretraits).
Werecognize that environmental and cultural factors may be involved inall of
the above types of environmental and genetic correlation.
We have excluded consideration of relatively rare exogenous environmental

factors that can affect intellectual performance, such as pathological conditions,
or brain damage, or the effects of various drugs and toxic substances, or drugs
that temporarily facilitate neural efficiency. These drug effects have been re-
viewed by Cattell (1971, pp. 198-204), who concludes that “exceptfor people
in diseased or subnormal conditions, no artificial drug has appeared that is
capable of significantly increasing fluid general intelligence or bringing more
than momentary improvements in crystallized intelligence . . .’’ (p. 201).

Also, we are not concernedhere with trait intercorrelations that depend upon
the “‘saddle-point’’ between normalvariation in intelligence and mentaldefect,
or with rare genetic or chromosomal syndromesthat display both physical and
psychological anomalies. These conditions and their causes have been thorough-
ly treated in a classic work by the British geneticists Penrose and Haldane
(1969). Correlated effects due to disease and trauma are also excluded.

Our focus is on mental abilities, particularly general intelligence, to the
exclusion of other psychological traits. The term ‘‘IQ’’ is here used generically
for scores on any psychometric tests that experience has shown to be predomi-
nantly loaded on the g factor commonto all complex tests of cognitive ability,
including standard tests of intelligence. Special abilities are identified as such.

The purpose of this chapter is to provide an overview and guide to the
literature concerning what seem to becertain moreor less general and enduring
correlations between physical factors and mentalabilities in the population. Our
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intentionis to be critically comprehensive rather than exhaustively encyclopedic.

Whenothersatisfactory reviews are available, we cite them andindicate their

conclusions rather than citing all the original articles reviewed therein.

GROSS ANATOMICAL CORRELATES OF INTELLIGENCE

General Body Size

Numerous studies have found correlations between body size, as measured by

height and weight, and ratings on psychometric assessments of general intel-

ligence, or IQ. Thefact that the correlation between height and weightis close to

.70 within homogeneous age-groups indicates a large common factor—general

body size. Hence, consistent or substantial differences between the correlations

of height and weight with intellect are virtually nonexistent. What small differ-

ences exist can mostly be accounted for by sampling error. Various investigators

have rationalized the particular (but inconsistent) differences they observed in

various ways. Penrose and Haldane (1969, p. 36), for example, explained the

higher correlation of weight (r = +.324), than of height (r = +.154), with

intelligence in a sample of criminals as the result of weight’s being a more

comprehensive measurement of body size than any linear measurement, such as

stature. They cite a factor analytic study (Burt & Banks, 1947) of body measure-

ments in adult males, which showed that weight had the highest correlation of

any measurement with the general factor reflecting overall body size. On the

other hand, Tanner (1969) has argued that weight is a poor measure of body size

becauseit is so affected by fat; he claimsthat the true relationship underlying the

correlation of IQ with the dimensions of height and weight is the correlation

between IQ and general bodysize. In this case, the ideal correlation to be sought

is the correlation of IQ with factor scores on the general factor derived from the

factor analysis of a comprehensive set of body measurements, including height

and weight. Unfortunately, there is no evidence in the literature that such an

analysis has ever been done. Short of this, other approachesare to use partial and

multiple correlations. These methods are not applicable to most of the correla-

tions reported in the literature, however, as published reports often fail to give

one or two ofthe three zero-ordercorrelations(i.e., height x IQ, weight x IQ,

and height x weight) required to calculate the partial or the multiple correla-

tions. In some cases sample sizes are too small for significant statistical resolu-

tion of the various components of covariance revealed by partial and multiple

correlations when two of the zero-order correlations are generally very small to

begin with. When the differences between the zero-order, partial, and multiple

correlations are within the margin of sampling error (say, the 95% confidence

interval), of course, no validity can be claimed for comparisonsof these statis-

tics. Provided the data and sample sizes have permitted such calculations,
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however, we have presented them. Also, insofar as possible, we have presented

all correlations accompanied by their 95% confidence interval (i.e., r +

1.96SE,); if this confidence interval does not subtend zero, the correlation is

significant at p < .05 by a two-tailed test.

Correlation in adults. The correlation of height and weight with IQ is less

complexly determined and moreeasily interpretable in adults than in children.

Studies of adults and studies of children therefore should be dealt with sep-

arately. In adults, the correlation is not confounded with individual differences in

the growth rates for physical and mental development. In young adults, more-

over, stature and mental test scores are not confounded with age, so the correla-

tion between these variables requires nostatistical correction for age differences,

as 1s required for correlations obtained in children or elder adults.

Sir Francis Galton, the first scientist to commenton the positive relationship

between stature and intelligence, noted in his famous work Hereditary Genius

(1869, p. 321) that men of genius tend to be above average in height and weight.

This finding arises from the fact, now well established, that the positive relation-

ship between body size and intelligence extends over the entire range of both

variables. (Certain genetic and endocrine anomalies found at both extremes of

stature account for the only exceptions.) Even among the mentally retarded, all

with [Qs below 70 or 75, there is a positive correlation between bodysize (height

and/or weight) and IQ (Penrose & Haldane, 1969, p. 36; Whipple, 1914, pp. 70—

72). The mentally retarded, on average, are shorter and lighter than the non-

retarded population, although there is great overlap between retarded and normal

groupsin height and weight. At the other extreme, it has been noted that groups

whichare selected for superior mental ability, such as university students, are

above the general average of their age peers in height and weight (Tanner, 1969).

Paterson’s (1930) comprehensivereview ofthe research literature before 1930

gives a frequency-weighted meanofall the correlations (r) for which there were
no apparent shortcomings in the data or its statistical treatment, as mean r =

+ .12 for height and IQ, and mean r = + .15 for weight and IQ. Samples of

university men, whoare considerably more homogeneousas a group than menin

general with respect to both IQ and social class of origin, show an average

correlation of + .10 between height and IQ.

Large-scale studies of adult samples since Paterson’s 1930 review are scarce,

but results of the few such studies available are fairly consistent. These studies,

as reported in Tanner’s (1969, p. 188) review,in addition to more recentstudies

by Susanne (1979) and Passingham (1979), are summarized in Table 4.1. The

unit-weighed mean r = + .218. The N-weighted mean r = + .229 + .04.

(The procedure for computing the 95% confidence interval for the N-weighted

mean of a numberof correlation coefficients based on independent samples is

given in Table 4.2, footnote b.) The correlations in these more recent studies are

significantly higher than the average of those reported for older studies by

Paterson (1930). This is of interest, because in the populations represented by
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Table 4.1. Correlation (r) Between Height and Intelligence Test Scores

in Adult Samples

Study Sample N r?

Husén (1951) Swedish conscripts 2250 +,.22 + .04

Schreider (1956) French conscripts 566 +.29 + .08

Scott, Illesley, & Aberdeen women 270 +.24 + .02

Thomson (1956)

Udjas (1964) Norwegian conscripts, _ +.16

age 20

Susanne (1979) Belgian conscripts, 2071 +.179 + .04

ages 17-25

Passingham (1979) English men, ages 18-75 212 +.12 + .13°

Passingham (1979) English women, ages 18-75 203 +.14 + .14°

*Pearson r given with 95% confidence interval.
>With age partialed out, r = +.13.
‘With age partialed out, r = +.15.

these studies, there has been a general improvement and trend toward social-

class equalization of the health and nutrition factors affecting physical and
mental development—factors often proposed to explain observed correlations

between body size and intelligence. The cogency of such explanations is, of

Table 4.2. Correlation’ (with 95% Confidence Interval)

between Height and IQ in British Children

Study Age Group N r

Scottish survey 11.0-11.9 years 6490 +.25 + .02
London survey 10 and 11 years 4000 +.23 + .03
National survey 8 years 2864 +.14 + .04
National survey 11 years 2864 +.14 + .04

National survey 15 years 2864 +.12 + .04

N-Weighted Mean +.193 + .10°

®Age (in months) partialed out of correlations.
>The 95%confidenceinterval for the combined samples is computed as follows:

ZINA, — 77)

XN;

where s? is the N-weighted variance of r across samples.
N,; is the sample size for a single sample.
r; is the correlation obtained in a single sample.
ris the N-weighted mean of all sample values of 7,.

Then the estimated standard error of 7 is

s? =

 

where K = numberof samples.
The 95% confidence interval, then, is r + 1.96SE,
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course, weakened by these findings. If the stature x IQ correlation were

primarily the result of social inequalities in health care and nutrition, one should

predict a decrease in the correlation obtained in studies of contemporary adult

populations as compared with correlations obtained prior to 1930. The observed

increase in correlation, however, is consistent with the hypothesis that there has

been an increase in assortative mating for both height andintelligence, a topic to

be discussed in later sections on socioeconomic status and the between-family

and within-family correlations of body size with IQ. An opposite trend, how-

ever, has been reported for data obtained in Denmark,in the largest study ever

made of the height x intelligence correlation (Teasdale, Sgrensen, & Owen,

1989). A virtually random sample of 43,979 Danish males, all 18 years of age,

were obtained from draft board records, which contained measurementsof height

and scores on tests of intelligence and scholastic achievement. The data were

divided into five cohorts according to the year of birth, between the years 1939

and 1967. The overall mean correlation between height and IQ is .231 + .012

(99% confidence interval). (For height < educational achievement, mean r =

.253; the multiple R of both IQ and achievement with height is .265.) The r =

.231 is remarkably close to the N-weighted mean r= .229 of the earlier studies

summarized in Table 4.1. But the more important feature of the Danish studyis

the quite regular and highly significant secular decrease in the height x IQ

correlation, from .269 in the 1939-43 cohort to .195 in the 1964-67 cohort.

Thereis a linear decrease in the r of .03 per decade (the correlation between year

of birth and the height < IQ correlation is — .90). A similar secular trend is seen

for the height < achievement correlation. For Danish males born during the

period 1939 to 1967 there was a highly significant increase in height (measured

at age 18 years) of 4.3 cm, or approximately |.1 cm per decade. The study’s

authors interpret these findings as follows:

The decline in height differences between groups varying in intelligence and

educational level is probably to be attributed to changing social factors, perhaps

specifically a greater homogeneity of nutritional conditions across different social

classes. It is notable, however, that the decline in group differences, and in the

corresponding correlations, appears to have been more pronounced among those

generations who werein their infancy during the 1940’s. The decline thereafter has

been less pronounced. It remains, therefore, to be seen whether such differences

will disappear, particularly as the secular increases in height appear to be ending—

Danish draft board records show the average height of males to have remained

virtually stable at about 180 cms. for almost the last ten years. (p. 1293)

Given the indicated trend, we would predict that the height <x IQ correlation

would remain stable at about r = .20, being maintained in a nutritionally

homogeneouspopulation by a simple genetic correlation due to both assortative

and cross-assortative mating for height and intelligence.
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Nonlinearity of the height x ability correlation. Assuming normal distribu-
tions of height and general mental ability, or g, a linear correlation (Pearson r) of
+ .20 between these variables implies that the tallest 2 percent and the shortest 2
percent would deviate, on average, one half of a standard deviation above or
below the meanofthe total distribution of g. A significant discrepancy from this
prediction would indicate nonlinearity of the regression of g on height, and
would imply that the Pearsonian correlations most commonly reported in the
literature to some degree underestimate the true relationship between height and
g. The difficulty in examining this possibility is that a very large and representa-
tive population sample would be required to demonstrate with confidence a

' relatively small departure from linearity.
A recent study (Teasdale, Owen, & Sgrensen, 1991) addressed this question

with analyses based on a very large (N = 71,528) and highly representative
sample of men in Denmark, aged 18 to 26 (mean 19.7) years. On a composite
measure of general ability, the mean of the shortest 2 percentof this huge sample
fell approximately two-thirds of a SD below the overall mean, butthe tallest 2%
were only slightly more than one-half of a SD above the mean. A plot of
intellectual ability as a function of height showsa very slight but highly signifi-
cant departure from linearity, such that when a quadratic term (i.e., height”) was
included in the regression equation, the increment over linear correlation is
highly significant (p <3 x 10°”!). Although the authors analyzedtheir data ina
rather complex way, using canonical correlations, here we can express their
essential results in terms that more easily permit direct comparison with all the
previous studies we have reviewed based on simple correlations. With geograph-
ical region of origin and year of birth statistically controlled, the simple linear
correlation (Pearson r) between height and mental ability is + .2207. The
multiple correlation, adding a quadratic component, with both heightand height?
as the independent variables, is .2215. Although the slight difference between
these correlation coefficients is undoubtedly reliable, given the enormous sample
size, its theoretical meaning may seem hard to imagine. The authors suggest that
some proportion of very short individuals may have been subjected to factors that
are detrimental to both physical growth and mental development, a hypothesis
which accords with a review (Skuse, 1987) of studies of short-stature persons
that claims evidence of some ‘‘minimal impairment’’ in this group.

Correlation in children. \t was proposed by the noted anthropologist Franz
Boas (1895) that the correlation between intelligence and bodysize in children
arose from individual differences in the rate of growth and development; growth
rate was assumedto affect both body size and intelligence. This co-advancement
theory, as it was known, also assumedthat as the rate of development decreased
as children grew older, the correlation between bodysize and IQ should decrease
to zero by adulthood. Boas supposed there was norelationship between stature
and mental status after maturity. Boas’s co-advancementtheory now hasatleast
fourstrikes againstit: (a) the size = IQ correlation is found to be at least as high,
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or even slightly higher, in adults than in children: (b) a longitudinal study
(Bayley, 1956) of children from ages 7 to 21 years showed high positive
correlations (between .30 and .50) between height and intelligence scores at
every age but found a nonsignificant negative relationship between mental and
physical advancement rates; (c) although there are within-family differences
(i.e., differences between siblings) in rates of physical and mental development,
the evidence indicates that there exists no within-family correlation between IQ
and height or weight; and (d) the correlations of height and weight with IQ (IQ
measuredat age 4 years) are virtually constant between the ages of 4 months and
4 years and between8 years and 15 years of age (see Tables 4.2 and 4.3) no such
constancy over these age ranges would be expected, because physical and mental
growth rates are very negatively accelerated from infancy to maturity, and the
sizes of the IQ x height (or weight) correlations do not appear to change
systematically with the changing average differences in physical and mental
growth rates throughout the course of development.

Three of the largest studies of the correlation between height and IQ in
children, conducted in England and Scotland and described by Tanner (1969),
are summarized in Table 4.2. The best estimate of the mean and the 95%
confidence interval for the overall population value of the correlation is + .193
+ .10. A similar significant correlation was found between height and Raven
Matrices scores in 98 third-grade Mexican children in Guadalajara (Pardo, Diaz,
Hernandez-Vargas, & Hernandez-Vargas, 1971).

The largest American study with data relevantto this question is the Collab-
orative Perinatal Project of the National Institute of Neurological Disease and
Stroke (an agency of the National Institutes of Health), which conducted a
longitudinal investigation of 26,760 children from birth to 4 years of age
(Broman, Nichols, & Kennedy, 1975). One hundred and seventy prenatal,
perinatal, and early developmental variables, including Stanford-Binet IQ at age
4, were assessed in this study. Reported correlations between IQ at age 4 and
height and weight measuredatbirth, 4 months, 8 months, | year, and 4 yearsare
shown in Table 4.3. Thecorrelations fluctuate very little with age. The correla-
tions of height and weight with intelligence do notdiffer significantly at any age.
The partial correlations indicate that weight (independentof height) has a slightly
larger correlation with IQ than does height (independent of weight). Although
higher levels of SES are underrepresentedin this sample, the correlations shown
in Table 4.3 probably do not appreciably underestimate the correlations between
IQ and height or weightin the total population, becausethere is norestriction of
range in IQ as compared with Stanford-Binet norms. The Collaborative Sample’s
IQ standard deviation is about 16.5 for whites and 13.9 for blacks.

The Pearson r, however, somewhat underestimates the true correlation of IQ
with height and weight, because of nonlinear regression of IQ on the physical
variables. The 4-year data, shown in Figure 4.5, are fairly typical. The higher
Pearson rs (in Table 4.3) for blacks, as compared with whites, is Clearly due to
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Table 4.3. Zero-Order, Partial, and Multiple Correlations between Stanford-Binet IQ (I) at Age 4 Years

and Height (H) and Weight (W) Measured at Various Ages

ndHeight(PY)

ant
e

   

Sample Size? Correlation”

Height Weight White Black

Age White Black White Black row oth Oty

oo

tew owen Rew Tw ro, ody otinew ORwen Rie aw

Birth 11,937 14,292 12,199 14,536 71 07 08 02 04 082 74 12 12 05 05 129

4 months 11,278 13,446 11,235 13,476 62 09 11 03 07 113 68 14 16 04 09 165

8 months 4,427 5,368 4,436 5,381 66 10 10 05 05 110 66 16 14 09 05 166

1 year 10,826 13,161 10,826 13,155 64 11 11 05 05 121 61 13 14 06 08 151

4 years 9,966 12,227 9,953 12,287 68 11 12 04 06 126 71 14 16 04 09 164

Mean* 9,686.8 11,7088 9,729.8 11,767.0 664 095 104 036 054 109 686 135 144 051 074 153

Mean?_9,686.811,708.89,729.811,7670

OOR
T

aErom Broman, Nichols, & Kennedy (1975), Appendix 3, Table 1.

bDecimals omitted. The zero-order correlations of 10 with height or weight are corrected for attenuation, based on IQ reliability of .83 (see

Bromanet al., p. 37). The partial and multiple correlations are based on the disattenuated zero-order correlations. All the zero-order correlations

(row Tu Tw) are significant at p < .001. The 95% confidenceinterval for all zero-order, partial, and multiple correlations (except those at age 8

months) is r + .02; for those at 8 months,it is r + .03.

SCErom Bromanet al., Table 9.2, p. 126.

4From Bromanetal., Appendix 4, Table 1.

€N-weighted mean, using Fisher's z transformation of r.
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the greater linearity of the regression of IQ on height and weight in blacks than in
whites. The shortest and lightest children contribute disproportionately to the
correlation, which therefore would be markedly reducedif the smallest children
within each age group were excluded. However,a significant relationship of IQ
to height and weight has been found at every level of IQ.
A sample of 594 of Terman’sgifted children, selected for Stanford-Binet IQs

of 140 or above, showedthe following correlations of Stanford-Binet mental age
with height and weight, holding chronological age constant (Terman, 1926, p.
168):

Boys (N = 312) Girls (V = 282)

Height: 219 + 11 211 + .12
Weight: O51 + .11 035 + .12

The Harvard Growth Study (Dearborn, Rothney, & Shuttleworth, 1938) is a
large longitudinal study of the correlation between physical and mental measure-
ments obtained on the same group of children at yearly intervals between the
ages of 7 and 18 years. The correlations are based on about 500 boys and 700
girls; a small percentage of the children was not measured every year, however,
so the sample sizes for the obtained correlations vary slightly from year to year.
Because the groups were very homogeneousin age at each measurement period,
the correlations of height and intelligence with age are so small that partialing
age out of the correlation between height and intelligence would not make an
appreciable difference. The reliability of the intelligence measuresvaries slightly
but unsystematically from year to year, averaging about .80. (The height-
intelligence correlations could be corrected for attenuation by dividing them by
the square root ofthe reliability, i.e., about .90, which increases the correlation
by about .02 to .04.) Table 4.4 shows the zero-order uncorrected correlations
between height andintelligence at every year of age between 7 and 18 years, for
girls and boys. The moststriking feature seen in Table 4.4 is the rather consis-
tently lower correlation between height and intelligence in boys than in girls.
(Boys’ mean r = .227, SD = .036; girls’ mean r = .287, SD = .054.) We can
think of no plausible explanation for this correlation difference between the
sexes. Another developmental study (Brucefors et al., 1974), based on 202
children, found a positive correlation between physical and mental growth rates
over a much shorter age range for boys (4 weeksto 2 years) than forgirls (2 to 8
years), resulting in a slightly higher correlation for girls, although the correlation
for boys remains significant throughout the entire period of the study, from 4
weeks to 8 years.

The fact that the correlations for both sexes in the Harvard Growth Study are
generally larger than those found in the other studies is probablyattributable to
the greater heterogeneity of the sample, which was obtained in Boston in the
1930s. The authors present evidence that the large proportions of children of
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Northern and Southern European heritage in this population contributes to the

height-intelligence correlation, as those of Northern European extraction mea-

sure taller and obtain higherintelligence test scores, on average, than those of

Southern European extraction. In this population, for both girls and boys, the

size of the correlation between height and intelligence showsa slight curvilinear

(inverted U) relationship to age (see the correlations in the principal diagonalin

Table 4.4).

The data of the Harvard Growth Study have been recently subjected to a

number of sophisticated statistical analyses by Humphreys, Davey, and Park

(1985) in an effort to understandbetter the nature of the height <x IQ correlation.

They confirm the overall correlation of about + .2 and the slight, but apparently

real, sex difference in the correlation, for which they offer no explanation.

However,a cross-lagged correlation analysis, which analyzes the changesin the

correlation between height and intelligence when each variable is measured at

different ages, showed that, for girls, individual differences in height predict

individual differences in IQ measured several years later, which suggests a

commoncausalfactor in girls’ developmentthat affects individual differences in

height earlier than in intelligence. The same effect shows up to a muchslighter

degree in boys, for whom the cross-lagged height x IQ correlations remain

relatively more constant acrossall age intervals. In both sexes, but especially in

girls, early height predicts later intelligence better than early intelligence predicts

later height. Humphreyset al.state:

Changesin biological functioning, whatever the causes maybe,are not expected to

have an immediate effect on intelligence behaviors. The intelligence measured by a

standard test is a behavioral repertoire that is acquired over time. A biological

deficit of less than traumatic proportions could affect future acquisitions but not the

current repertoire. Thus intelligence would lag behind growth. (p. 1477)

Anotherinteresting finding of this analysis by Humphreyset al. (1985) results

from the different correlations obtained between IQ and sitting height as com-

pared with standing height. The difference between the two height measure-

ments, of course, reflects leg length. It turns out that virtually all of the height x

IQ correlation is attributable to leg length. The correlation betweensittingheight

and IQ, whenstanding heightis partialed out, is either zero (for boys) or negative

(for girls); but partialing sitting height out of the correlation between standing

height and IQ hasscarcely any effect for either sex. For girls, sitting height is

negatively correlated with IQ; the girls’ highly positive correlation between

standing height and IQ is entirely attributable to individual differences in leg

length! We can think of two speculative interpretations of this phenomenon:(a)

Nutritional differences affect both mental and physical development, but the

growth of the long bones of the legs is much moreaffected by nutritional factors

than is the growth of other somatic features. (b) There is cross-assortative mating



Table 4.4. Correlations (Decimals Omitted) between Height and Intelligence Measured at Yearly Intervalsfrom Age 8 to Age 17 for Girls and Boys (in Parentheses). (From Dearborn et al., 1938.)a

IIS

Intelligence at Age (Yrs.)
8— 9—> 170— 77— 12 —> 13 —> 14 15 —> 16— 17—>

L
O
L

Height at Age
—

8 31 (21) 31 (17) 35 (28) 38 (24) 41 (25) 33 (19) 32 (19) 34 (21) 32 (20) 25 (14)9 30 (20) 32 (21) 34 (29) 38 (26) 40 (27) 35 (24) 33 (23) 35 (24) 32 (24) 25 (16)10 29 (20) 31 (20) 33 (27) 37 (24) 39 (27) 33 (24) 32 (22) 33 (22) 32 (23) 25 (15)11 27 (19) 29 (20) 31 (27) 35 (25) 38 (28) 32 (25) 30 (23) 32 (24) 32 (24) 25 (28)12 28 (19) 29 (20) 29 (26) 33 (25) 37 (28) 32 (25) 30 (22) 32 (25) 31 (24) 25 (17)13 27 (19) 29 (20) 28 (26) 31 (24) 34 (29) 31 (24) 29 (21) 30 (25) 30 (22) 23 (17)14 25 (20) 27 (20) 26 (26) 30 (24) 33 (28) 29 (25) 28 (21) 28 (24) 27 (22) 24 (18)15 22 (18) 25 (20) 22 (26) 29 (25) 31 (28) 27 (25) 26 (22) 26 (25) 24 (23) 23 (18)16 20 (16) 24 (19) 21 (27) 27 (25) 30 (28) 25 (26) 24 (23) 23 (25) 22 (24) 22 (18)17 17 (13) 21 (16) 16 (25) 23 (24) 25 (28) 21 (26) 19 (22) 18 (23) 18 (22) 21 (18)
CE)18)
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between IQ (of men) and leg length (of women), resulting in a simple (between-

families) genetic correlation between IQ andleg length in the offspring genera-

tion. A longstanding Western cultural stereotype of the attractive female (from

the male viewpoint) is the long-legged female exemplified in the Petty-girl

‘‘calendar art.’’ Beauty contestants—Miss America, Miss Universe—are nota-

bly tall and relatively long-legged compared to the average woman. Of course,

these two hypotheses are not mutually exclusive; both could contribute to the

observed phenomenon.

IQ, body size, and socioeconomicstatus(SES). The correlation between IQ

and SES, as indexed by education, occupation, and income, is so well estab-

lished and well known as to scarcely call for documentation. In school-age

children the correlation averages about + .40, ranging from about .25 to .55 in

various samples; in adults, the correlation is considerably higher, averaging

about + .65 and ranging between about .55 and .75 (Eysenck, 1979; Jensen,

1973, 1980a; Tyler, 1965).

There is also a low butreliable positive correlation between bodysize (height

or weight) and SES (Dearborn et al., 1938; Schreider, 1967; Tanner, 1966,

1969; Whipple, 1914, p. 70). Also, Schreider (1967) found that there is a

negative correlation between the average height in different occupations and the

standard deviation of IQs within those occupations,in other words, taller occupa-

tional groups (whichalso have higher average IQs) show smaller variability in IQ

than shorter occupational groups.

The correlations between height and SES(correlations are not given between

weight and SES) found in the Collaborative Study by Bromanet al. (1975) are

typical of those found in other studies of children, yet are much morereliable

because of the large sample sizes. These are mosteasily summarized in terms of

Figure 4.6. SES and IQ are correlated with height to about the same degree;

partialing out each variable, of course, lowers the correlation, but not by very

much. (Significant differences between zero-order and partial correlations are

indicated by arrows.) The partial rs are all significant, indicating that both IQ and

height are independently correlated with SES, whichin this study is a composite

index based on the head of household’s education, occupation, and income. That

IQ is correlated with body size independently of SESis further shownbythefact

that a correlation of nearly the same magnitude also exists within broad SES

categories, as shown in the study by Bromanetal. (1975) and summarized in

Table 4.5. These comparisons are especially important from a theoretical stand-

point, because they make it implausible that environmental factors often associ-

ated with SES, such asnutrition and health care, could be major causal factors in

the association between IQ and bodysize. Thecorrelations within SEScategories

are barely smaller than the correlations in all of the SES categories combined.

(Compare the within-SES correlations in Table 4.5 with the correlations for the

combined SES groups at age 4 years in Table 4.3.)

Tanner (1969, pp. 194-198) has pointed out that height, considered indepen-
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Figure 4.6. Zero-order correlations (curved lines) and partial correlations,

“with the third variable partialled out (straight lines) between age-4

Stanford-Binet 10, age-4 height, and socioeconomicstatus. The 95%

confidence interval for all correlations is r + .02. Arrowsindicate the

partial correlations which are significantly (p < .05, one-tailed test)

smaller than the corresponding zero-order correlation. Whites N = 9,790;

blacks N = 12,064. (Zero-order correlations from Bromanetal. [1975].)

dently of SES and family origin, 1s positively related to social mobility. An

analysis of this phenomenon by Schreider (1964) shows that among all women

born into any givensocial stratum (as indexed by father’s occupation), the taller

women, on average, move upwards in their own occupational status and marry

men of higher status, whereas shorter women, on average, move in the opposite

direction. Examplesofthis relationship between height and social mobility may

be seen most clearly in Figures 4.7 and 4.8 from Tanner (1969, pp. 196-197).

(Note: The obvious drafting error in Tanner’s figure [p. 197], viz., the reverse

ordering of husband’s occupation, has here been corrected in Figure 4.8.) The

trends shownin Figures 4.7 and 4.8 are mostlikely mediated by the association

between heightandintelligence, for intelligence is even more markedly related

to social mobility than height per se. However,the significant partial correlation

between SES andheight, with IQ held constant, suggests that height (or general

body size) makes someslight contribution to social mobility independently of the

association betweenheight and IQ. If the data representedin Figure 4.7 are at all

typical of other studies, husband’s occupational status is highly correlated (about

.65) with husband’s IQ; hence, there is here a strong implication of positive

cross-assortative mating for wife’s stature and husband's intelligence. The genet-

ic effect of cross-assortative mating for two heritable traits is to bring about a

genetic correlation between the traits in the offspring generation, due to the
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Table 4.5. Mean and Standard Deviation of 4-Year Stanford-Binet 10 and the Correlations?of 1Q (1) with Height (H) and Weight (W) Measured at Age 4 Years in White and Black Samples”

TTTsss

EE

can’blackSamples—

   

4-Year IQ 4-Year Height 4-Year Weight
White Black White Black White Black

SES Mean SD Mean SD Nw Nw Tw Nw
Upper 25% 110.9 16.5 97.7 14.3 .08 + .03 12 + .05 .10 + .03 10 + .05Middle 50% 101.3 15.1 92.0 13.5 .06 + .03 10 + .02 .07 + .03 13 + .02Lower 25% 95.6 15.0 88.0 13.2 12 + .06 14 + .03 .11 + .06 15 + .03   

          
“Correlations given with 95% confidence intervals.
’Data from Bromanetal. (1975), Tables 10.24 (p. 185) and 10.26 (p. 189).“Total sample size: Whites = 9,790; Blacks = 12,064.
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commonassortmentof the independently segregating genesthat affect eachtrait,
a correlation that is manifested in the population as a correlation between
families, but not within families. This interpretation of the correlation between
intelligence and body size would be substantiated by studies which analyze the
population correlation into its between-families and within-families components.

Between- and within-family correlations of body size and intelligence.
There are studies reported in the literature which directly address the question of
whether the body size x intelligence correlation observed in the population
exists within as well as between families. Noting Terman’s (1926) finding that
gifted children, IQs of 140 and above, aretaller and heavier and have generally
better physiquesthan their agematesof average IQ, Laycock and Caylor (1964)
decided to investigate this association in terms of between- and within-family
correlation, by comparing ‘‘gifted’’ children with their ‘“nongifted’’ siblings on
a numberof physical dimensions. They defined ‘‘gifted’’ to include IQs over 120
on the Stanford-Binet or over 130 on the California Test of Mental Maturity. Ina
large sample of gifted children of school age, they found that one in six had an
older or younger sibling whose IQ was lower by 20 points or more. By these
criteria, 81 pairs of gifted children and their nongifted siblings were selected for
study. The gifted group had a mean IQ of 141.1, SD = 13.5; their nongifted
siblings’ mean IQ was 108.8, SD = 10.8. Thus the gifted and nongifted groups
differ in IQ by 2.64 standard deviation units. The correlations between siblings
in height (r = .52 + .22) and in weight (r = .46 + .22)are very typical of
other studies, while the sibling correlation for IQ (r = .68 + .22)is higher
(though not significantly so) than the r of -49, whichis the averageofall sibling
correlations for IQ reported in the literature (Paul, 1980). Measurements of
height, weight, shoulder width, and leg circumference, standardized for age and
Sex, were obtained on all subjects. The gifted children and their nongifted
siblings showednosignificant differences on any of the physical measurements.
Such differences as were observedare all very small and nonsignificant, but are
all in the direction that favors the gifted. The difference between gifted and
nongifted siblings in height, for example, amounted to .059 SD, and for weight,
.073 SD. This small disparity in these highly intercorrelated physical measure-
ments is mostlikely due to sampling error and a possible slight error introduced
by the study’s dependence on age-standardized measurements. A moreideal, but
scarcely practicable, method would have been to measure each pair of siblings at
exactly the same age. (The use of same-sex fraternal, i.e., dizygotic, twins for
this type of study would completely obviate the problem of age differences
between full siblings, as dizygotic twins are full siblings, genetically speaking,
born at the same time.)

These results are highly consistent with the hypothesis that the correlation
between body size and IQ exists only between families. Laycock and Caylor
(1964) attribute the positive correlation between physical and mental measure-
ments to superior homecare of gifted children and their siblings; in other words,
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they hypothesize an environmentalcorrelation. While this possibility cannot be

ruled out, the very high broadheritability of stature (close to .95 in industrialized

societies) and the substantial broad heritability of IQ (close to .70) would makeit

seem morelikely that the association between IQ andstature is mainly a genetic

correlation due to both assortative and cross-assortative mating for intelligence

and stature, for which the average coefficients of assortative mating (1.e.,

correlation between mates) are about .45 and .30, respectively (Jensen, 1978).

The second study (Husén, 1959) compared the between-family (BF) and

within-family (WF) correlations between height and IQ in samples of MZ and

DZ male twins. Since both traits show substantial heritability, one should expect

a difference in the ratio of BF/WFcorrelations for MZ and DZ twins if there is a

WEgenetic correlation between height and IQ.In that case the DZ WEheight x

IQ correlation should be larger than the MZ WFcorrelation, because in MZ

twins all of the WE correlation would have to be environmental, while in DZ

twins both genetic and environmental factors would contribute to the WF height

x 1Q correlation. Husén found nosignificant difference (in fact, it was slightly

opposite to the theoretical prediction) between the WEcorrelations (relative to

the BF correlations) obtained in the two types of twins. This finding is consistent

with the absence of a within-family genetic correlation, and hence the absence of

pleiotropy, between height and intelligence.

Thethird study (Jensen, 1980b) of within-family correlations is based on pairs

of siblings from 1,495 white families and 901 black families in grades 2 to 6

(ages of about 7 to 12 years) in California schools. In all cases, the pair of

siblings in each family nearest in age and enrolled in grades 2 to 6 wasselected

for study. In addition to measurements of height and weight, test scores were

obtained on Verbal, Nonverbal, and Pictorial IQ (Lorge-Thorndike), Vocabu-

lary, Reading Comprehension, and Short-Term Memory. All test scores as well

as all height and weight measurements were age-standardized; score standardiza-

tion was based on data for an entire school district with approximately 8,000

pupils. Correlations of height and weight with the seven mental tests were

calculated between families and within families. The results clearly show that the

correlation between the physical and mental measurements exists only between

families, for which the average correlation is + .10 + .04 (significant at p <

01), whereas the average within-family correlation is a nonsignificant + .02 +

04.

The fourth study (Nagoshi & Johnson, 1987) examined BF and WEcorrela-

tions between height and general intelligence (scores derived from the first

unrotated principal componentof 15 diverse mentaltests, here referred to as g) in

full siblings in the Hawaii Family Study of cognition. (Other analyses from the

same Hawaii study, yielding highly similar results, are given by Baker, 1983.)

The height x g correlations were computed separately between and within

brother pairs, sister pairs, and brother-sister pairs. For Americans of European

ancestry (AEA) (N = 467), the mean BF correlation between height and g is +
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.17 + .09; the mean WFcorrelation is + .07 + .09. For Americans of Japanese
ancestry (AJA) (NV = 144), the mean BF correlation is + .10 + .16; the mean
WEcorrelation is — .02 + .16. (The 95% confidence interval is given with each
r.) These results are consistent with the hypothesis that the height x intelligence
correlation is only a between-families phenomenon. In the AEA parents there

for the lower height X g correlation in the AJA thanin the AEAoffspring. The
overall height x g correlation (averaged for males and females) in the AEA
parents (NV = 1959) is +. 14 + 4.04:fortheir offspring (V = 768), + .10 +
-07. The correspondingcorrelations in the AJA parents (V = 766) andoffspring
(N = 321) are + .13 + .07 and + .05 + -11, respectively. The consistently
higher height X g correlation in the parent than in the offspring generation
Suggests some environmental factor, perhaps nutrition,is largely responsible for
the height X g correlation, assumingthatthe offspring generation has grown up
under more homogeneousenvironmentalconditions than their parents did, which
seems a reasonable assumption.

Family size and birth order. Height and weight, like intelligence and SES,
are negatively related to family size (see Tanner, 1969, for a good review ofthis
evidence). All of these correlations are mediated by social class. Family size per
se has virtually no causal effect on height, weight, orintelligence. A study of
over 20,000 high school graduates in the United States showedthat family size
(i.e., numberof siblings) accounted for four percent of variance in IQ; but when
SES and race were controlled, family size and birth order together accounted for
less than half of one percent of the IQ variance (Page & Grandon, 1979). The
negative relationship of family size to IQ is clearly due to differences between
families in other factors besides family size. Evidence from other studies sup-
ports the same conclusion. (For a comprehensive review, see Ernst & Angst,
1983.) The largest study of the relationship between height, intelligence, and
family size, by Belmont, Stein, and Susser (1975), is based on

a

total sample of
234,837 Dutch conscripts tested at 19 years of age. Height measurements and
scores on Raven’s Standard Progressive Matrices were both transformed to a
commonscale (z scores) and plotted as a function of family size (total numberof
children), with the result shown in Figure 4.9. Birth order is also negatively
related to both height and intelligence, as shownintheleft-side panel of Figure
4.10. But when height and intelligence are plotted as a function of birth order
separately for each size of family, so as to unconfound the correlated variables of
family size and birth order, we see (as shownin the right-side panel of Figure
4.10) that intelligence is still related to birth order, whereas height shows no
consistent relationship to birth order. The right-side panel of Figure 4.10 indi-
cates the expectedresult if the negative relationship between birth order and
intelligence is a within-family (as well as between-families) correlation, in
contrast to height, which is unrelated to birth order within families. This finding
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unconfounded. (From Belmontetal., 1975.)
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of Belmont et al. (1975) is consistent with the failure to detect a significant
within-families correlation between height (or weight) and intelligence in the
previously described studies by Laycock and Caylor (1964) and Jensen (1980b).
This is not to say that we believe the apparent birth-order effect on IQ shown by
Belmontetal. is a direct causal effect of birth order per se. The observedeffectis
artifactual in the sense that it can be attributed to uncontrolled variables in the
composition of the sample whichare correlated with both IQ and birth order. An
exceptionally thorough critical review of the literature on birth order and IQ,
including the study by Belmontet al., points out these sampling artifacts and
arrives at the following conclusion:

In extremely large and representative samples IQ differences by birth order
approach zero when [social] background variables are appropriately controlled.

. The comparison of sibs within the same sibship excludes interfamilial
differences and is of paramount importance for assessing whether birth order
differences in IQ between unrelated sibs are within- or between-family differences.
Amongsibs within the same sibships birth order differences [are] near zero. Where
they appear, they amountto | or 2 IQ points and are either sample-specific or due
to disregarding the fact that when sampling youngersibs, thoseoflarge, narrowly
spaced sibships are more likely to be included. (Ernst & Angst, 1983, p. 49)

Contradictory evidence. We have found only one study (Burks, 1940) that
would appear to contradict our general conclusion that the correlation between
body size and IQ exists between families but not within families. Yet the
seeming contradiction is probably more apparent than real. In a group of 20 pairs
of monozygotic twins, Burks obtained the correlations between the intrapair
differences in IQ andthe intrapair differences in several physical measurements.
(The IQ and physical measurements are based on the average of measurements
taken yearly over a period of several years [median of 7 years] betweenthe ages
of 3 to 11 years; this averaging hasthe effect of increasing the reliability of the
composite mental and physical measurements used to obtain the intrapair differ-
ence correlations.) These correlations, with their 95% confidenceintervals, are
showninthe first column of Table 4.6. These are within-family (moreprecisely,
within MZ twin-pair) correlations, and,at least for height, trunk length, andiliac
width, are much higher than the usual between-family correlations of IQ with
any physical traits. These quite large intrapair-difference correlations would
seem to be inconsistent with the finding of many other studies that show
negligible within-family correlations between IQ and measurements of body
size. However, the fact that the correlations in Burks’ study are based on MZ
twins explains the apparent contradiction. Any differences between MZ twins,
which have identical genotypes, necessarily arise exclusively from nongenetic,
or environmental, causes. The fact that the nongenetic variance within pairs is
very small relative to the variance between pairs (which is due to both genetic
and nongenetic factors) is shown by the extremely high correlation between
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twins on IQ and on the physical measurements (see second columnofTable 4.6).

The very small within-pair differences, perhaps arising from inequalities of the

prenatal intrauterine environment, can affect both mental and physical develop-

ment and hence can be quite substantially correlated within pairs, even though

these particular environmental effects contribute probably aslittle as 1 percentto

3 percentofthe total individual differences variancein either IQ or the body-size

measures. In other words, the use of MZ twins eliminates the main source(1.e.,

the genetic component) of the within-family variance found with full siblings,

who have only about half of their genes in common. The small amount of

nongenetic variance, relative to the genetic variance, that could enter into within-

family IQ x physical trait correlations based on full siblings would be almost

completely swamped bythe uncorrelated (within-family) genetic components of

the mental and physical traits. Hence the results of Burks’ study are what we

should expect if the hypothesis is correct that the observed correlation between

IQ and bodysize exists between families and not within families, as a conse-

quenceof a between-families simple genetic correlation betweenthetraits. Note

that the overall correlations in Burks’ sample between individual differences in

IQ and physical measures (last column in Table 4.6) are in the same range as

those in most other studies. The real importance of Burks’ study is that it shows

that some part of the (IQ) difference between MZ twinsis attributable to aspects

of the environment which also affect physical growth and therefore are not

entirely of a psychosocial nature.

Table 4.6. Correlation (and 95% Confidence Interval) of IQ

and Anthropometric Measurementsin Monozygotic Twins*

a

nk

Correlation

between Intrapair

1Q Difference and

Intrapair Difference Correlation Correlation between /Q

Trait in Physical Trait” between Twins and Physical Trait?

lO 95 + .06

Height 47 + .35 96 + .06 17

Weight 12 + .43 98 + .03 — .02

Leg Length 11 + .43 92 + .09 .29

Trunk Length 40 + .38 98 + .03 .08

Iliac® 41 + .38 89 + .12 —.11
OO

4From Burks (1940, pp. 89-90).

bBased on averageintrapair differences of 20 MZ pairs of both sexes.

°Based on 10 pairs of male MZ twinsof ages 9 years 7 months to 10 years 6 months.

dBased on 21 males (members of 11 twin pairs), ages 9 years 7 months to 10 years 6

months. Confidenceintervals not computed becauseof the high intrapair correlations

on thesetraits.

°For a single measureofthe iliac taken beyond age 12 years 6 months,the correlation

with 1O drops to —.04 + .46.
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Causal factors. If the correlation between body size and intelligence is an
exclusively between-families correlation and does not exist within families, as
the preponderance of the evidence suggests, it necessarily follows that the
correlation is not pleiotropic, but that it is instead the phenotypic expression of
either a genetic correlation or an environmental correlation, or some amalgam of
both. The fact that the correlation is found within every level of social class, in
groupswith little or no variation in nutrition or other health factors, in addition to
the extremely high heritability of stature and the moderate heritability of intel-
ligence, makes it more likely that a genetic correlation, rather than common
environment or correlated environmental factors affecting both size and intel-
ligence, is the principal cause of the phenotypic body size x_ intelligence
correlation. This correlation would seem to be maintained at a ‘“steady-state’’
level of close to + .20 in the young adult population, most probably as a result
of assortative and cross-assortative mating for stature and intelligence in every
generation. Men and womentend to choose mates of similar stature (with an
assortative mating coefficient of about + .20) and even more similar intelligence
(coefficient of about + .40), with the result that genesfor both traits are assorted
together in the offspring. Althoughit is easy enough to understand homogamy
for these twotraits, it seems somewhat moredifficult to accountfor the existence
of cross-assortative mating for stature and intelligence. Two hypotheses are
suggested: (a) social class propinquity, that is, the greater probability of mating
within, rather than outside of, one’s own social class, plus the fact that social
classes differ statistically in stature and intelligence, and (b) both high intel-
ligence andtall stature tend to be valued as personal qualities in our culture and
there is some degree of ‘‘tradeoff’’ between these qualities in mate selection.
We have found only one other type of explanation for the stature x IQ

correlation. A positive relationship has been noted between stature and vanillyl
mandelic acid (VMA)level in the urine (Henrotte, 1967). VMAis a breakdown
product of catecholamine metabolism. As catecholamines are neurotransmitters
involved in states of arousal, tone of awareness, and alertness, they may also be
related to intelligence. It is on this basis that Henrotte suggests the hypothesis
that the correlation between stature and the intelligence levels of different
occupational groups is a result of differences in catecholamine metabolism.
Unfortunately, the study does not distinguish between-families and within-
family correlations of VMAlevel with stature. One would expect such a correla-
tion to exist within, as well as between, families, possibly as a pleiotropiceffect,
that is, as the result of a gene affecting both catecholamine metabolism and
stature. The apparent absence of a within-family correlation between height and
intelligence, however, is inconsistent with the hypothesisthat both stature and IQ
are causally related to VMA.It is possible, of course, for there to exist a
pleiotropic correlation between VMA and intelligence, and a (noncausal) genetic
correlation between stature and intelligence. If such is the case, one would
predict a within-family correlation between VMAlevel and intelligence and only
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a between-family correlation between VMAlevel and stature. This prediction

would seem more likely than the reverse, because of the known connection

between VMAandneuronalactivity. What is clearly neededis a sibling study of

the correlation between VMA andintelligence.

Height-weight ratios and indices. Early students of the body size x intel-

ligence relationship, finding only very small correlationsofthe primary measure-

ments of height or weight with mental test scores, hoped to discover some

nonadditive combination of bodily measurements that would yield a more im-

pressive correlation. Combinations of various ratios were tried, such as weight/

height”, weight/height’, sitting height/height, height—chest girth + weight, and

so forth. The results of these efforts have been reviewed by Paterson (1930, pp.

166-169), who reports that none of the indices yielded significant correlations

with intelligence. The correlations based on compound measures were no larger,

and often smaller, than those found for simple measurementsof height or weight.

Thecorrelation of the height/weight ratio with IQ in 206 high school seniors and

college freshmen was an unimpressive + .10 + .14, for example (Paterson,

1930, p. 167). Yet given the relatively small samples used in most of these

studies, the 95% confidence intervals for most of the correlations are between

r+ .l7andr + .20. We have not found anycorrelational studies making use of

such compound physical indices reported in the literature since Paterson’s re-

view.

Obesity and IQ. Although weight, being highly related to general bodysize,

is positively correlated with IQ, obesity (defined as 20% or more overweight for

sex, age, height, and build) has been found to be negatively correlated with IQ in

adults (Kreze, Zelina, Juhas, & Garbara, 1974). The negative correlation is

much higher in women than in men. The percentages of women in the lower and

upper quartiles of IQ who were classified as obese are 41.4% and 10.7%,

respectively. The corresponding percentages for men are 17.0% and 9.3%. The

inverse relationship between IQ and obesity is most likely mediated by a third

variable—social class, which is positively correlated with IQ and negatively

correlated with obesity (Goldblatt, Moore, & Stunkard, 1965). The hypothesis

that the negative correlation between obesity and social class in Western Euro-

pean and North American populationsreflects different cultural norms associated

with social class is further supported by the finding of a positive correlation

between obesity and social class in India (Siddamma, 1978).

Children 6 to 7 years of age who are overweight (a weight/height ratio above

the group median) performed significantly less well than underweight children

on 15 Piagetian conservation tests involving the conservation of number, vol-

ume, matter, length, and weight; the overweight group scored lower than the

underweight group in conservation performance even when IQ was controlled

(Ewert, 1977). The authorattributed the results to the greater susceptibility of the

overweight subjects to cue salience, that is, they were more field-dependent as

compared with the relatively field-independent underweightsubjects. There 1s no

evidence on this effect within families.
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Head and Brain Measurements

The early literature on the relationship of head and brain measurements to
intelligence, and even the treatment accordedto this topic in present-day psy-
chology textbooks, affordslittle indication of the surprisingly complex technical
problemsthat have madeit difficult for scientists to agree as to the precise nature
of this relationship. The most we can attempt hereis to point out these technical
problems and summarizethe presentstate of the best available evidence, such as
it is.

Interspecies comparisons of brain size. The apparent differences between
variousspecies of animals in what people commonly think of as the capacity for
intelligent behavior, and the perceived relationship of such species differences to
differences in brain size, are among the observations that have tempted both
scientists and laymen to inquire whether individual differences in brain size
among humansare correlated with individual differences in psychometric intel-
ligence. The question has also been raised whether various racial groups among
the species Homosapiensdiffer in brain size, and whether such differencesare
reflected in the observed racial differences in psychometric intelligence.

In the five million years of human evolution, from Australopithecus to Homo
sapiens, the brain has almosttripled in size, despite the anatomic and metabolic
disadvantages of larger brain and head size. The chief advantage of a larger
brain, in terms of natural selection, is the greater capacity it confers for complex
adaptive behavior. Developmentof the cerebral cortex, the association areas, the
frontal lobes, and, in general, those parts of the brain not directly involved in
autonomic and sensory-motor functions, is related to the complexity of behav-
ioral capacities such as perceiving, learning, reasoning, problem solving, and
language. Hence, the question persists concerning the relationship between
differences in brain size (or its correlate, head size) and intellect.

In considering this relationship among a wide range of mammalian species
differing greatly in overall body size, brain size must be regarded in relation to
body size, that is, allometrically. The size of every bodily organis allometrically
related to total body size, and a very high correlation exists between body weight
and mean brain weight across species. For 93 species of mammals, varying in
size from mouse to elephant, the correlation between the means of body and
brain weight is .976; among only 15 species of primates the correlation is .973
(Armstrong, 1983). This high correlation, which represents a true functional
relationship, andnotjusta statistical association, results from the fact that much
of the brain serves vegetative and sensorimotor functions, and that the number of
neurons subserving these functions is directly related to body size, or, more
specifically, to the total surface area of the body. The high brain-body size
correlation is also reflected in the extremely high correlation between body size
and the cross-sectional area of the foramen magnum, an opening in the skull
through which the spinal cord passes. Because all but a dozen or so cranial
nerves pass through the foramen magnum,this measurementis useful as an index
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of the total sensory-motor input-output of the animal’s brain. The size of the

medulla, a measurement that has been used as an alternative index of sensory-

motor input-output (Passingham, 1975), is also strongly correlated with body

SIZe.

But it is the amount of brain tissue in excess of that part that is predictable

from body size and subserves purely vegetative and sensory-motor functionsthat

is most apt to be related to the animal’s capacity for developing complex

behavior.

This ‘‘excess’’ brain tissue in various species is measured from the regression

of brain weight on body weight. In practice, the log of brain weightis plotted as a

function of the log of body weight for a large number of mammalian species. The

regression equation relating log brain weight to log body weight serves as a

baseline for comparing various species on the amount of brain tissue above (or

below) the amount predicted on the basis of body size. (Instead of the regression

line, the principal axis of the plotted log brain weight by log body weightis

recommended by some investigators.) The amount of deviation from the com-

mon regression line (or the principal axis) for the mean of any particular species

has been termed an encephalization index (Jerison, 1973, 1982). This residual

brain mass has been expressed mathematically with various modifications and

refinements by different investigators (Passingham, 1975), but all such indices

are essentially intended to express the degree of encephalization or development

of the neocortex, especially that part of the brain that serves complex behavioral

capacities, over and above the neural mass associated with general mammalian

functions and closely related to overall body size.

The importance of the encephalization index for behavioral science derives

from its close relationship, as contrasted with that of overall brain size, to the

varying information-processing capacities manifested by different species. De-

gree of encephalization is found to be related to objective measures of animal

intelligence such as ‘‘curiosity’’ (as measured by responsiveness to novel ob-

jects) and the speed of acquiring discrimination learning sets, which shows a

rank-order correlation of +.96 with an index of encephalization (ratio of neo-

cortex to medulla) among nine species of primates (Passingham, 1975). It is

noteworthy that speed of acquisition of discrimination learning sets is also

correlated with psychometric intelligence in children (Harter, 1965). On the

basis of such evidence, Jerison (1982) claims this encephalization index as a

measure of the ‘‘biological intelligence’’ of various species.

Jerison (1982), however, makes the important point that the high degree of

relationship between encephalization and biologicalintelligence across different

species does not hold up for individual differences or even for subspecies (or

racial) differences within a major species. As Jerison expresses it, the intra-

species relationship of encephalization to behavioral capacity shows noneofthe

orderliness of the interspecies picture. According to Jerison, ‘*Individual varia-

tion, the source of microevolution, seems to be decoupled from interspecific
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variation, which represents the effect of macroevolution’’ (p. 743). Not all
expert opinion agrees with Jerison on this point, however. In a review of
Jerison’s major work (Evolution of the Brain and Intelligence, 1973), Holloway
(1974) dissents from Jerison’s position as follows:

If there is no regular relationship obtaining within the species between brain and
body weights, and between brain weight and information-handling capacity, what
are the driving forces or evolutionary dynamicsthat produce the lawful relation-
ships between species or between higher taxa? Somewhere, there is a hiatus in
explanations which claim a set of biological (functional) relationships at supra-
species taxon levels but deny such a relationship within the biological unit (the
species) undergoing evolutionary change. (p. 679)

Yet, only a slight (but significant) degree of statistical relationship is found
between brain-size indices and measures of intelligence within any species,
including modern Homosapiens. It would appear, then, that the biological basis
of intraspecies individual differences in intelligence probably resides much more
in the fine structure of the neocortex (such as the amount of branching and the
number of interconnections between neurons) and in the chemistry of neuro-
transmitters, than in the gross anatomy of the cerebrum. Nevertheless, we are
sull left with some small but significant correlation between brain size and
psychometric intelligence in humans. Because of a number oftechnical diffi-
culties, however, the precise value of this correlation remains arguable.

Measurements of brain size. The primary problem in the study of brain size
and intelligence in humans is the measurementofbrainsize itself. As Van Valen
(1974) notes, there is no study reported in the literature prior to 1974that directly
correlates brain size, as measured by weight, volume, or even cranial Capacity,
with intelligence test scores. With one exception (Willerman, Schultz, Rutledge,
& Bigler, 1989), all existing studies are based on estimates of brain size or
cranial capacity derived from external measurements of the head. The question
naturally arises as to the validity of such estimates as measures of brain size.
Studies based on direct measurements of excised brainsorcranial vault capacity
have had to depend on such rough estimates of intelligence as years of schooling
or occupational level, as determined from death records. Another serious prob-
lem in this line of research is emphasized by Passingham (1979, p. 255), the
author of a recent study of brain size and intelligence, who reports that there are
no studies based on truly representative samples of the general population.
Although Passingham does seem to have overlooked one excellent study by
Susanne (1979) that is based on a highly representative sample of young menin
Belgium, his point is well taken. In general, the use of nonrandom samples
would tend to bias the data to some unknown degree toward

a

restriction of
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Studies of the validity of external head measurements as estimates of direct

brain measurements find correlations between the two variables in the range of

.60 to .70 (Van Valen, 1974, p. 423). Head circumferenceis the most commonly

used measure in correlational studies with IQ. Yet, in a study of Jorgensen,

Parison, and Quaade (1961, cited by Van Valen, 1974, p. 423) of 89 persons,the

correlation between brain volume and head circumference is only + .50 + .21.

Two other studies of the same variables cited by Van Valen (1974, p. 423) give

correlations of + .55 + .10 and +.36 +.14.

Linear measurements of the skull taken internally and externally are much

more highly correlated with one another than are brain volume andhead circum-

ference. Hoadley and Pearson (1929) obtained internal x external correlations

of +.78 for cranial length and + .88 for cranial breadth. The N-weighted mean

of eight coefficients of correlation between direct measures of cranial capacity

and linear measurements of the external size of the cranium wasreported as

+.66 + .08 (Macdonnell, 1904). Somewhat higher correlations have been

found between external head circumference and internal skull diameter and

volume measured from X-rays (Bray, Shields, Wolcott, & Madsen, 1969;

MacKinnon, Kennedy, & Davies, 1956).

In studies based on living subjects, IQ is usually correlated with head circum-

ference (taken with a tape measure) or with linear dimensions of the head

(measured by calipers). When linear dimensionsare taken, an estimate of brain

capacity may be derived from head length, width, and height measurements, in

accordance with a formula devised by Lee and Pearson (1901). Their formula

(No. 14, 1901, p. 252) estimates brain volumein cubic centimeters as follows:

For men: Brain cm? = .000337(L — 11 mm)(W — 11 mm)(H — 11 mm) +

406.01, where L, W, and H are length, width, and height in millimeters. For

women: Braincm? = .0004(L — 11 mm)(W — 11 mm)(H — 11 mm) + 206.6.

The amountof 11 mm is subtracted as representing the average thickness of scalp

and skull. Scalp thicknessvaries slightly with the amountof body fat, andthis,

of course, adds to the error of measurement. Brain weight in grams may then be

estimated by multiplying the results obtained from Lee’s formula by 0.87. (Brain

weight is estimated from the direct measurement of cranial capacity by an

equation given by Baker [1974, p. 429]: Brain weight [grams] = 1.065 cm? —

195. Cranial capacity is measured directly by measuring, in a graduatedcylinder,

the amount of buckshot or mustard seed required to fill the skull.)

The main pointofall this is that correlations between brain size and intel-

ligence based on living persons for whom IQsare obtainable suffer attenuation

from several sources between the external measurements at the surface of the

scalp and the brain itself. Head size is far from perfect as a correlate of brain size

and may even be correlated to some extent with total body size independently of

brain size. If it is assumed that external measurements of head size (h) are

correlated with intelligence (i) only through their relationship with brain size (5),
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then it can be proved mathematically (see Van Valen, 1974, p. 423) that the
correlation between headsize and intelligence can be expressed as pi, = Pj,Pp,,>
and the correction for attenuationof p,, as an estimate of Pj, IS, Of course, simply
Piz/Pp,- For our purpose, a measure of overall body size should be partialed out of
Pin And P,,,, aS we are interested in determining the degree of association between
intelligence and that part of the variance in brain size which is independent of
general bodysize.

Measurementsofintelligence are also attenuated, with reliability in the best
IQ tests generally ranging between .90 and .95. In addition, most IQ tests
measure otherfactors ofability besides g, the general intelligence factor common
to all complex cognitive tasks. As true scores from most ordinary IQ tests are
correlated between .80 and .90 with g, moreover, it follows that the correlation
between obtained scores and g falls somewhere between .75 and 88.

Age differences may also attenuate the correlation between head measure-
ments and IQ,as brain size decreasesrelatively more after age 25 than does head
size. Actual brain weight decreases some 100 grams or more between ages 25
and 80. There is an average negative correlation of about — .20 between brain
weight and age between ages 25 and 80 (Ho etal., 1980a). When corrected for
general body size (as measured by total body surface area) the correlation
between brain weight and age (between 25 and 80 years) is —.117 + .10 for
white men (Ho, Roessman, Straumfjord, & Monroe, 1980b). Hence, without
proper correction for age differences, the head size x IQ correlation will be
attenuated to someslight degree in samples ofvariable age; this effect is so slight
between ages 18 and 60 (Ho, Roessman, Straumfjord, & Monroe, 1980a,
1980b), however, as to be of negligible impact when bodysize is statistically
controlled. (Adult height is correlated negatively with age approximately — .15
to — .20.)

As may be seen in Figure 4.11, which showsthe distribution of directly
measuredbrain weights of 733 English men (Passingham, 1979), the distribution
of brain size in adult humans roughly approximates the normal, or Gaussian,
curve, although this distribution is not completely symmetrical around its mode.
A similar-shaped distribution for 505 unselected European men, ages 21 and
over, is shownin Figure 4.12. A normalcurve hasbeenfitted to both sets of data
in Figures 4.11 and 4.12, and a chi-square test showsa close degree of approx-
imation to normality, with neither set of data deviating significantly (at the 5%
level) from the normal curve. A largerset ofdatais providedin a study by Miller
(1926), in which cranial capacity (estimated by Lee’s formula) was obtained on
4,012 school boys ranging in ages 7 to 17. We have age-standardized the cranial
Capacity measurements by converting them to z scores within each one-year age
interval. The distribution of cranial capacities (age controlled) does not differ
significantly (p > .05) from the normal distribution fitted to these data. In every
study, the departures from normality, though not statistically significant in
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separate studies, consist of greater relative frequencies in both the lower and the
higher extreme tails of the distribution.

In view of the rather small correlation between brain size and IQ, it is

arguable whether the approximately normal distribution of brain weights (and
cranial capacities) has any more theoretically important connection with the
similarly normal distribution of [Qs than have the approximately normaldistribu-
tions of many other somatic dimensionshaving nointrinsic relationship to mental
ability, such as stature.

Brain size and body size. Because bodysize is correlated with both brain size
(or head size) and IQ, it acts as a confounding factor in the correlation between

these two variables.If it is assumed that a part of the variancein total brain sizeis
correlated with body size independently of intelligence and a part is correlated
with intelligence independently of body size, then the calculation of a partial
correlation between brain size and IQ, with body size partialed out, makes

theoretical sense. This is exactly what is done in the case of interspecies
comparisons, for which brain size showsa close relationship to assessments of
intelligence only when body size is controlled. The same reasoning can be
applied within a species, despite certain theoretical complications which are
illustrated here in terms of simple diagrams showing the possible ways in which
correlation might arise between head size (H), brain size (Br), body size (Bo),

and IQ. Twoof these possibilities, which may be regardedasrival hypotheses,
are shown in Figure 4.13.

Solid lines represent intrinsic or causal correlations (with direction of causa-
tion left unspecified); dashed lines represent adventitious or noncausal correla-
tions. Figure 4.13a depicts the null hypothesis, that is, the hypothesis that no
intrinsic correlation exists between brain size and IQ; the adventitious correlation

shownin this figure is due to the fact that both variables are correlated with body
size—brain size being causally correlated with body size and IQ being adven-
titiously correlated. The one part of this hypothesis for which we have already
reviewed the evidence and foundit fairly conclusive is the adventitious correla-
tion between IQ and body size. Figure 4.13b represents the counterhypothesis,
showingan intrinsic correlation between brain size and IQ. (Intrinsic correlation
between brain, body, and head size are assumed to be quite reasonable, and so

remain the same in Figures a and b.) The hypothesis represented in Figure 4.13b
would be ruled out definitively if the brain x IQ correlation within families
could not be shownto bestatistically significant; such evidence, of course,

would preclude the possibility of an intrinsic correlation between brain size and
IQ, as seen in the case of the body-size x IQ correlation.

The head-size < IQ correlation is more problematic if head size is viewed as
a proxy for brain size. The imperfect correlation between headsize and brain size
attenuates the correlation, and if the within-families zero-order correlation be-

tween headsize and IQ is low to begin with, partialing body size out of the head
size X IQ correlation could result in such a small partial r that only a very large
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sample could makethe null hypothesis convincing. We examinethe evidence on
this point later on. But first we should get some idea of the other correlations
shown in Figure 4.13, that is, the correlations of body size with head size and

brain size, because these are needed for partialing body size out of the IQ x
brain-size (or head-size) correlation. The bestjustification for partialing out body
size is the likelihood that some portion of the brain is more highly correlated with
body size, and someportion is more highly correlated with intelligence. If this is
true, the essential correlation between brain size and IQ should be revealed most
clearly when body size is statistically controlled. Evidence showsthat this is
more than mere likelihood. When the brain is dissected into three portions—
cerebral hemispheres, cerebellum, and pons plus medulla—all three portions are
found to be positively correlated with body size; but the portion of the brain
showing the lowest correlation with body size is the same portion in which the
higher mental functions are known to be localized—the cerebral hemispheres
(Marshall, 1892).

Table 4.7 summarizes studies prior to 1980 on the correlations of brain and
head measurementswith body height and weight in adult samples. Thefirst three
correlations are undoubtedly inflated as a result of their being computed on a
combined sample of males and females; the inclusion of both genders in a sample
of this kind has the effect of approximately doubling the correlation. The unit-
weighted mean of same-sex correlations between brain weight and body weight
is only +.21. This is lower than the mean correlation of +.31 between

 (b)
Figure 4.13.. Possible correlations between brain size (Br), head size (H),

body size (Bo), and intelligence (IQ). Solid lines indicate causal or
functional connections, broken lines are correlations without functional
relationship. Panel a represents a nonfunctional correlation between

brain size and 1Q; panel 6 represents an intrinsic or functional relation
between brain size and IQ.
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Table 4.7. Correlations between Head and Brain Measurements and Body Size (Height and Weight)
in Various Adult Samplesa

Source Sample Variables Correlated Correlation?

Passingham (1979, p. 258) 212 men, 213 women, English, ages Cranial capacity estimated from Lee .62 + .10
18-75 years formula height

Passingham (1979, p. 258) 212 men, 213 women, English, ages Cranial capacity estimated from Lee .623 + .10
18-75 years formula height (age partialed)

Passingham (1979, p. 258) 212 men, 213 women, English, ages Cranial capacity estimated from Lee 57 + .10
18-75 years formula body weight

Passingham (1979, p. 262) 734 Englishmen Brain weight height 31 + .07
Passingham (1979, p. 262) 305 English women Brain weight height .20 + .11
Passingham (1979, p. 262) 1039 English adults, 18-75 years Brain weight height 45 + .06
Passingham (1979, p. 262) 1039 English adults, 18-75 years Brain weight height (age partialed) .406 + .06
Passingham (1979, p. 262) 290 English adults, 18-45 years Brain weight height 39 + .11
Passingham (1979, p. 262) 290 English adults, 18-45 years Brain weight height (age partialed) .386 + .11
Passingham (1979, p. 262) 198 English men, 18-45 years Brain weight height .20 + .14
Passingham (1979, p. 262) 92 English women, 18-45 years Brain weight height 12 + .21
Passingham (1979, p. 262) 1039 English adults, 18-75 years Brain weight body weight .26 + .06
Passingham (1979, p. 262) 290 English adults, 18-45 years Brain weight body weight 36 + .11
Schreider (1966) European adults Brain weight height .25 + .30
Whipple (1914, p. 82) Oxford male students Head length height 1
Whipple (1914, p. 82) Cambridge male students Head length height .28
Whipple (1914, p. 82) 3000 criminals Head length height 34 + .03
Whipple (1914, p. 82) Oxford male students Head width height .14
Whipple (1914, p. 82) Cambridge male students Head width height 15
Whipple (1914, p. 82) 3000 criminals Head width height 18 + .03
Susanne (1979) 2071 Belgian men, 17-25 years Head circumference height 355 + .04>ee

“Correlation coefficient given with 95% confidence interval when the available information permits its exact computation.
This corrrelation is not given in Susanne’s article, but can be calculated from the given zero-order correlations between (a) head
circumference and IQ, (b) height and 1Q, and (c) the partial correlation between head circumference and IO with height partialed out.
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externally measured head length and body height. Head width isless correlated

(mean r = .16) with height than is head length. Wheneverpossible, given the

available information, the factor of age has been partialed out of these correla-

tions. As can be seen, however,this partialing out of age has very little effect on

the zero-order correlations.

The most recent, and in many waysthe best, data on these relationships are

providedin a study by Hoet al. (1980b). Conductedatthe Institute of Pathology,

Case Western Reserve University, this study offers a distinct advantage,in that

all brain weights were obtained under uniform procedures for excising and

weighing. Brains with any abnormalities known to affect brain weight were

excluded. The subjects in this study varied in age from 25 to 80 years. The

obtained correlations between brain weight and body measurements are shown in

Table 4.8. It makes sense neurologically that, more than either body height or

body weight, body surface area should be highly correlated with brain weight;

this is because every square millimeter of the entire body surface is neuro-

logically represented in the sensory cortex of the brain. (Body surface area [in

square meters] = body weight[in kilograms]°*> x height [in centimeters]?
x 0.007184.) Theoretically speaking, therefore, body surface area would seem

to be the best variable to partial out of correlations between brain (or head) size

and IQ. We note that the multiple correlation of height and weight with brain

weight is a close approximationto the correlation between body surface area and

brain weight.

In young children, head and body measurements are more highly correlated

than in adults, even whenageis controlled; this is probably because of individual

differences in physical growth rates which are reflected in both head and body

size. Some excellent data on the correlation of head circumference with body

height and weight in white and black children from birth to 4 years are shownin

Figure 4.14 (from Bromanet al., 1975). The consistent decrease in the correla-

tion between birth and 4 years probably continuesslightly beyond 4 years, but

the 4-year correlations appear to be closely approaching the asymptotes of the

functions relating the magnitude of the correlations to age. We cannot explain

Table 4.8. Correlations? between Brain Weight and Body Measurements

in White and Black Males and Females”
ee

  

Sample N Body Height Body Weight Body Surface Area

White Males 414 20 + .10 24 + .10 27 + .10

Black Males 225 20 + .13 15 + .13 20 + .13

White Females 388 24 + .10 23 + .10 29 + .10

Black Females 218 15 + .13 10 + .13 14 + .13

Mean‘ .204 + .05 .196 + .05 .241 + .05

 

@Correlations given with 95% confidenceinterval.

bFrom Hoet al., 1980b.
°N-weighted mean.
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Figure 4.14. Correlation of head circumference with height and weight
at various ages in white and black children. (Data from Broman et al.,
1975, Table 9.2, p. 126.) The 95% confidenceintervalfor all correlations

is r + .02 except at age 8 months, which is r + .03.

whythe correlations should be significantly, and substantially, lower for blacks
than for whites; certainly, these lower values are not attributable to differences in
variance in anyofthe correlated variables, as the variances of whites and blacks
are nearly identical on every variable considered (Bromanet al., 1975, Table 1,
p. 174). |

When mean cranial capacity (as estimated by Lee’s formula, from measure-
ments of the length, width, and height of the head of living persons) is obtained
for a number of groups, and is correlated with the mean body weight of the
groups, thereby eliminating individual variation, the resulting correlation is
extremely high. Such data were obtained for 38 categories of military personnel
in several different countries (NASA, 1978); the correlation between mean
cranial capacity and mean body weight for these 38 groups was found to be
+ .937.

Head size, brain size, and IQ. Interest in the relationship betweenbrain size
and intelligence is at least as old as the history of psychology. Objective
Statistical evidence on the subject was not possible until after the turn of the
century, however, when Binet, in 1905, invented thefirst demonstrably valid
test of intelligence. Until then, the only evidenceof an association between brain
size and ability in humanshad been based onthe cranial measurements andbrain
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weights of deceased famous men ofgenerally acknowledgedintellectual distinc-

tion, such men as Gauss and Kant, amongothers. Some ofthese data are shown

in Table 4.9. The mean brain weightof this group is 1,607 g(SD = 282), which

is about 1.3 standard deviations above the mean brain weight (1,410 g, SD =

152) of a large random sample of European men. Although most of these

specimenswereclearly larger than the average volume or weight of male human

brains, these data are regarded as hardly more than presumptive evidence of an

association between brain size and ability. They leave much to be desired in

terms of scientifically worthy evidence. Quite apart from the extremely small

sample size, any one of a number of methodological problems—including

marked differences in age and cause of death, as well as lack of uniformity in

methods of removing, preserving, and weighing the brain specimens them-

selves—would serve to vitiate these antique curios asreliable scientific evidence.

Someidea of the many problemsofreliability posed by such data is provided by

Baker (1974, pp. 429-432).

The earliest general review of the relation of skull size to intelligence that we

have found is that of Whipple (1914, pp. 79-91). But aside from studies by

Pearson (1906) and Pearl (1906), which were based on quite large samples, the

studies prior to 1914 are hardly worth mentioning. Even the large-scale studies

by Pearson and Pearl, based on subjective ratings of intelligence and college

grades rather than objective test scores, leave much to be desired. Whipple’s

conclusions were much like those subsequently expressed by Paterson in a

thorough and careful review published in 1930, by which time it was possible to

include a few studies that were somewhat superior, methodologically, to those

reviewed by Whipple (1914). Paterson concluded that most observed correla-

tions between intelligence and head size fall within the range of .10 to .20,

although the N-weighted mean ofall the correlations available at that time was

Table 4.9. Brain Weight (in Grams) of Ten Famous Men*
a

Name Field Age of Death’ Brain Weight

Bismarck, Otto von Statesman 83 1807

Broca, Paul Anatomist 56 1424

Byron, George Poet 36 1807

Cuvier, Georges Naturalist 63 1820

France, Anatole Novelist 80 1017

Gauss, Karl F. Mathematician 78 1492

Kant, Immanuel Philosopher 80 1631

Schumann, Robert Composer 46 1413

Thackeray, Wm. M. Author 52 1658

Turgenev,Ivan, S. Novelist 65 2000

Whitman, Walt Poet 73 1282
nn

aan

aFrom various sources (Baker, 1974; Cattell, 1971; Cobb, 1965).

/The correlation between age of death and brain weight in this sample is — 238
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+ .20. Paterson noted that the reported correlations, though small, were always
positive and clearly not due to chance. He also suggested that these reported
correlations, because they are often based on samplesthatare restricted in range
of intelligence (groups of university students, for example), may well underesti-
mate the true correlation in the population. It now appears that Paterson may
have been

a

bit carried away by his general mission of debunking popular myths
concerning associations between physique andintellect, however. In his summa-
ry of conclusions, he writes as follows:

Although inadequatestatistical methods characterize most of the research studies
and althoughnosatisfactory standardized method of measuring headsize is adopted
in them,it can be said with considerable assurance that whatever positive correla-
tion exists must be of a low order. . . . It appears that variation in head size is a
function of race, sex, and family stock. It does not vary between individualsin
correspondence with intellect. (Paterson, 1930, pp. 122-123)

It was this overwhelmingly negative conclusion which was to be perpetuated in
psychology text books for more than half a century. An unwarranted conclusion
in 1930, it is todayflatly wrong in light of the best available evidence. As Cattell
(1971) has remarked,

Someof this was the sheer hubris of the specialist out to debunk any popularidea.
Students were taught that there is no correlation of head size with intelligence; that
some of the largest heads are those of hydrocephalic imbeciles (the head being
enlarged by the disease process); and that men of genius have been knownto have
subaverage brain weight, e.g., the case of Anatole France. (Hedied at eighty with a
somewhat subaverage brain weight [1,017 g, which is about 2.60 below the
average of European males], conceivably due to the usual shrinkage of weight
which occurs with age.) (p. 178)

It is certainly true, and has long been acknowledgedbyall serious students of
the subject, that, except at the pathological extremes of microcephaly and
hydrocephaly, head size (or brain size) is practically useless as an indicator of
intellect in individuals. As Cobb (1965) has noted, an extremely wide range of
brain size, extending almost + 30 from the mean, is compatible with normal
mental functioning. Brains as small as 800-900 grams(as compared with the
average of 1,300-1,400) have shown normalintellect, and even nanocephalic
dwarfs with brainsofless than 700 g can converse fluently (Cobb, 1965, p. 558).
Obviously, other features of the brain besides sheer size must account forall but
a very small part of the variance in biological intelligence in humans.
We have found only one older study (Miller, 1926) which was not picked up

in Paterson’s (1930) comprehensive review. This study was based on the head
measurements (and estimated cranial capacity) of 176 adult male prisoners,
variously identified as mentally retarded, borderline, or normal, and more than



194 JENSEN & SINHA

4,000 Tasmanian school boys. Significant differences in mean cranial capacity

were found between the three mental levels and between age-matched pupils in

academically select and nonselect schools. Unfortunately, no control for body

size was provided, notests ofintelligence were used, and no correlation coeffi-

cients were reported. While these results do contribute additional evidence of

somepositive association between headsize (or estimated cranial capacity) and a

roughly assessed level of mental ability, therefore, they are not very informative

for our purpose. Questions ofintelligence aside, however, this study presents

what is probably the most solid and precise data we have seen on the growth of

estimated cranial capacity over the age-range from 7 to 17 years; these data are

summarized in Figure 4.15.

Since Paterson’s (1930) review, several valuable studies have appeared. Van

Valen (1974) has reviewedvirtually all the published studies prior to 1974. Van

Valen reasons that the obtained partial correlation between head size and IQ,

with body size partialed out, is attenuated by two factors—the imperfect mea-

surement of intelligence and the far-from-perfect correlation between external

head measurements and actual brain size as measured by volume or weight. In

addition, Van Valen makesthe reasonable assumption that cranial capacity (c) as

estimated from external head measurements (controlled for body size) is corre-
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Figure 4.15. Mean estimated (by Lee’s formula) cranial capacity in cm°*

of 4012 Tasmanian (Caucasian) school boys from ages 7 to 17 years. The

vertical dashed lines indicate + 1 standard deviation. These are not

longitudinal data; each age is a different group, with average NV = 565.

(Drafted from data presented in Miller, 1926, Table 7, p. 30.)
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lated with IQ (i) solely by way of brain size (b). Under this assumption, p,,.. =
PixPp-, and so pz, = P,,/p,.. Using the best available estimates of p;. and p,,. and
correcting for the attenuation of the intelligence measures, Van Valen concludes
that the best estimate we now have of the correlation between brain size and
intelligence in humansis about + .3. He seesthis correlation as related to the
increase in humanbrainsize, noting that brain size ‘‘has increased dramatically
and at an unusually high rate in human evolution’’ (p. 420). Van Valen also

selection on intelligence at a current estimated intensity suffices to explain the
rapid rate of increase of brain size in human evolution’’ (p. 417).

The most important studies cited in Val Valen’s (1974) review, as well as
those which have appearedsince then, are summarizedin Table 4.10. A problem
with someofthese correlations is that stature is not controlled. In Table 4. 10, the
N-weighted meansare given for the head-size x intelligence correlation without
stature being controlled and with stature controlled (in parentheses). Another
problem with manyof the correlationsis that they are based on samples selected
for superior intelligence, and hence, tend to underestimate thetrue correlation in
the general population. For this reason, the large study by Susanne (1979) is
probably most important. Susanne’s subjects were a random sample of 2,071
drawn from a population of 43,452 young men eligible for military service in
1963 in Belgium. According to Susanne, the age and socioeconomic and geo-
graphicdistribution of the sample was representative of the Belgian male popula-
tion in general and wasfree of serious pathology. Subjects’ ages ranged from 17
to 25 years, with a mean of 19.53 years. An overall intelligence measure,
derived by averaging standardized scores obtained on five psychometrictests,
afforded a highly reliable measure of general mental ability. Susanne’s study
employed 11 different measurements of the head andface. Only the correlation
of the composite intelligence test score with cranial perimeter (head circum-
ference) is shown in Table 4.10; before and after partialing out stature, the
correlations are + .242 and + .194, respectively.

The appreciably lower correlations found in the recent studies by Swan and
Miszkiewicz (no date) and by Passingham (1979) may be to some extent
attributable to the fact that these studies sampled both males and females, a
practice whichtendsto attenuate correlationsofthis kind, as we have seen. Such
attenuation is probably overcome to some unknown degree by partialing out
stature. As a general rule, however, correlations involving any body measure-
ments should be calculated separately for males and females.

Following Van Valen, wecanestimate the correlation betweenbrain size and
intelligence from the N-weighted meansof the correlations between height (h),
cranial size (c), brain size (b), and ‘‘IQ”’ (i). We assume virtually perfect
reliability of the physical measurements, so there is no correctionfor attenuation.
‘‘IQ”’ is assumed to have a reliability of .90, which is typical, and correlations
involving IQ are accordingly corrected for attenuation. Using the N-weighted
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Table 4.10. Correlations between Head Size and Intelligence Reported in Various Studies

eeerr

OE

eee

Source Subjects N Measure Correlation’ Controlled Variables

Pearson (1906) Random 4486 Subjective ratings 11 + .03 Age, sex

Pearson (1906) University students 1011 Grades 11 + .06 Age, sex

Pearl (1906) Soldiers 935 Subjective ratings 14 + .06 Age, sex

Murdock & Sullivan Random 595 IO. tests .22 (.19)® + .08 Age, sex

(1923)

Reed & Mulligan (1923) University students 449 Grades .08 + .09 Age, sex,

body size

Sommerville (1924) University students 105 IQ tests 10 + .19 Age, sex

Porteus (1937) School children 200 lO tests .20 + .14

Schreider (1968) Random? 80 lO tests 08 + .22 Age, sex

Schreider (1968) Random? 71 lO tests 12 + .23 Age, sex

Robinow (1968) Children, ages 300 lO tests .18 (.09)° + .11

3-13 years*

Swan, Haskins, & School children 547 10 tests 11 + .08 Age

Douglas®

Swan & Miszkiewicz® School children 843 10 tests (PMA .075 to .084 (.05)° + .07 Age

(grades K-12) total)

Passingham (1979) English adults 415 Wechsler Total !O 13 (.03)° + .10 Age

(18-75 years)

Susanne (1979) Random Belgian 2071 “10” (mean of 5 242 (.194)° + .04 Sex, height

men, ages 17-25 tests)

N-weighted Mean 142 + .065 (.135 + .06)!

N-weighted

Mea

aCorrelation with 95% confidence interval.

bCorrelation in parentheses is with stature partialed out.

These are longitudinal data from the Fels Research Institute. Stanford-Binet !Os at ages 3, 6, 9 years, Wechsler at 13 years. The unit-

weighted mean r is given; its SD across ages is .078.

dReported in Cattell (1982, Table 2.10, p. 38).

eUnpublished paper, not dated.

fin parentheses, the N-weighted mean of only those correlations for which body size (stature) is partialed out (total N = 4,673).

The 95% confidence interval for the weighted meansis calculated by the formula shownin footnote b of Table 4.2.
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mean correlations (corrected for attenuation when involving IQ) as the best
available empirical estimates of the true correlations, we can estimate the
correlation between brain size (b) and IQ (i), as shown in Figure 4.16. The
formula for theoretically estimating the correlation between brain size and [Q
should be used only with the partial correlations, that is, only when height has
been partialed outof all the correlations before they are entered into the estima-
tion formula; thus

roth = VeonlFepn = .135/.445 = .303,

whichis our bestestimate of the correlation between intelligence and brainsize,
as independent of stature, or body size. If we use only the disattenuated partial
correlation (r;.., = .205) from Susanne’s (1979) study as the basis for estima-
tion, we get rip, = .205/.445 = .460 as the estimated correlation between
intelligence and brain size. The weak link in the estimation procedure is the
empirical correlation between external cranial size and brain size. The mean Vbe
used here is based on only three samples, butthis is the best we can do with the
available evidence. If we use the largest value of r,. that we can find in the

 
Figure 4.16 N-weighted mean correlations (10 correlations are corrected
for attenuation) between height (A), external cranial size (c), brain size

(6), and IQ (i). Solid lines indicate empirical correlations; the dashedline
is a theoretically estimated correlation. Partial correlations, with A
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literature, it is .57 (Van Valen, 1974, p. 423), which, with height partialed out,

becomes r,.., = .535. Using the value in the estimation, along with Susanne’s

disattenuated partial correlation rj... = .205, we get ripn = .205/535 = .383 as

the correlation between brain size and intelligence, independently of stature. In

any case, if Susanne’s study is considered to yield the best determination ofr,,,,

that we now have, it seems safe to say that the correlation of brain size with

intelligence is not less than .2 and may be considerably higher, depending on the

size of r,,-,, which is not yet very firmly established by the present evidence.

Thefirst (and, as yet, the only) in vivo study of the brain-size Xx intelligence

relationship based on the direct measurementof brain size (rather than estimation

from external head measurements) was made possible by the technique of

magnetic resonance imaging (MRI), which permits, in effect, a 3-dimensional

picture of a person’s brain, from which precise measurements can be obtained by

computer. This method completely overcomesthe attenuation of the brain <x IQ

correlation that results from estimating brain size from external indices whichare

imperfectly correlated with actual brain size because of individual variation in

thickness of the skull and tissues surrounding the brain. Using MRI, Willerman,

Schultz, Rutledge, and Bigler (1989) compared two groups of non-Hispanic

white college students whose total SAT scores were either high (= 1350) or low

(< 940) and whose Wechsler IQs were = 130 or = 103. In the total group (V =

40), brain size, adjusted for body height and weight, was correlated r = SI (p<

.01) with IQ. Corrected for the increased IQ variance because of selection of

extreme groups, the correlation drops to r = .35, which may be regarded as the

“best estimate’’ of the brain-size X IQ correlation in the general population of

healthy people in this age group. This correlation is slightly, but not signifi-

cantly, higher than Van Valen’s (1974) ‘‘best estimate’ of r = .30, based on

external measurements of the head. Further studies using MRI should soonyield

definitive answers regarding the relationship of IQ to brain size, but more

importantly, MRI will permit study of the correlation of specific brain structures

with psychometric abilities. |

1Q and head circumference in young children. In a longitudinal study,

Bromanet al. (1975) reported correlations between Stanford-Binet IQ obtained

at age 4 years and head circumference measured at birth, 4 months, 8 months, |

year, and 4 years of age, in very large samples of whites (V = 10,000) and

blacks (N = 12,000). The zero-order correlations are shown in Table 4.11, along

with the partial correlations controlling for height and weight measured at each

age. Unfortunately, the correlations (roy, Tow ‘Hw: given in Table 9.2 of

Broman et al. 1975) required for computing the partials were not reported

separately for males and females, and so in our Table 4.11 we have had to

present only correlations based on the combinedsexes. This pooling of male and

female data very clearly attenuates the partial correlations, as can be seen from

the within-sex correlations (r;-) of IQ and head circumference (last 2 columnsof

Table 4.11) as compared with the substantially lower zero-order correlations
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Table 4.11. Zero-Order Correlations’ (Corrected for Attenuation») and First-Order and Second-Order PartialCorrelations [Height (H) and Weight (W)] between Stanford-BinetIQ (I) at Age 4 Years
and Head Circumference (C) at Various Ages

CO

White (N ~ 10,000) Black (N ~ 12,000) Mean

Age lic Nic-H Tic-w Tic- Hw Conf. Int.4 Tic Nic-H Tic-w Tic- HW Conf. Int.4 White Black
Birth .088 .061 .046 .044 + .018 -110 .043 .031 011 + .017 .120 1214 months 121 .088 .065 .060 + .019 .110 045 .006 .001 + .017 .181 .1548 months 121 085 .080 .057 + .030 .132 .067 .064 .053 + .027 .186 1751 year .132 .094 .086 .081 + .019 -110 .065 .041 .036 +.017 .197 .1544 years .165 .134 .123 .120 + .020 .132 .093 -070 .069 + .018 .213 143
Mean* 124  .092 .078 .073 117.061 .039 .030 177 .160
From Bromanetal. (1975), Table 1, Appendix 4, and Table 9.2 (p. 126).Correlation for attenuation based on Stanford-Binet test-retest reliability of 0.83 (see Bromanet al., p. 37); reliabilities of physicalmeasures are assumed to be 1.00.
“N-weighted mean.
“All four corrrelations at each age have the sameconfidence interval.
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(r;c) for the combined sexes. Because the correlations used for partialing out

height or weight may be spuriously inflated by any sex difference in these

variables, the partial correlation between IQ and head circumference could be

severely affected by amalgamation ofthe sexes. Hence,the partial correlations in

Table 4.11 are best regarded as lower-bound estimates of the true correlation

between IQ and head circumference.

The important conclusionthat can be safely drawn from Table 4.11 is that all

of the partial correlations are positive and (except for blacks at birth and 4

months) all are statistically significant (at 4 years, p < .0O1 in each racial group).

It should also be noted that the correlations at ages | year and 4 yearsare in very

close agreement with those of Robinow (1968, see our Table 4.10), who found a

correlation (with age and sex controlled) of .18 (.09 with height partialed out)

between IQ and head circumference in 300 children between ages 3 and 13. A

graph of IQ plotted as a function of head circumference shows some nonlinearity

of the relationship, which is therefore somewhat underestimated by the Pearson

r. The plot for age 4 years, shown in Figure 4.17, is quite typical. The

correlation between headsize and IQ appearsto increase with age, although there

are not adequate data to establish this as a fact. In a representative sample (N =

2023) of North-Central United States children (94% Caucasian), Stanford-Binet

IQ measured at age 7 years showed zero-order correlations with head circum-

ference at birth, | year, 4 years, and 7 years of .08, .17, .22, and .23,

respectively; all are significant beyond the .001 level of confidence (Fisch,

Blick, Horrobin, & Chang, 1976).

Within-family correlation between head size and IQ. The fact that correla-

tions between head size and IQ remain positive and significant when body size

(height and weight) is controlled is proof that the head X IQ correlation is not

entirely attributable to the correlation of both variables with a common factor—

body size. But this evidence is not itself proof of an intrinsic, that is, functional

or causal, connection betweenbrain size and IQ. It is possible that the correlation

between IQ andbrain size (with body size controlled) might be only a nonintrin-

sic, or between-families, correlation, assuming there were commonselection, or

cross-assortative mating, for IQ and that part of the variance in brain size which

is independent of body size. Although this theoretical possibility intuitively

seems unlikely, it can be rigorously ruled out only by the finding of a within-

family correlation between IQ andbrain size (or head size aS an attenuated proxy

for brain size).

We havesearched the literature for evidence of a within-family correlation

between headsize and IQ and have found only one study (Clark, Vandenburg, &

Proctor, 1961). Unfortunately, the samplein this study is too small to provide a

statistically adequate test of the obtained correlations. The evidence is based on

37 pairs oflike-sex dizygotic twins, dizygotic twinsare genetically equivalent to

full siblings, but provide the added methodological advantage of being exactly

the same age, thus obviating the need for age-standardization of measurements.
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Figure 4.17. Four-year Stanford-Binet IO plotted as a function of head
circumference. Sample sizes: white males = 5046, white females =

4684; black males = 5964, black females = 6065. (From Bromanetal.,
1975, p. 186.)

The subjects were junior and senior high school students in Michigan. The
within-family (i.e., within-pair) correlation (computed separately for males and
females and averaged) between head circumference and IQ (based on Raven’s
Progressive Matrices, the Chicago Test of Reasoning Ability, and the Chicago
Test of Verbal Ability) is + .03 + .33 (95% confidence interval); with height
and weight partialed out, the correlation becomes + .10. (The within-family
correlation between IQ andthe cross-sectional area of the head is — .09 + .33,
and remains the same with height and weightpartialed out.) As these correlations
are based on within-pair difference scores, they are more seriously attenuated
than ordinary correlations. None of these within-family correlationsis signifi-
cant. Because of the small sample on which these correlations are based,
however, we must conclude that it remains an open question whethera correla-
tion between headsize andintelligence (with body size controlled) exists within
families.
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In hopesof getting a better resolution to this question, Jensen (1987) obtained

the between-family (BF) and within-family (WF) correlations between g factor

scores (derived from a large battery of psychometric tests of mental abilities) and

head size in MZ and DZ twins. All of these measurements are tabled in the

appendix of a book by Osborne (1980). The variables of sex, age, and race were

regressed out of both the test scores and head measurements. Multiple correla-

tions (R) were calculated between the three head-size measurements (length,

width, and circumference) as the independentvariables and g as the dependent

variable. The BF and WF multiple correlations for the 82 pairs of MZ twins and

the 61 pairs of DZ twinsare:

MZ BFR = + .39, p < .01
MZ WER = + .17, p > .05
DZ BER = + .15, p > .05
DZ WER = + .28, p > .05

The within-individual (i.e., all twins treated as singletons, with total N = 286)

multiple R = + .30, p < .01. The MZdata strongly suggestthat the g x head-

size correlation is largely genetic and that environmental factors contributelittle

or nothing to the correlation, probably becausethey have noeffect on head size,

at least in a population that has not suffered malnutrition. The DZ WFcorrelation

of + . 28, which falls just short of significance at the .05 level, suggests an

intrinsic correlation between head size and g. Since a larger correlation would

hardly be expected, in view of the R = + .30(p < .01) for the entire sample of

MZ and DZ twinstreated as singletons, a much larger sample of DZ twins (or

full siblings) will obviously be needed for a rigoroustest of the WF correlation

between headsize and g (or IQ). It is a crucial test, however, because withoutit

wecannotreally be certain that there is a truly intrinsic, or functional, relation-

ship between head size (or brain size) and mentalability.

Social class differences in brain size. As there is a correlation between

socioeconomic status (SES) and IQ (Eysenck, 1979, Chap. 7), we might expecta

corresponding correlation between head or brain size and SES. SESis usually

indexed by occupational status, and many years ago sociologists and anthropolo-

gists reported average differences in head size and other body measurements

between menin various occupations, with those in the higher-status occupations,

in general, averaging larger values on the physical measures (e.g., Hooton,

1939: Sorokin, 1927). We now have somewhatbetter data, based on muchlarger

samples and more satisfactory measurements.

An important distinction in this context is between a person’s SESoforigin,

whichis the SESattained by the person’s parents, and attained SES, whichis the

level of SES attained by the person in adulthood. Correlations of IQ, head size,

and other variables with SES of origin are always considerably smaller than with

attained SES. For example, the average correlation between IQ and SES of
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origin is between .30 and .40, whereas the correlation between IQ and attained
SES, or occupational level, is between .50 and .70 in various studies (Jensen,
1980a, Chap. 8).

The largest set of data (approximately 10,000 white and 12,000 black chil-
dren) showinga correlation between head circumference and SES oforigin, as
indexed by a composite of family income and the amount of education and
occupational status (10 categories) of the head of household, is reported by
Broman et al. (1975). These data are summarized in Table 4.12. Small but
significant correlations are seen in both racial groups between SES and head
circumference, even when height is held constant. Control for height also
controls for the possible influence of nutritional factors, both prenatal and
postnatal, associated with SES. However, head growth is less vulnerable to
nutritional deprivation than total body growth (Robinow, 1968).
A relationship between directly measured brain weight and occupationallevel

is reported by Passingham (1979). Persons (734 men and 305 women) were
classified according to occupation, or, in the case of women, according to
husband’s occupation, into one of three categories, which we havelabeled high
(professional), middle (skilled workers and tradesmen), and low (semiskilled and
unskilled workers). The occupational groups for the total sample were matched
on age, and there were no significant differences between the three groups in
cause of death or in ratings of edema of the brain. The three groups were
compared (separately within each sex) by analysis of variance on brain weight
and on a ‘‘brain index,’’ whichis the antilog of the deviation of log brain weight
from the linear regression line of the regression of log brain weight (g) on log
height (cm). This index of brain size is independent of body height, showing a
correlation of only — .01 with height and .03 with body weight in both men and
women, who do not differ significantly on the brain index (t = 0.26, df =
1,034, p = .795). Thus this brain index fulfills essentially the same purpose as
the encephalization index of Jerison (1973).

An analysis of variance showsthat, for men,the three occupational categories
differ significantly (F = 6.97, df = 663, p < .O1) in mean brain weight and in
mean brain index (F = 3.904, df = 663, p < .05). For women, none ofthe

Table 4.12. Zero-Order and Partial Correlations (Height Controlled)
between Head Circumference and Socioeconomic Status of Origin’

$$

 eeereccornomic

statusofOrigin®

Age’ White (N ~ 10,000) Black (N = 12,000)EEE

OT|

8 months +0.11 (.08)© + .03° +0.11 (.04)° + .03¢
1 year +0.14 (.11) + .02 + 0.08 (.05) + .02
4 years +0.16 (.13) + .02 +0.11 (.05) + .02eee

EE

“Data from Bromanetal. (1975).
>These are longitudinal data, the same children being measured at each age.
“Height-partialed correlations in parentheses.
“95% confidenceinterval for both the zero-order and partial correlations.
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mean differences between categories was significant for either brain weight or

brain index, although with one exception they were in the expected direction.It

should be noted that the women wereclassified by husband’s occupation. The

low correlation between husband’s occupational level and wife’s intelligence,

which is probably not higher than about + .3, would greatly attenuate the mean

differences between the categories in brain size for women. In other words,

husband’s occupationallevel is a rather poor proxy for the wife’s own level of

intelligence, and therefore the nonsignificance of the category differences in

mean brain size for women should not be surprising.

As we have been expressing relationships in terms ofcorrelation coefficients

throughout this review, we have used the means and standard deviations given by

Passingham (1979, Table VII, p. 264) to compute the point-biserial correlation

(r,,) between dichotomized occupational levels and brain size (brain index,

which holds height constant, and brain weight). We have also calculated the f test

of significance of each r,, and have determined the exact one-tailed p values

corresponding to each fr. As can be seen in Table 4.13, for men, the High vs.

Middle and High vs. Low occupational categories are very significantly differen-

tiated with respect to both brain weight and brain index. Assuming that the

correlation between occupational category and brain size is mediated solely by

the correlation of each variable with intelligence, and assuminga correlation of

50 between intelligence and men’s occupational category, the significant cor-

relations for the brain index in Table 13 are consistent with an inferred correla-

tion of about .24 to .28 between intelligence and brain size (independent of body

Size).

Race differences in brain size. Throughoutthe history of investigation of

this subject, the prevailing notions at any given time and place seem to have

shifted about more as a result of social and political attitudes than asa result of

the actual scientific evidence.It is interesting, for example, that all editions of

the Encyclopedia Britannica subsequentto the 18th edition (1964) have omitted

any reference to one racially distinguishing characteristic of black people of

African origin claimed in earlier editions, namely, ‘‘a small brain in relation to

their size.’’ Yet a preponderance of the evidence has been consistent with the

position taken in earlier editions, and no contradictory evidence had been

brought to bear in the meantime. The prevailing sociopolitical zeitgeist of the

1960s, however, abjured all evidence that could possibly be construed as sug-

gesting a biological, rather than exclusively cultural, basis for the well estab-

lished black deficit in psychometric intelligence. One frequently cited article by

Tobias (1970), a South African anatomist and anthropologist, offered some

reassurance for this position by arguing that the quality of the evidence, as of

1970, did not permit clear-cut rejection of the null hypothesis with respect to

black-white differences in brain size, provided differences in body size and other

possible artifacts were taken into consideration. Based entirely on studies of

postmortem brains per se, Tobias’s critique ignores all of the much more
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Table 4.13. Point-Biserial Correlation (r,,) between Dichotomized Occupational Categories (High, Middle, Low’)
and Brain Size, with t Tests and Exact (One-Tailed) Probability (p)°ee

 

Men Womenee>
Contrast Brain Weight Brain Index Brain Weight Brain Index

lob t p lb t p lob t p lob t p
High-Middle .144 2.81 .002 .118 2.49 .006 .089 1.10 .135 .112 1.10 .135High-Low .188 2.93 .002 .140 2.88 .002 .025 0.27 393 .015 0.17 432Middle-Low .054 1.27 .101 .023 0.53 .298 — .064 — 0.87 .807 — .098 — 1.29 .901

eeere

ee

“Sample sizes: For men: High = 98, Middle = 291, Low = 278; for women: High = 49, Middle = 97, Low =72.Correlations and t tests calculated from data in Passingham (1979, Table VII, p. 264).



 
    

206 JENSEN & SINHA

plentiful evidence of cranial measurements and focuses exclusively on the

shortcomings and ambiguities of a numberofstudies of the autopsied brains of

blacks and whites. Without question, there are numerous potentially biasing

factors (Tobias lists 14 in all) when comparisons are made betweenbrain weights

(or volumes) obtained from different studies, for example, the level at which the

brain is severed from the spinal cord, the presence or absence of covering

membranes, the type of chemical preservative used, the length of time between

removal and weighing, the temperature during preservation, as well as age and

cause of death. Clearly, such a large numberof uncontrolled factors would likely

increase random errors of measurement, or unreliability, and hence obscure or

attenuate the statistical significance of any true differences between racial

groups. What seems most unlikely, however, is that such error factors should

consistently produce

a

racialbias in brain weights. Tobias’s argumentis severely

weakenedbythe fact that the brain weight (or volume) differences between the

races are in close agreement with well established measures of cranial volume

directly obtained from skulls, which are not subject to the same measurement

errors listed by Tobias in the case of autopsied brains. Internally measured

cranial capacity sets the upperlimit of brain size, which is very highly correlated

with cranial capacity, as brain growth creates tension on the cranial suture lines,

causing bone deposition and growth of the skull.

In any case, virtually all of the methodological deficiencies cited by Tobias

(1970) have been avoided in a recent large-scale comparative study (Ho,

Roessmann, Straumfjord, & Monroe, 1980a) of brain size in blacks and whites.

In this study, weights of fresh brains, excised under uniform conditions, were

obtained over a five-year period at the Institute of Pathology at Case Western

Reserve University in Cleveland, Ohio. Brains showing any pathology(lesions,

tumors, hemorrhage, infarct, or edema) were excluded from study. The study

sample consisted of 1,261 autopsy cases in a general hospital (222 black females,

228 black males, 395 white females, 416 white males). Ages ranged from 2 to 80

years, with a meanage of 60 years for both blacks and whites. The overall results

are shown in Table 4.14. The average brain weights for blacks of both sexes1s

between 7 and8 percent lower than the average for whites; expressed in standard

deviation units, this is about 0.80. The differences are significant, for men, t =

9.51, df = 642, p < .001; for women, t = 6.23, df = 615, p < .001. The sex

difference within each race is somewhatlarger than the race difference between

blacks and whites; note, however, that sex difference is more strongly a function

of differences in body size between the sexes, whereas the racial groups show

comparatively little difference in body size, as measured byheight, weight, and

total body surface area. The black womenin this study are slightly larger, in fact,

than the white women.Ascan be seen in Figure 4.18, the race difference in brain

size is not significantly present at birth and becomesincreasingly evident in early

childhood, being well established by six years of age, after which the difference

remains about the same throughoutlife.
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Table 4.14. Mean and Standard Deviation of Brain Weight (g) of White and Black Men and Women?Et

GTONMiteanc’BlackMenandWomen*®

 

Men Women

Group Mean SD Mean SD Diff. % Diff.” Diff./SD¢ reps
White 1,392 130 1,252 125 140 10.1 1.10 0.49Black 1,286 138 1,158 119 128 10.0 0.99 0.44
Difference 106 94
% Diff.» 7.6 7.5
Diff./SD° 0.80 0.77

lop" 0.36 0.35Seen
*Data from Ho et al. (1980a), Table 1. (Vs = 416 white males, 228 black males; 395 white females, 222 black females.)>% Diff. = 100 (larger mean — smaller mean)/larger mean.
‘The difference expressed in units of the average standard deviation (SD) of the two groups.SD = [(Nis7_ + N2s3)\(N, + N.)]”2, where AN is sample size, s is standard deviation, and subscripts 1 and 2 refer to each group.“Point-biserial correlation between race and brain weight.
*Point-biserial correlation between sex and brain weight.
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Figure 4.18. Mean brain weight of white males (open triangle), black

males (solid triangle), white females (open square), black females (solid

square). Brain weight is plotted at midpoint of each 4-year age interval,

for example, point at 6 years represents average brain weight of all

cases between 4 and

8

years. (From Hoetal., 1980a.)

In another publication based on the same data, Hoet al. (1980b) explicitly

examined the racial difference in brain weightin relation to body size (height,

weight, body surface area). When body size is held constant, the overall racial

difference in mean brain weight is reduced to 0.480, as compared with the

unadjusted difference of 0.790. The adjusted difference remains highly signifi-

cant (p < .001), however. Differences in brain weight between the sexes, when

adjusted for body size, are much smaller and less clearcut. White women’s

brains are heavier than white men’s, and the reverse is true for blacks. In

summarizing their findings on racial differences, Ho et al. (1980b) offer the

following general conclusions:

Ourfirst report (Hoet al., 1980a) indicated that the brain weightis higher for white

menthan for black men, and higher for white womenthan black women. The result

is the same when the brain weight is adjusted to the body height, weight, and

surface area. The absolute brain weight of black men is heavier than that of white

women, but is heavier for white women than for black men when adjusted for

height, weight, or body surface area. All the differences in brain weight between

the white and black populationsarestatistically significant when adjusted for any of

the body dimensions, except for that between white and black men, when adjusted

for body weight. (p. 645)
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A more recentarticle by Ho, Roessman, Hause, and Monroe (1981) analyzes
the brain weights of white and black (total N = 782) newborninfants, aged | to
29 days, in relation to gestational age, body weight, and sex. No significant sex
or race differences were found for full-term infants, although among premature
infants, whites showed significantly heavier brain weight. Because a significant
race difference in brain weight was manifested only in premature infants, Ho et
al. suggestthat the difference between the races foundin their previous study of
adult brain weights is best explained by environmental factors implicated in
prematurity and low birthweight, both of which have a higher incidence in the
black than in the white population. We take exception to this interpretation, for
several reasons. First, many types of individual differences in physical (and
mental) characteristics that emerge during the course of development are not
present at birth. Many important genetic influences have the quality of time
capsules, with effects that are not manifested until later Stages of the individual’s
development. For example, the absence of a sex difference in brain weights in
infancy andthe later appearance of a sex difference is explainable as a difference
in developmental growth rates approaching different asymptotes at maturity by
the two sexes, and it requires no extraneous causal factors for explanation.
Certainly, there is no compelling reason to believe that those differences which
are fully manifested at maturity must necessarily be incipiently manifested at
birth.

Second, the difference between whites and blacks in prematurity rates is far
from being large enoughto accountfor the brain-size difference at maturity, even
if it is assumed that prematurity and lowbirth weightretard brain development
much more severely in blacks than in whites. The National Center for Health
Statistics reports a prematurity rate of 6.4% for white babies and 13.22% for
black babies (Reed & Stanley, 1977). Let us assume,for the sake of argument,
that the effect of prematurity on whitesis negligible, but that the effect on blacks

hood. Let us assumethat in the absence of prematurity the distribution of brain
weightis just the samefor blacksasit is for whites. Given these assumptions, the
mean brain weight of adult blacks should be a weighted composite of the brain
weight of those 13.22 percent who were born premature and those 86.78 percent
who were born mature and therefore would have the same average brain weight
as white adults. Ho et al. (1980a, Table 1) report the mean brain weight for
whites as 1,323 g and for blacks as 1,223 g. Thus, according to our assumptions,
1322x + .8678(1,323 g) = 1,223 g, where x is the mean brain weightof blacks
who were premature. Solving for x, we get 567 g as the average adult brain
weight of those blacks who were born premature. This low brain weight is
obviously completely out of bounds;it is much less than the brain weight of true
microcephalic imbeciles (Penrose & Haldane, 1969, p. 174), and the very lowest
brain weights among the 450 blacks analyzed by Hoet al. (1980a) were only
slightly less than 900 g. Therefore, the assumptions we made asthe basis for
arriving at the virtually impossible figure of 567 g—assumptions in accord with
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the suggestion of Ho et al. that the greater rate of prematurity in blacks may

accountfor the racial difference in adult brain weights—constitute a reductio ad

absurdum disproof of their argument.

Finally, if the higher prematurity rate in blacks appreciably affected adult

brain weight, and if, in the absence of prematurity, the distribution of brain

weights in blacks were assumed to be the same as in whites, then we should

expect negative skewness of the distribution for blacks as well as a larger

standard deviation. In fact, as can be seen in Figure 4.19, the distributions of

brain weights for black males and females are quite symmetrical (as are the white

distributions), and the standard deviations of brain weights for whites and blacks

(146 g and 144 g, respectively) do not differ significantly (F = 1.03, df =

811/450, p > .05).

Perhaps the most impressive study of population differences in cranial capaci-

comprising over 20,000 specimens) is the work of Beals, Smith, and Dodd

(1984). They have quite conclusively shownthat endocranial volume andcranial

morphology vary according to the climatic conditions under which different

populations have evolvedin different parts of the globe, the main variable being

distance from the equator. Linear regressions of cranial capacity on degrees north

or south latitude on different continents show slopes of about 2.5 to 3.1 cm?

increase in cranial capacity per degree of distance from the equator. Racial

differences in cranial capacity appear merely as incidental correlates of their

different long-term geographic-climatic distributions on the earth. The sex-
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combined meancranial capacities (in cm?) of the Specimens from the continents
of Asia, Europe, and Africa, for example, are 1,380 (SD = 83), 1,362 (SD =
35), and 1,276 (SD = 84), respectively (Beals et al., 1984, Table 2, p. 306).
The precise degree to which these differences in mean cranial Capacity are
reflected in psychometric measures of mental ability remains highly problematic,
and a proper consideration of the relevant evidenceis beyond the scopeofthis
chapter.

Anatomical Age and Mental Age

Individual differences in rates of both physical and mental growth are well
established. The question of interest in the present discussion, however, is
whether mental growthrate is correlated with growth rate as indexed by physical
characteristics.

maturation, as indexed by the degree of ossification of cartilage in the bones of
the wrist and by the eruption of permanentteeth, is correlated about + .10 with
Binet Mental Age, with chronological age controlled. Indeed, even various
aspects of physical maturation are not highly correlated. Hence,there is little
functional unity in rates of physical and mental growth.

Morerecent studies are consonant with these conclusions, and provide addi-
tional information which explains the low correlations (around + .10) which are
usually found between indices of physical and mental maturity. The main factor
is socioeconomic status; when it is held constant, the correlations are close to
zero. Physical and mental growth rates are both positively correlated with SES.
However, no direct causal connection between growth rates and SES perse
Should be inferred.
Age of menarche. The age of first menstruation, or menarche, is one index

of rate of physical maturity in girls which shows a low significant correlation
with IQ, particularly in older studies (pre-1940). For example, data from the
Harvard Growth Study (Dearborn etal. , 1938), based on children born in the late
1920s and early 1930s, show a correlation of about —.20 between age of
menarcheandIQ.The basis of the correlation appearsto be that age at menarche
is correlated with social class; higher SES girls begin menstruating earlier
(Tanner, 1963). Later studies have also shown a decrease in the correlation
between SES and age of menarche; but there remains a negative correlation
between menarche and family size (Dann & Roberts, 1969; Douglas, 1966;
Nisbet & Illesley, 1962). As family size is negatively correlated with IQ, not
causally, but because both variables are correlated with certain social back-
ground factors, it mediates most of the small remaining correlation between IQ
and age of menarche. But even with SES and family size controlled,there isstill
found to be someslight IQ superiority of early over late maturing children
(Nisbet & Illesley, 1963). The slight relationship between rates of physical and
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mental maturity is most probably a between-families correlation. We have found

no evidence for a within-family correlation, although no studies have obtained

the necessary data for determining a within-family correlation.

Puberty praecox. Precocious puberty, a condition due to the abnormally

premature development of the gonads and the sex hormones, provides a natural

experimentonthe effects of puberty on mental growth independent of chronolog-

ical age. Occurring at any agein the period from early childhood to just before

the age of normal puberty, puberty praecox has marked accelerating effects on

overall physical development,reflected in height and weight, muscular develop-

ment, strength, ossification of metacarpal and carpal bones, closure of epi-

physeal junctures, bodyhair (especially pubic hair), and genitalia, which become

equal in development to those of normal adults, and secondary sexual characters.

Is this marked acceleration of physical maturation reflected also in an accelera-

tion of mental maturation? The answeris afforded by a review of 62 cases of

puberty praecox on which there was evidence concerning mental development as

well as physical development (Stone & Doe-Kulmann, 1928). The authors

concluded that ‘‘there is no evidence for genuine mental precocity regularly

associated with any glandular disturbance underlying puberty praecox. Most

probably, the rate of mental developmentis either unaffected by the glandular

disorder or is retarded’ (p. 393).

Two highly detailed longitudinal developmental studies of girls with puberty

praecox were made by Gesell (1928). In these two cases, menstruation beganat 3

years, 7 monthsand at 8 years, 3 months. The girls were observed over a period

of several years after the onset of puberty and were periodically subjected to

physical and mental measurements. The results are quite clear: Although these

girls physically manifested all of the features of puberty, with mature primary

and secondary female sexual characteristics, their mental development was

normally consistent with their chronological age and reflected notat all their

precocious physical maturation. Gesell’s (1928) conclusion:

The nervous system, among all the organs of the body, manifests a high degree of

autonomy, in spite of its great impressionability. It is remarkably resistant to

adversity, even to malnutrition. This relative invulnerability gives it a certain

stability in the somatic competition between the organ systems. It tends to grow in

obedience to the inborn determiners, whether saddled with handicap or favored

with opportunity. For some such biological reason, the general course of mental

maturation is only slightly perturbed by the precocious onset of pubescence. (p.

409)

OCULAR VARIABLES

Myopia

Myopia,or nearsightedness, is a visual deviation in which light rays entering the

eye reach their focal point at some distance before the retina. This condition is
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part of a continuum which includes emmetropia (normalvision, with focal point
on the retina), and hyperopia (farsightedness, with focal point falling beyond the
retina). Positive and negative deviations from perfect emmetropia are continu-
ously and symmetrically distributed in the general population of adults, forming
a rather markedly leptokurtic bell-shaped curve, as comparedwith the normal, or
Gaussian, distribution (Francois, 1961; Sorsby, Benjamin, Davey, Sheridan, &
Tanner, 1957). Individual differences on this dimension are mainly the result of
differences in the refractive power of the lens, but are also affected by differ-
ences in the axial length of the eyeball and corneal refraction. Hence, to the
extentthat hereditary factors may be involved,the overall variation in refraction
is most probably polygenic.

The general consensus among contemporary researchers on myopia has been
that genetic factors are strongly involved (Francois, 1961: Karlsson, 1973, 1974,
1975a, 1975b, 1976; Sorsby, Sheridan, & Leary, 1962; Sorsby & Fraser, 1964,
1966; Waardenburg, Franceschetti, & Klein, 1963). Although the evidence for
the inheritance of myopia is now substantial, the exact mechanism of inheritance
is not yet firmly established. However, few geneticists, if any, still favor the
hypothesis proposed by early investigators that myopia is a single-gene, or
Mendelian, character. Two facts demand a polygenic model ofthe total variance
in refractive error: (a) the refractive error underlying myopia is a continuous
variable with a slightly skewed leptokurtic frequencydistribution; and (b)at least
three separate but correlated optical factors involving the cornea, lens, and axial
length of the eye from the cornea to the retina contribute to the refractive error
that makes for myopia. A segregation analysis specifically aimedat testing the
single-gene model found no support for it (Ashton, 1985b). However, a number
of studies of family pedigrees and studies based on monozygotic (MZ) and
dizygotic (DZ) twins, siblings, and other kinships are impressively consistent
with a model of polygenic inheritance involving both additive and nonadditive
(recessive) effects (Furusho, 1957; Karlsson, 1974, 1975b, 1976; Sorsbyet al.,
1957, 1962; Sorsby, Leary, & Fraser, 1966; Sorsby & Fraser, 1964; Wold,
1949; Young, 1958). Heritability analysis of the MZ and DZ twin data suggests
that additive genetic effects account for almost 50% of the variance in ocular
refraction, and additive plus nonadditive genetic factors account for most of the
variance. There is no direct evidence that myopia is causally dependent on
nearworkor reading orother scholastic activity. Moreover, the nearwork hypoth-
esis seems to be contradicted by the fact that myopia occurs with comparable
frequency in both literate and nonliterate populations (Post, 1982) and is as
frequent in persons with Down syndromeasin other persons from the same
population (Lowe, 1949).

Correlation with intelligence. The massive evidence now leaves no doubt
that myopiais positively correlated with IQ and with its behavioral correlates,
particularly scholastic achievement. A positive relationship between myopia, or
nearsightedness, and mental ability wasfirst documented in a European popula-
tion more than a century ago (Cohn, 1883, 1886). Since then, the positive
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correlation between myopia and various measures of intelligence and scholastic

aptitude and achievement has been substantiated by numerous studies (Ashton,

1985a; Baldwin, 1981; Benbow, 1986a, b; Benbow & Benbow, 1984; Douglas,

Ross, & Simpson, 1967; Dunphy, 1970; Grosvenor, 1970; Heron & Zytoskee,

1981; Hirsch, 1959; Karlsson, 1973, 1975a; McManus & Mascie-Taylor, 1983;

Young, 1963). The degree of relationship between myopia and mentalability in

the general school population, as estimatedin three large studies (Ashton, 1985a;

Hirsch, 1959; Karlsson, 1975a), when expressed as a coefficient of correlation,

is between about .20 and .25, which is equivalentto an IQ difference of about 6

to 8 points between myopes and nonmyopes. A study by Karlsson (1975a), based

on 2,527 California high school seniors, found a difference of 8 IQ points on the

Lorge-Thorndike IQ test between pupils wearing correctional lenses for myopia

(N = 377) and nonmyopes (N = 2,150). The largest study, by Rosner and

Belkin (1987), based on a national sample of 157,748 Israeli Jewish males, aged

17-19 years, recruited for military service, found a strong positive association of

myopia with measuresofintelligence on both verbal and nonverbaltests and also

with years of schooling independent ofintelligence.

A recent study of 5,943 myopic and 9,891 nonmyopic 18-year-old men

examined for military service in Denmark provides further information on the

form ofthe relationship between mental ability and myopia (Teasdale, Fuchs, &

Goldschmidt, 1988). The measurements of myopia in terms of the power(in

diopters) of the correcting lens required ranged from mild to severe. The overall

intelligence test score differences between myopes and nonmyopes corresponds

to approximately 7 IQ points and is, of course, highly significant. Figure 4.20

shows the prevalence of myopia as a function of total scores on a 45-minute

groupintelligence test consisting of subtests measuring verbal, numerical, spa-

tial, and logical reasoning abilities. Figure 4.21 shows the relation of myopia to

educational level (in years of schooling). The authors note that if reading were

the cause ofthe association of myopia with intellectual ability, one should expect

a stronger correlation of myopia with education than with intelligence. (The

correlation between these variables was + .572.) Yet both variables are equally

related to myopia, and each variable is related to myopia independently of the

other, as was found also in the large study by Rosner and Belkin (1987).

The largest intelligence and educational differences occur between myopes

and nonmyopes, while differences in degree of myopia beyond 2 to 3 diopters

accountfor relatively less of the variancein abilities, as shownin Figure 4.22.

The nonmyopic group differs significantly from all myopic groups from mild to

severe; and groups with degrees of myopia beyond 2 diopters show no significant

differences in intelligence test scores or level of education.

Within-family correlation between intelligence and myopia. The correla-

tions in all of the studies reviewed so far are only evidence of a between-families

(BF)relationship between myopia and IQ. There are only two studies reported in

the literature that specifically looked at the within-family (WF) correlation,
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which, if significant, would be consistent with the hypothesis of a pleiotropic

relationship.

In a study by Benbow (1986b; see also Benbow & Benbow, 1984) of

extremely precocious students (the 417 most academically gifted youths selected

from over 100,000 gifted students identified in a talent search covering the entire

United States), it was discovered that over 50% of the mathematically precocious

(and even more of the verbally precocious) were myopic, while fewer than 5%

were hyperopic, as compared with about 15-20% of myopesin the general high

school population. Myopia in the precocious group was determined by question-

naires mailed to their parents, who were also asked to report on the presence of

myopia in any siblings of the precocious probands; 36% of the siblings were

reported to be myopic, which is a significantly smaller percentage than the 53%

of precocious probands who werereported to be myopic. Among the parents of

the extremely precocious, 55% reported being myopic. The greater incidence of

myopia in the parents than in their gifted children (55% vs. 53%) 1s most likely

attributable to the increase in myopia with age. Although the Benbowsdid not

measure the IQs of the gifted probands’ siblings or parents, it seemssafe to infer

from simple regression considerations that the IQs of the siblings and parents

were lower, on average, than the IQs of the highly selected sample of gifted

youngsters. Hence we would conclude that these data indicate a WF correlation

between mental ability and myopia.
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The WFcorrelation between myopia and general mental ability was investi-
gated more precisely by Cohn, Cohn, and Jensen (1988), who measured myopia
directly as a continuous variable in a group of 60 gifted students (average age
about I5 years) and their full siblings. The gifted (G) andtheir nearest-in-age
siblings (S) differed 0.920 (equivalent to 14 IQ points) on the Raven Matrices
(Standard and Advanced forms combined). The G and S groups also differed
significantly (p < .05) in degree of myopia (measuredas refraction error) in both
eyes, the G being more myopic, with an average effect size of 0.39c.

This study, along with the Benbow (1984), leaves little doubt that there is a
WEcorrelation between myopia and mental ability. Cohnet al. consider alterna-
tive hypotheses to account for the WF correlation, and concludethat pleiotropyis
the most plausible explanation. (A finding of no differencein degree of myopia
between the gifted and their nongifted siblings would clearly contradict
pleiotropy.) The two alternative hypotheses, which findlittle supportive and
considerable contradictive evidence in the literature, are that (a) genetically
determined myopialeads to a preference for close work and studiousness, which
in turn leads to higher performance on IQtests; and (b) genetically and environ-
mentally conditioned higher IQ leads to a preference for reading and studious-
ness, which in turn strains the eyes, causing myopia. The secondlinkofthefirst
hypothesis lacks plausibility because it posits a weak cause (studiousness) for a
large effect in the case of intellectually gifted and their siblings, who differ
almost one standard deviation on a test of intelligence that does not involve
reading comprehension or bookish knowledge. No one has yet demonstrated any
environmental intervention that will raise the IQ by anything near one standard
deviation (Spitz, 1986). Hence the second hypothesis seems more plausible than
the first, although it must be recognized that the evidenceis quite inconclusive
that reading, near-work, or studiousness are among the causes of myopia, and
most modern investigators have discounted this ‘‘near-work’’ hypothesis of the
relation between IQ and myopia.

Eye Pigmentation

We have found only three studies of the relation between eye color (i.e.,
pigmentation ofthe iris) and intelligence. These studies leave muchto be desired
methodoligically and none can be considered compelling.

In connection with the Harvard Growth Study, Estabrooks (1929) compared
the IQs of four subgroupsof large samples of students from grades 6 through 8 in
three school systems in New York and Massachusetts: blue-eye and brown-eye,
and light-hair and dark-hair, with each pigmentation group divided by sex. All
subjects were Caucasian of North European extraction. In the New York sample,
the blue-eyed children’s IQs were 3 to 4 points higher than those of the brown-
eyed children. Because this effect was confounded with age in this sample (the
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younger children had both higher IQs and a greater frequency of blue eyes),

Estabrooks argued that pigmentation increased with age in childhood and he

attributed the eye color x IQ correlation to age differences. In the Massachusetts

study, all of the subjects were of about the same age (8 years), and there was no

relationship between pigmentation and IQ as measuredby five different group IQ

tests.

Riley (1978) compared the SAT scores of 85 Caucasian college undergradu-

ates, ages 18 to 19, who wereclassified by self-report as having blue eyes or

brown eyes. Despite considerable heterogeneity of the SAT scores, their relation

to eye color was virtually nil, and far from even borderline significance (t < 1).

Nor was the variance of IQ related to eye color.

A study of 122 college undergraduates found correlations between eye color

(rated on a 12-point scale from very light — | to very dark — 12) and scores on

the Verbal and Spatial subtests of the Differential Aptitude Tests of —.21 and

—.19, respectively; both are significant (p < .05). Because both abilities are

related to eye color, it suggests that the correlation is actually with the g factor

commonto both abilities, but this hypothesis was not tested nor doesthearticle

present the necessary correlations for the required test (Gentry, Polzine, &

Wakefield, 1985). In the same study, two other genetic markers (ability to curl

the tongue into a tube shape and a yes-no taste test for phenylthiocarbamide

[PTC]) also showed significant (p < .05) correlations (about .18) with both

Verbal and Spatial test scores. Because no informationat all is given about the

degree of ethnic heterogeneity of the subject samples, these correlations can

support no really interesting interpretation. In all three of the studies reviewed

here, it seems to be totally unrecognized by their authors that the only type of

correlation between eye pigmentation (or any other genetic markers) and mental

ability that would be of more thantrivial interest from a genetic standpointis a

within-family correlation, which would indicate either genetic linkage or, more

probably, pleiotropy. At best, between-family correlations can only provide a

clue of which genetic variables to investigate for the presence of a within-family

correlation.

BLOOD CORRELATES

Two main classes of blood correlates of mental ability have been studied: (a)

antigen polymorphisms, or blood types, and (b) blood serum chemistry, partic-

ularly serum urate level. Aside from the fact that they both require the drawing of

blood samples, these two classes of variables call for quite different research

methods, and they differ markedly in their theoretical implications for study of

the biological basis of individual differences in ability.

Blood Polymorphisms

Classification of individuals by blood group (also knownas blood type) is based

on various antigens, or specific enzymes,in the blood. Eachantigenis attributa-
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ble to a polymorphic gene, that is, a gene whoseparticular chromosomallocus
can be occupied by two or more alternate forms of the gene, knownasalleles.
Hence, identification of the various forms of a particular antigen provides a
phenotypic markerfor a single gene. Over 70 such antigens have been discov-
ered in human blood, some 30 of which are rather commonly usedin genetic

The fact that blood antigens correspondto single genes makes them especially
valuable in the genetic analysis of other genetic traits. Linkage analysis may
show that variancein a given trait (or somefraction ofits variance in the case of a
polygenictrait) is conditioned by a gene (or genes) located on the same chromo-
some as the gene for a particular blood antigen. Establishing a genetic linkage
between a given trait and a single-gene marker is a large step beyond merely
demonstrating the heritability of the trait. Linkage analysis can ultimately lead to
the precise chromosomallocus of the gene that affects the phenotypictrait. One
of the major tasks awaiting future research in behavior genetics is the linkage
analysis of various phenotypic within-family correlates, both behavioral and
physiological, of mental abilities. The success of such an endeavorwill probably
depend as much on the componential analysis of abilities and the measurementof
elementary cognitive processes with the techniques of mental chronometry
(Jensen, 1985) as on the methodology of quantitative genetics.

Pitfalls. There are two major methodological pitfalls that were unrecognized
by some earlier researchers in this field: (a) the capitalization on chance, or
random variation, in the use of multiple regression techniques, and (b) reliance
on between-family data, which capitalizes on what is referred to in population
genetics as ‘‘heterogeneity of population structure’’ or ‘population stratifica-
tion’? (Thomson & Bodmer, 1975). These terms refer to the fact that most
natural populations are a composite of a number of genetically differentiated
subpopulations, arising from immigration or invasions, and are maintained by
social stratification and assortative mating. Such differentiation is often long-
standing andnot recognizable from superficial appearance. Different traits which
are not at all correlated within subpopulations but which differ between sub-
populations will be correlated in the combined subpopulations. But such correla-
tions due to population heterogeneity are utterly trivial from the standpoint of
understanding the causal nature of the correlated traits. Certain subpopulations,
even within the same majorracial classification, are known to differ in the
relative frequencies of blood groups. To the extent that the subpopulations also
differ in mental abilities, for whatever cause, it should be possible to find
correlations between blood groups and abilities in any large sample randomly
drawn from a composite of different subpopulations. The obtainedcorrelations,
however, will most likely not be replicable in some other population sample.

Both of these pitfalls are clearly demonstrated in an early study (Osborne &
Suddick, 1971), which showed multiple correlations (R) between a numberof
blood types and three mentaltest factors ranging from .45 to .77, in white (NV =
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54) and black (N = 42) samples. The observed R for 18 predictors (blood types)

in the white sample was .69, which is not significant at the .05 level. By

selecting from the 18 blood types five that were the best predictors, the R was

still large (.58) and significant (p < .05) for this small number of predictors.

This a posteriori procedure ofselecting a subset of predictors from a muchlarger

set of predictors that in toto is not significant, of course, capitalizes on chance

and is a well-knownstatistical fallacy. This was pointed out by Owen (1972),

who attempted to replicate these results using the same set of predictors and

regression weights on a similar population sample. The observed sample R of .28

wastotally nonsignificant for an N of 84, and the estimated population correla-

tion (i.e., the shrunken R) was a mere .08. Thefailure to replicate the large but

fallacious correlations of the original study is not at all surprising. But even if

such a study had been analyzed correctly and showeda significant and substan-

tial correlation which could be replicated in other samples from the same

population, the finding would still be trivial, because correlation due merely to

population heterogeneity simply cannot be ruled outin this type of study. The

reason that such a correlation is regarded as trivial is that no scientifically

interesting inferences can follow from it.

Anotherinstructive example is the significant (p < .001) correlations of .06

and .07 between IQ and the ABO blood types and Rh factor foundin the total

sample (N = 26,760) of white and black children studied by Broman, Nichols,

and Kennedy (1975, p. 279). But there were no significant correlations within

either the white or black samples, even thoughcorrelations as small as .02 would

be significant beyond the .001 level for such large samples. This can only mean

that the observed correlations of IQ with the ABO and Rh systemsare attributa-

ble to the genetic heterogeneity of the combined black and white samples, which

have different gene frequencies for these blood groups.

Between-families studies of the ABO groups. The ratio of A to (O + B+

AB) blood type frequencies was foundto differ by social class in two districts in

England (Beardmore & Karimi-Booshehri, 1983). The social class differences in

Al(O + B + AB), with the upperclasses having the highest frequencies of A

type blood, were consistent in the two separate locales and in males and females.

The well-established correlation between social class and IQ makesit reasonable

to hypothesize that the correlation between social class and blood type comes

about through their mutual association with IQ. The authors of this study favor

linkage or pleiotropy to explain their finding, arguing that the two regions

studied have different invasion and immigration histories and that generations of

social mobility would have homogenizedoriginally different gene pools. If their

conclusion is correct, other studies in different populations should reveal a

correlation between the ABO system andIQ.Asnoted previously, no correlation

between ABO andIQ wasfoundin very large white and black samples (Broman

et al., 1975).

A study of the residents of seven English villages found significant correla-

tions between Wechsler IQ and the ABO system (A, > 0 > Aj), but the
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correlation is confounded by IQ differences between locally born residents and
immigrant residents—again a case of population heterogeneity (Gibson, Har-
rison, Clark, & Hiorns, 1973). A later study in much the samelocales, with
larger samples, found no significant correlation of ABO with IQ when ‘‘local-
ness’’ was controlled, but turned up two other significant blood group correla-
tions with Wechsler Performance IQs—the Kell (p > .05) and Haptoglobin (Hp)
(p < .001) markers (Mascie-Taylor, Gibson, Hiorns, & Harrison, 1985). The Hp
correlation was entirely attributable to the Block Design subtest, and Kell was
associated only with Performance IQ. Thetest specificity of these correlations
leads the study’s authors to suggest that the relationship is probably not a result
of population heterogeneity. The correlations remained significant when sex,
localness, social class, village, birth order, family size, and handedness were
Statistically controlled. Six other blood groups (ABO, MNS, Rh, PGM, ADA,
and Tf) showed nosignificant correlations with mental test scores. But the
significant correlations (Kell and Hp)will remainoflittle interest until they can
be replicated in different populations, and the possibility of their representing
pleiotropy or linkage could be investigated only by a within-families study. The
study by Mascie-Taylor et al. (1985) did find a within-family difference in
Haptoglobin types between male siblings who were downwardly mobile in social
class and those who remained in their father’s social class. This one within-
family correlation would seem to make Haptoglobin worthy of further study in
relation to the spatial visualization factor manifested in the Wechsler Block
Design subtest, with which it showed the highest correlation.

Blood-type homozygosity. The Haptoglobin (Hp) groups, however, showed
no significant correlations with any of the 15 tests, including 5 tests of visual-
spatial abilities, used in the large Hawaii Family Study of Cognition (Ashton,
1986). A total of 18 different blood polymorphisms and 15 diverse tests of
mental abilities turned up about the same number of significant (p < .05)
correlations as would be expected by chance alone, with a total N = 4,469.
However, another kind of relationship between blood polymorphismsandtests
of verbal and spatial abilities was discovered at a high level of significance (p <
-001). (Speed and memoryfactors did not show this relationship.) This was the
individual’s overall amount of homozygosity on all 18 blood groups, that is,
whetherthealleles for any particular blood group were the same (homozygous)
or different (heterozygous). Because eachallele at a given locusis contributed by
a different parent, the homozygous condition suggests less hybridization, but
more important, it suggests a lower probability of maternal-fetal incompatibility
of blood antigens. It was found that increasing homozygosity, based on the
number of homozygous polymorphisms among the 18 that were tested, was
significantly correlated with higher test scores for verbal and Spatial abilities.
This relationship was found in both Caucasian and Asian samples, and in the
parent and offspring generations, so it appears to be a genuine phenomenon.
Although the mental test variance accounted for by zygosity in this study is
exceedingly small, it could amount to a considerable effect over a much greater
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numberofgenetic loci. Ashton (1986)estimates that the effects of zygosity at 50

loci could account for 7.5% of the variation in verbal and spatial abilities. (The

commonability factor here is most likely g.) The mechanism by which zygosity

can affect cognitive development is explained by Ashton as follows:

The advantage of being homozygousis most evident in immunologicaltolerance

expressed during grafting or transplanting. A developing fetus is a special kind of

graft in whichthe fetus is potentially incompatible with the maternal genotypeat all

polymorphic loci. . . . [A] reasonable biological hypothesis is that antigenic in-

compatibility exists at many loci and is expressed through subtle effects during

brain development in utero. The more homozygous an individual is, the less

developmental deficit is incurred. (p. 528)

Rhfactor andfetal development. The one blood polymorphism that has long

been known to have an effect, under certain conditions, on brain development

and intelligence is the Rhesus, or Rh, factor, which can result in antigenic

incompatibility between the mother and fetus. Rh incompatibility, known in its

clinical forms as kernicterus of hemolytic disease of the newborn, can occur

when the mother is Rh-negative (dd) and the father is Rh-positive (DD or Dd).

The Rh-negative offspring are safe, as they are compatible with the mother. The

Rh-positive offspring are at risk, because they are antigenically incompatible

with the mother, who builds up antibodies to attack the ‘‘foreign’’ fetus. This

maternal immunization against an Rh-positive fetus generally has little if any

detectable effect on the fetus in the first pregnancy, because the mother’s

immunizationis not sufficiently developed. The build-up of antibodies continues

to increase after delivery, and with each subsequent pregnancy the Rh-positive

fetus is at increased risk, often requiring a complete blood exchangetransfusion

at the time of birth in order to maintain the neonate’s viability or to lessen brain

damage.

The behavioral effect of this condition on mental development varies from

very slight retardation to idiocy, although the technique of exchange transfusion

greatly improves the prognosis (Penrose & Haldane, 1969, pp. 237-239). A

Finnish study of 43 youths, 17 to 19 years of age, who were Rh incompatible

with their mothers and had required postnatal replacement transfusions, were

compared with 43 matched controls and were found to perform less well than the

controls in general intelligence, visual-motor coordination, and scholastic

achievement (grade-point average, attention, and concentration). Degree of

deficit was positively related to the length of delay after birth in the neonate’s

being given an exchange transfusion (Wuorio, 1974).

Penrose and Haldane (1969, p. 238) cite other studies that lead them to

suspect that maternal-fetal incompatibility in other blood groups, particularly the

ABO system, might have similar, though less pronounced, effects on fetal

viability and mental development. More recently, another geneticist, Karlsson

(1978), wrote:
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Blood group incompatibilities, involving both the Rh factor and the ABO system,
are known to cause progressively greater damage to the fetus as the number of
pregnancies increases. Presumably there are additional factors ofthis type, which
still have not been discovered. (p. 182)

The slight negative correlations between birth order and IQ which show up
significantly only in studies of very large groups (Ernst & Angst, 1983) could be
a reflection of the effects of such antigenic incompatibilities. The importance of
this phenomenonin termsofits contribution to the nonheritable componentof IQ
variance has not yet been adequately investigated.

Within-family studies. As previously emphasized, the study of within-family
relationships between genetic polymorphisms and mental ability is the only
methodology that can potentially establish genetic linkage, pleiotropy, or an
intrinsic, or directly causal or functional, connection between different traits.
The method has been applied in only a few studiesof the blood-ability relation-
ship.

Bock, Vandenberg, Bramble, and Pearson (1970) compared the within-pair
variances of Wechsler Verbal IQ for 526 DZ twinsclassified as concordant or
discordant on each of four blood groups systems: ABO, MNSS, Rh, and Duffy,
or Fy. Discordance only for Rh and Duffy showed increased within-pair variance
in Verbal IQ, with Rh showing the stronger effect. The authors interpret this
result as evidence for linkage between the blood-group loci and a major genethat
enhances verbal intelligence. Other plausible explanations have not been ruled
out, such as maternal incompatibility with Rh-positive, or linkage of Duffy with
Rh (both loci are on the same chromosome), or pleiotropy. In any case,the fact
that DZ twins whoare discordant for certain blood groups show greater differ-
ences in IQ, as compared with DZs who are concordant for the same blood
groups, seems worthy of much further investigation. If the phenomenonrepli-
cates, a definitive explanation of it would be of great importance.

In an attempt to replicate the findings of Bocketal. (1970), Rose, Procidano,
Conneally, and Yu (1979) examinedfull-sib pairs who were concordant (N =
56) and discordant (V = 74) on six different blood groups, including Rh and
Duffy. Only Rh discordance showed a greater within-pair variance on Wechsler
Vocabulary, but the effect is only suggestive and not significant (p = .12).
Because of the polygenic nature of complex mentalabilities, and the linkage of
only one or very few genes with any single blood group marker, the effect of
sibling discordanceon ability for any one marker gene would necessarily be quite
small if there were linkage, and hence a very large sample ofsibling pairs would
be needed to detect linkage with a high level of confidence.

X-linkage. So-called sex-linkage, whichis usually linkage occurring on the
X chromosome, of which females normally inherit two X chromosomes (1.e.,
XX) and males only one (i.e., XY), is easier to detect by studies of male full
siblings than is autosomal linkage, simply because males possess but a single X
chromosome. The required data consist of a large numberofsets of three male
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full siblings in which only two members of the set are concordant for a given

genetic marker, such as a blood group antigen. Degree of similarity on another

trait (in this case mentalability) is compared within male sib-pairs that are either

concordant or discordant for the X-linked marker gene. If there is X-linkage

between the marker gene andthe trait of interest, the brothers who are concor-

dant for the marker gene will be more similar on the trait than are the brothers

who are discordant for the marker.

Becauseof the well-established sex difference in the cognitive style knownas

field-dependence and inspatial-visualization ability, it was hypothesized that the

genetic component of these variables is X-linked. The hypothesis was tested,

with the male siblings method described above, in an exemplary study by

Goodenoughet al. (1977), using a known X-linked blood group, X(a). The

hypothesized linkage effect was foundat a significant level for the two measures

(Rod-and-Frame, Embedded Figures) of field-dependence, but in none of the SIX

tests of spatial-visualization ability could the null hypothesis be rejected. Broth-

ers who wereidentical in X,(a) blood group were more similar to each other in

degree of field dependence than brothers who differed in X,(a). The authors

conclude:

If the result can be cross-validated ... the conclusion that a gene on the X

chromosomeis involved in the development of field dependence would appear to

be established. Whether an individualcarries the X,(a") gene or not has no known

consequence of any importance to him. Certainly neither he norhis associates can

detect that fact. If field dependenceis transmitted in association with X,(a), then it

would appeardifficult to account for such a finding except by appeal to an X-linked

model. (p. 383)

The numberofidentified genetic markers with known loci on specific chro-

mosomesis constantly increasing, a fact which should make it more productive

in the future to conductlinkage studies of various mental ability factors. The

success of such an effort would counter the common complaint that, despite the

great many studies showing high heritability for mental abilities, not a single

specific gene has beenidentified as related to normal variation in mental ability.

Serum Uric Acid

Belief in an association between gout and eminencedates back to antiquity. This

belief first gained more than mere anecdotal status when Havelock Ellis (1904),

in his study of a large, representative sample ofintellectually eminent Britishers,

actually discovered a muchhigherincidence of gout thanis found in the general

population. The question naturally arises why gout—a painful inflammation

usually of the joint in the big toe—should be associated with notable intellectual

achievement.
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Gout is the direct result of inflammation due to the formation of uric acid
crystals in a joint. Uric acid is the end product of the metabolism of purines,
which are constituents of animal proteins and fats. Uric acid is excreted in the
urine andis carried in low concentrations in the blood as serum urate, or serum

uric acid (SUA). At higher concentrations, SUA forms crystals which are

deposited in the joints, most commonly of the big toe, which cause the painful
inflammation known as gout.

Interestingly, in all other mammals except manandthe higherapes, uric acid
is not the end product of purine metabolism. In other mammals, the enzyme
uricase oxidizes uric acid to allantoin, which is excreted as the end product of
this metabolic chain. In the course of evolution, the higher apes and manlost the

capacity for synthesizing uricase, with the result that uric acid was the end
product of purine metabolism.

More interestingly, the molecular structure of uric acid is highly similar to
that of caffeine, which is a central nervous system stimulant. (High serum uric
acid level is also related to faster reaction times, as is caffeine.)

These observations led Orowan (1955) to hypothesize that the uric acid in the
blood, SUA, as an endogenousstimulant to the brain, contributed to the evolu-

tion of human intelligence by the constant cortical arousal caused by this
stimulant. Orowan’s hypothesis prompted behavioral scientists to look for men-
tal correlates of SUA. Correlational studies are entirely feasible, as SUA can be
quite reliably measured, is quite stable in adults, and shows a wide range of
individual differences. The distribution of SUA has a higher mean, larger
standard deviation, and is more platykurtic in men than in women (Mikkelsen,
Dodge, & Valkenberg, 1965). Proportionally fewer women than men havehigh
levels of SUA. The sex difference is not evident until puberty. SUA then
increases more for men, reaching a peak between ages 20 and 24 years, after
which there is a gradual decline and plateau. After menopause, women’s SUA
increases gradually to about the SUA level of men in their fifties.

Genetic factors are implicated in individual differences in SUA. Studies of
MZ and DZ twins, of MZ twins reared apart, and of parent-offspring regression
indicate heritability coefficients around .30 to .40 (Mueller et al., 1970). The

fact that the distribution of SUAis a slightly skewed unimodal curveis consistent
with polygenic inheritance.

Orowan’s hypothesis gave rise to a large and complex literature on the
behavioral correlates of SUA. Fortunately, most of this literature has been
excellently and thoroughly reviewed by Mueller, Kasl, Brooks, and Cobb
(1970). The 122 references in their article will not be cited here. We will cite

only the more recent studies, not included in the Mueller et al. review, in

connection with our summarization of the findings in the earlier review that are
most germaneto the present chapter. A more extensive catalog of the literature
related to behavioral aspects of SUA is provided by Stevens (1973).

It should be realized that the causal nature of the observed behavioral corre-
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lates of SUA is still obscure. Although there is evidence that the experimental

manipulation of uric acid level in rats is significantly related to their maze

learning and retention (Essman, 1970), a direct causal connection between SUA

and behavior has not yet been established in humans. Manydifferent hypotheses

have been suggested to explain the correlation of SUA with behavioral variables:
direct neural stimulation affecting certain cognitive processes, increased drive or

motivation, effects of other chemical products in the metabolic process ending in

uric acid, environmental factors that affect both SUA and behavior, and brain

activity that yields uric acid as a product.

Ability correlates ofSUA. Thereis a significant positive correlation between

SUAlevels and mentally retarded/nonretarded treated as a dichotomousvariable,

but the SUA correlation with IQ (or psychometric g), though significant, is quite
small. Also, groups with higher than average IQ (e.g., Ph.D.s, medical students,

business executives) show higher levels of SUA than the average for the general

population. But such groups, of course, also differ from the average in many

other ways besides their above-average intelligence.
When welook at the correlations of SUA level with IQ itself, however, the

result is less impressive, suggesting that other factors besides IQ per se are

probably involved in the elevated SUA levels of professional groups. We note

that in the three largest studies, with a total N = 1104, the N-weighted mean

Pearson r is only + .085 (unit-weighted mean = + .093), which is significant

beyond the .O1 level. In 149 high school students, the r was +.10 (Kasl,

Brooks, & Rodgers, 1970), which is nonsignificant for this sample size, but

highly consistent with other reported correlations. (We have not comeacross any

negative correlations, but of course there is a greater risk of failure to report
negative or inconsistent results.)

As most of the correlations reported in the literature are Pearson r (i.e., a

linear correlation), it was suggested that the SUA xX ability relationship may

actually be nonlinear—an inverted U—and henceis grossly underestimated by

the Pearson r (Stevens & Cropley, 1972). This very reasonable hypothesis merits
examination. Unfortunately, the one study that attempted to demonstrate the
hypothesized nonlinear relationship between SUA level and level of mental

ability, with the latter decreasing beyond some optimal level of SUA, yielded

equivocal results, showing a significant nonlinear trend on only two out of the

four different g-loaded tests administered to 115 male university students (Ste-
vens, Cropley, & Blattler, 1975). The hypothesized inverted-U relationship of
ability to SUA remains unsubstantiated, but the evidence is also far too inade-
quate to dismissit.

Cognitive styles and SUA. On the hypothesis that elevated SUA level is
related to high ambition, acceptance of conventional goals, and high drive for
achievement, it was predicted that SUA level would be negatively related to a
cognitive style known as ‘‘divergent thinking’ (Cropley, Cassell, & Maslany,
1970). Divergent thinkers are claimed to be relatively unconcerned aboutstrict
observanceof rules, and are more impulsive, unconventional, and willing to take
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risks than are persons who are characterized as ‘‘convergent’’ thinkers, who
excel in typical IQ tests, do well in school, and succeed in conventional
occupations. The prediction was significantly borne out, but only for the male
subjects, in the study by Cropley etal. (1970). Divergent thinking was measured
by the Wallach and Koganbattery; convergentthinking by Thurstone’s Primary
Mental Abilities Test. Male (but not female) high ‘‘divergers’’ showed signifi-
cantly lower SUA levels. There was no significant relationship of SUA to the
convergent thinking measures. In another study, of men only, with superior
methodology, such as control of diet and exercise (which can affect SUA),
Kennett and Cropley (1975) again found a significant inverse relationship be-
tween SUA level and divergent thinking, and virtually no relationship with
convergent thinking. These findings seem to suggest that SUA levels may be
more related to certain personality variables than to intellectual ability per se.
The personality variables may simply beinfluential in intellectually demanding —
pursuits.

Achievement and SUA. If an elevated level of SUA acts as a cortical
stimulant, like caffeine, we should expect its main effect to be manifested not in
higher intelligence per se, but in a higher level of activation of cognitive
functions which would lead to greater achievement for any given level of
intelligence. This, in fact, is what is most commonly reportedin the literature on
the behavioral correlates of SUA. The evidence most strongly substantiates the
positive association of SUA with achievementin mentally demanding pursuits.
In a study of 149 male high school students, SUA level was most notably
correlated with overachievement, defined as level of achievement (indexed by
school grade-point average) adjusted for IQ (Kasl, Brooks, & Rodgers, 1970).
SUA level was also positively related to students’ number of extracurricular
activities. When university faculty (V = 144) were rated on overall level of
achievement, the ratings were correlated +.50 with SUA level (Mueller &
French, 1974). Among nontenured faculty, the chief criterion for promotion to
tenure—number of publications—wascorrelated +.37 with SUA level.

The relation between SUA and achievement seemswell established for males,
but too few females have been subjects in SUA studies to warrant any conclusion
about SUA and achievement in women.

Socioeconomic status and SUA. Thecortical stimulant nature of SUAandits
relation to achievement has suggested the hypothesis that elevated SUA level
would berelated to upward social mobility, as indexed by level of education and
occupation. Numerousstudies have found evidenceforthis hypothesis, although
at least one study (not included in the extensive review by Muelleret al., 1970)
showednorelation of socioeconomicstatus to SUA level (Acheson, 1969). SUA
is correlated with the dichotomous variable ‘‘school drop-out/persistence in
school.’’ It is related to ratings of ambition and ‘‘need for achievement,’ and
shows a substantial correlation with ‘‘achievement orientation behavior’’ in
professional groups.

Onelarge study (totalN = 1500) contrasted professionals and executives, on
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the one hand, with farmers and unskilled workers, on the other, and found, on

average, a higher SUA level in the former than in the latter group (Dodge &

Mikkelsen, 1968). Perhaps the mostinteresting feature of this study is that SUA

was measured also in the wives of the men in these contrasting occupational

groups, and there was no difference in their average SUAlevels. This suggests

that the differing levels of SUA by occupation in the males 1s probably not

attributable to possible social class differences in dietary habits or general

lifestyle, which would presumably be shared by the wives.

MISCELLANEOUS VARIABLES

Ourliterature search has turned up a number of other physical variables that

studies have found to be related to mental ability. But the studies are single or

very few for each variable, and hence afford an inadequate basis for conclusions

or theoretical interpretation. Some, however, are probably promising for further

research and should be cited in this review. Replication, of course, is essential

for these variables to accrue scientific interest. Some of the correlations are

merely opportunistic—calculated from setsof physical and mental measurements

that were originally obtained for other purposes. Hence, the reported correla-

tions, though significant, are considerably more liable to Type | Error than are

correlations found in studies specifically designed to test a particular hypothesis.

With this caveat, we mention these studies only briefly.

Vital capacity. The maximum amountof air that can be expired from the

lungs, whichis related to stature, age, and physical fitness, showed correlations

of +.23 and +.29 with mental test scores (Schreider, 1968; Whipple, 1914).

Handgrip strength. Related to intellectual level and efficiency in various

aged samples (total N = 2000) of healthy males and females (Clement, 1974).

Facialfeatures. Judges’ ratings of intelligence from photographs of faces of

regular students are correlated (about .20) with teachers’ assessments of the

subjects’ intelligence (Burt, 1919), and with intelligence test scores (Kiener &

Keiper, 1977). The latter study details the specific facial characteristics that

discriminate significantly between the 14 most and the 14 least intelligent among

84 womenstudents.

Hair color. In 1100 Swedish school children, IQ was positively related to

darkness of hair, and the mean IQ of red-haired pupils was slightly below

average and significantly fewer went on to high school (Lundman, 1972).

Basal metabolic rate. High (+ .6 to +.7) correlations with IQ were found in

two studies (Vs = 90 and 200) of children, ages 5 to 16 years (Hinton, 1936,

1939), but no significant correlations between BMR and IQ were found in a

study of 87 adolescents (Shock & Jones, 1939), or between BMRand scholar-

ship in six studies of college students (Yarbrough & McCurdy, 1958). The

studies of children suggest a sharp drop in the BMR x IQ correlation after about

age 10; the relationship may be an early developmental phenomenon and, in
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view of the large correlation reported by Hinton, warrants further investigation.
Masa intermedia. This mass of neural tissue connects the two halves of the

thalamus.It is absent in about one-third of men and one-fourth of women.In a
group of 74 adult neurological patients there was a significant difference in the
means of the Wechsler-Bellevue Performance scales of men who possessed the
masa intermedia and those who did not, the latter scoring higher (Landsdell,
Davie, & Clayton, 1972). Strangely, among those in whom the masa intermedia
waspresent, there wasapositive correlation (+ .43, Pp < .O1) betweenthesize of
the masa intermedia and Performance scores. The use of magnetic resonance
imaging, with neurologically normal persons, should be able to verify these
puzzling relationships if they are generalizable beyond the particular study
sample.

Asthma and otherallergies. Intellectually precocious children, especially
those with exceptional mathematical reasoning ability, show a much higher
incidence of allergies of various kinds thanis found in the general population.
Some 55% of verbally and mathematically precocious students suffer from

1986a, 1986b; Benbow & Benbow, 1986). The authorsrelate this highly signifi-
cant finding to a hypothesis of Geschwind and Behan (1982) to the effect that
immunedisorders (and lett-handedness, also more prevalent in the precocious)
are related to fetal exposure to high levels of testosterone or high sensitivity to
testosterone. Testosterone slows developmentoftheleft hemisphere, which may
lead to enlargementof the right hemisphere, which is presumably involved in the
kind of spatial-visualization ability that is often correlated with exceptional
mathematical reasoning ability. Whatever the merits of this hypothesis, the
essential empirical finding seems an important one in view of the fact that the
relation between allergies and precocity is a within-family correlation. The
incidence of allergies is 15 to 20% higher among the precocious probands than
among their parents and siblings.

Phenylthiocarbamide (PTC) tasting ability. PTC, a synthetic chemical, is of
interest to geneticists because the ability of individuals to taste this chemical
(which is unpleasantly bitter if it can be tasted) is due to a single Mendelian
dominant gene. About 70 percent of European and Asian populations are
“tasters.” Hence, PTC tasting ability is frequently used in determining the
zygosity of twins and as a genetic marker. Two independent studies, with Ns =
122 and 141, have both found that nontasters score significantly higher than
tasters in g and spatial ability, with correlations about .20 (Gentry, Polzine, &
Wakefield, 1985; Mascie-Taylor, McManus, McLarnon, & Lonigan, 1983).
PTC showed no correlation (-.04) with a test of clerical speed and accuracy,
which has a minimal loading on g.

tube shape behaveslike a single-gene Mendeliantrait and hence can be used as a
genetic markerin studies of linkage and pleiotropism. There seemslittle likeli-
hood of assortative mating or cross-assortative mating with intelligence for this
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character, although there remains the possibility of population heterogeneity for

both traits and a consequent between-families correlation. In a study of 122

unrelated college undergraduates (hence between-families), tongue-curling abili-

ty was found to be positively and significantly (p < .05) correlated with verbal

reasoning (r = +.18) and spatial reasoning (r = + .20), but not with clerical

speed and accuracy (r = .03) (Gentry, Polzine, & Wakefield, 1985). As the

authors correctly point out,

The smaller size (about .20) of the significant correlations between genetic markers

_and intelligence . . . does not detract from their importance. Indeed if the

markers are genetically simple and the psychological variables are genetically

complex, small correlations would be expected to occur and can be expected to

point the way to specific genetic contributors to personality and intelligence. (p.

113)

However, we emphasize again that such correlations can have no causal status

unless they are established in a within-families study. If the variables are

significantly correlated within families, then the appropriate studies can be done

to determine whether the correlation is attributable to linkage disequilibrium orto

pleiotropy.

SUMMARY AND CONCLUSIONS

The massive evidenceofsignificant correlations between scores on psychometric

tests of mental ability and a wide variety of physicaltraits shows beyond a

reasonable doubt that the population variance on standard mental tests reflects

latenttraits that are profoundly enmeshed with organismic variables in complex

ways.

The causes of the relationship between individual differences in mental

ability, on the one hand, and individualdifferences in anatomical, physiological,

serological, and biochemical characteristics, on the other, are both numerous and

different for various physical traits. Hence, the causal nature of the correlation

between mental and physicaltraits is often unique and must be studied separately

in each physicaltrait for which such correlation is found. This kind of analysis is

further complicated by the fact that some of the physicaltraits that are correlated

with mental ability are themselves correlated with one another. The causal

pathways therefore do not yield easily to analysis.

The nature of the association between mental and physical traits can be

classified in several waysthat are useful theoretically. These systems of classi-

fication are not all completely independent or mutually exclusive, and any

particular correlation can be classified in various ways.

The association between a mental and a physical trait can be (a) functional, or

intrinsic, and closely related to the biological mechanisms directly involved in
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the mental activity, such as brain anatomy and biochemistry; or it can be (b) a
nonfunctional, or indirect, by-product of a long chain of other causes, often
reflecting cultural values, such as the nonfunctional relationship between intel-
ligence and physical stature.

Another system of classification is the distinction between (a) significant
correlations that occur within families (1.e., correlation between different traits
amongfull siblings), and (b)) correlations that are essentially zero within families
but significantly greater than zero between families. Thefirst classification (i.e.,
(a)) is morelikely to include functional or intrinsic relationships(i.e., (a) above),
while the second classification (1.e., (b) is more likely to include the nonfunc-
tional types of relationships (i.e., (b) above).

Within each of these categories, there arestil] other types of correlation
between mental and physicaltraits.

Within-family correlations are most often explained in terms of

1. genetic linkage (i.e., the genes for different traits having loci in close
proximity on the same chromosome),but this correlation is detectable only
in family pedigree studies or in genetically heterogeneous populations that
are still in a state of linkage disequilibrium for the traits in question

2. pleiotropy (i.e., one gene that affects the development of two phe-
notypically distinct traits)

3. a structure-function relationship whereby performanceis directly dependent
on a particular physical structure or biochemical mediator; and

4. exogenous (not heritable) prenatal or postnatal factors that affect siblings
differentially with respect to the parallel development of both mental and
physical traits.

Between-family correlations (when accompanied by zero within-family cor-
relations) are most often explained in terms of

I. genetic heterogeneity, or genetic stratification, of the population with re-
spect to certain mental and physical traits, making them correlated in a
random sample from such a composite of genetic subpopulations

2. selective mating for each of two genetically independenttraits, usually
because the particular physical and the mental traits both happen to be
valued in a given culture, for whatever reason
assortative mating for each of two distinct traits

4. cross-assortative matingfor bothtraits, that is, a tradeoff between a particu-
lar trait in one mate for a different trait in the other mate (e.g., intelligence
and stature), usually because in the particular culture both traits are per-
ceived as desirable

5. commonenvironment,that is, factors (e.g., nutrition, ordinary childhood
diseases, and the like) that generally affect all of the siblings within a family

O
o
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but may differ between families, and which simultaneously affect both

mental and physical development.

The origins of exclusively between-family correlations must be soughtin the

immediate environment(e.g., nutritional differences, health-care standards) and

in the cultural factors that determine mating preferences.

The origins of within-family correlations, particularly pleiotropy and linkage,

are more obscure and probably must be soughtin the evolutionary history ofa

given population. There may be little or no evident rhyme or reason to a

particular correlation due to pleiotropy (e.g., the positive correlation between

myopia andintelligence) or to linkage. But pleiotropy originates through genetic

mutation, which is a random phenomenon, andso the effects of mutation are

essentially random and without rhyme or reason. However, the pleiotropic

mutations that endure in a population do so throughselection, by virtue of the

incrementin overall Darwinian fitness conferred by the net adaptive effect of the

two or more phenotypic expressions of the pleiotropic gene. Hence there need

not be any obvious or inherently “‘logical’’ or psychologically explainable

connection between the distinct phenotypic characteristics that are correlated

pleiotropically. Their continued existence in the population, however, indicates

that, adaptively, their net effect (i.e., the algebraic sum of their separate positive

or negative effects) has, so to speak, passed the test of natural selection in terms

of fitness. A good case can be made that psychomteric g, the main latent trait

measured by conventional intelligence tests, has evolved as a fitness character

during the course of human evolution.

The significant associations between mental ability and physical traits which

are the most securely established by research are all quite low—their true or

error-corrected values are virtually all represented by correlation coefficients

between about .10 and .40.

Stature (general body size, height, and weight) shows correlations with IQ

averaging close to + .20. This correlation is now so strongly established by such

massive evidence that further demonstrations of it would seem pointless. It

appears to be a between-families type of correlation, most likely attributable to

assortative and cross-assortative mating for stature and intelligence, and proba-

bly also to shared nutritional and health factors within families.

Brain-size correlations with IQ, controlling for overall body size, differ

depending on the precision with which brain size (or the encephalization quo-

tient, which controls for body size) is measured. IQ is correlated with external

head measurements between +.10 and +.20, with intracranial volume about

+ .25 to +.30, and with direct in vivo measurement of the brain by means of

MRI, about + .35. This is probably a structure-function type of correlation, but

this point has not yet been adequately researched to draw any compelling

conclusion.



 

 

PHYSICAL CORRELATES 233

Age of menarche, a developmental variable, is correlated with IQ about
— .20.
Myopia shows a within-family correlation with IQ, which is consistent with

the hypothesis that the well-established population correlation of about + .20 to
+ .25 between IQ and myopia is pleiotropic.

Blood groups \end themselves to genetic linkage studies when significant
within-family correlations are found between particular blood groups and mental
abilities. Research in this vein so far has turned uplittle, but there is some
evidence, surely in need ofreplication, that certain blood groups may be linked
to particular ability factors other than g, such as spatial visualization. There is
stronger evidence that maternal-fetal blood antigen incompatibility, particularly
in the Rh and ABOsystems, is probably related to the afflicted offspring’s
mental development, although only some very small proportion of the total
population variancein IQ is likely to be accounted for by this factor. Serum urate
(uric acid in the blood) level is correlated only about + .10 with IQ, but shows
considerably higher correlations with various achievement indices, suggesting
that it acts as a cortical stimulant affecting intellectual drive more than level of
intelligence per se.

Also reviewed briefly were a numberof other claimed physical correlates of
IQ based on single or very few studies and for which any scientifically worthy
conclusions must awaitreplications. Reports in the literature of particular physi-
cal correlates of mental ability, when not the main aim of a Systematic program
of research, are probably more prone to Type I error than might be expected for
other findings in the general behavioral science literature.
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Chapter 5

Nutrition and Intelligence
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When the environmental factors determining intelligence are considered people
think primarily of cognitive stimulation provided by parents and through educa-
tion. The Head Start programs designed to raise the intelligence of deprived
children concentrated their efforts almost entirely on enhancing cognitive stimu-
lation (Jensen, 1989). It has rarely been considered that nutrition might be a
major environmental determinantofintelligence. Nutrition is not even indexed in
Sternberg’s (1982) 1000-page Handbook of HumanIntelligence. It is the thesis
of this chapterthat nutrition is a more important determinant of intelligence than
has hitherto been generally recognized. The thesis rests on four propositions to
the effect that

|. there is a range of different kinds of evidence indicating a causal effect of
the quality of nutrition on intelligence

2. the quality of nutrition is a significant determinantof brain growth andsize
3. brain growth andsizeare themselvessignificant determinants of intelligence
4. nutritional supplements increase intelligence.

243



 

244 LYNN

Thefirst sections of this chapter are concerned with the establishment of these

four propositions. The next section presents the argument that improvements in

nutrition have been the major factor responsible for the increases in intelligence

which have taken place in a number of countries during the last half century.

Finally, the last section considers the contribution of nutrition to the differences

in intelligence between blacks and whites.

NUTRITION AND INTELLIGENCE

There are several lines of evidence showing an effect of the quality of nutrition

on intelligence. The principal problem in demonstrating a causal effect of

nutrition on intelligence is that poor nutrition is generally associated with a

number of other disadvantageous conditions such as a generally poor environ-

ment and possibly poor genotypes for intelligence. It is therefore necessary to

isolate the effect of nutrition by providing controls for these confounding influ-

ences. There are four principal kinds of study by which this has been done.

1. Matched control groups. A good representative study is that of Stoch,

Smythe, Moddie, and Bradshaw (1982). Their subjects were 20 marasmic babies

from the colored population in South Africa. The babies were matched with 20

well-nourished infants whose mothers were of the same socioeconomic status

and had the same meanIQ and head circumference. The two groups were tested

at the age of 16 years. At this age the poorly nourished (marasmic) group had a

smaller head circumference (51.7 cm vs 54.6 cm) and a lower mean IQ (56.0 vs

73.5). The study suggests that poor nutrition adversely affects both brain size and

IQ. It might, however, be possible to object that the control group did not

provide a perfect match to the malnourished group. For instance, the control

group children came from two-parent families while the malnourished group

came largely from one-parent families and there could have been other subtle

differences not captured by the matching. These possibilities illustrate the diffi-

culty of obtaining control groups for malnourished children that will satisfy the

determined sceptic.

2. Sibling controls. A number of studies of the effects of malnutrition on

infants have usedsiblings as controls for the effects of genetic and environmental

factors. The methodologyis to find an infant suffering from malnutrition and an

unaffected sibling and test for intelligence someyearslater. A study ofthis type

by Birch, Pineiro, Alcalde, Toca and Cravioto (1971) took 37 malnourished

infants age 6-30 months suffering from kwashiorkor in Mexico. These and their

unaffected siblings were tested with the WISCat the age of approximately 10

years. At this age the malnourished children obtained a mean IQ of 68 and their

siblings a mean of 81. The use of sibling controls provides reasonably convinc-

ing evidence for a permanenteffect of undernutrition on subsequentintelligence,
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but even here it is possible to argue that the malnourished sibling has been
subjected to other adverse experiences in addition to the poor nutrition.

3. Adoption studies. This methodology employs adopted infants who have
experienced different nutrition but were reared in the same environments. A
good study is that of Winick, Meyer, and Harris (1975) of Korean infants
adopted by American parents. One hundred and eleven Korean female babies
were Classified into three groups of malnourished, moderately nourished, and
well nourished on the basis of their height and weight. They were placed with
American adoptive parents before the age of 3 years. The mean IQs of the 3
groups at the age of around 10 years were 102 (malnourished), 106 (moderately
nourished), and 112 (well nourished), the difference between groups | and 3
being statistically significant. A determinedcritic might argue that the three
groups differed genotypically but it seems unlikely that this would be the case
and the results are most plausibly explained in terms of a permanently adverse
effect of poor nutrition in infancy on subsequent intelligence.

4. Identical twin studies. Probably the most persuasive evidence for an effect
of nutrition on intelligence comes from studies of identical twins with different
birth weights. It is not uncommonfor identical twins to have different birth
weights. Wherethis occurs it is normally due to the heavier twin having received
better nutrition during the stage of fetal growth from the mother’s placenta
(James, 1982). Eight studies of this kind have shown that when such twin pairs
are intelligence-tested between the ages of 5-15 years the heavier obtains a
higherIQ thanthe lighter. One ofthe first of these is a little known study carried
out in Japan by Takuma (1968). He reported data for 269 MZ twins with a mean
birthweight of 2260g. In 106 cases the birthweights were approximately equalto
within 100g. But in 80 cases, 30 per cent of the sample, the birthweights differed
by more than 300g and in 35 cases by more than 500g. There wasa statistically
significant tendency for the heavier twin at birth to walk andtalk sooner than the
lighter and to have a higherIQ atthe age of 12 years. The paper doesnotreport
figures for the mean IQs of the heavier and lighter twins.

The results of seven studies from the United States and Denmark are summa-
rized in Table 5.1. It will be seen that all the results show that the heavier twin
has the higher IQ and there can be no doubtofthe overall statistical significance
of the effect. The particular interest of these studiesis that they isolate the quality
of prenatalnutrition as a significant factor affecting later intelligence, sinceit can
be assumedthat identical twins would receive the same nutrition after birth. It
might be expected that any prenatal deficiency in nutrition would be compen-
sated for in infancy but this is apparently not the case. Prenatal nutritional
deficiencies must have permanently damaging effects on the growth of the brain
that cannot be compensated after birth. The magnitude of the effect howeveris
quite small, amounting only to 3.4 IQ points.

These four kinds ofstudy indicating adverse effects of suboptimalnutrition on



246 LYNN

Table 5.1. Studies of MZ Twins Where the Heavier Twin at Birth

Obtained a Higher IQ in Childhood. Asterisks Denote Statistical

Significance at p < .05.

  

Age at /Q

Authors N Testing Test Difference

Churchill, 1965 22 5-15 WISC 4.3*

Kaelber & Pugh, 1969 44 6-16 Various 2.5

Scarr, 1969 25 6-10 Draw a Person 9.0*

Babson & Phillips, 1973 9 13 WISC Verbal 8.7*

Fujikura & Froehlich, 1974 11 4 Stanford Binet 4.7

Fujikura & Froehlich, 1974 15 4 Stanford Binet 1.9

Henrichsen, Skinhoj, & 14 13 WISC 3.6*

Andersen, 1986

 

intelligence are together quite strong. But before concluding this section it is

necessary to mention the doubt that has been thrown on this association by the

study ofthe effects of the Dutch World War Twofamine (Stein, Susser, Saenger,

& Marolla, 1972). For six monthsin the winter and spring of 1944-45 there was

a severe shortage of food in the western Netherlands. The food ration was

reduced to 1144 calories and 34g of protein per day. Males conceived and born

immediately before, during, and after the famine were intelligence-tested ap-

proximately 19 years later when they were conscripted into the Dutch army. At

this time there were no IQ differences between these young men andthose from

other parts of the Netherlands unaffected by the famine.

Although this study has sometimes been consideredto rule out adverse effects

of maternal and early nutritional deficiencies for later intelligence, there are two

reasons whyit does not conclusively disconfirm the theory. Firstly, although the

calorie and protein intakes were low the intakes of the essential vitamins,

minerals, and other nutrients may not have been critically lower than in other

parts of the Netherlands. Secondly, the famine wasofrelatively short duration.It

is possible that women store essential nutrients and can release them during

pregnancy for the use of the fetus during times of shortage. Alternatively, it is

possible that the fetus or young infant can recover from relatively short period

of suboptimal nutrition. These considerations make the evidence of the Dutch

famine less damaging than has sometimes been supposed to the thesis that the

nutrition received by the fetus or infant is an important determinantofintel-

ligence. Taking the evidence reviewedin this section as a wholeit is considered

that there is a strong case that suboptimal nutrition impairs intelligence.

NUTRITION AND BRAIN GROWTH

The reason that the quality of nutrition is a determinantof intelligence is that the

nutrition received by the fetus and child determines the neurological develop-

ment of the brain and this in turn affects intelligence. For optimum growth the
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brain requires sufficient calories and protein. An inadequate intake of calories
leads to marasmus andof protein to kwashiorkor, and both of these can cause
mental defect or even death. In addition to calories and protein, there are 45
nutrients which are necessary for the growth and maintenanceofthe body. These
essential nutrients fall into five groups comprising vitamins, amino acids, miner-
als, trace elements, and other compounds andare set out below:

* Vitamins: A, BI (Thiamine), BS, B12, C (Ascorbic acid), D, E, K, Folic
acid, Nicotinic acid, Pyridoxine, Riboflavin, Biotin, Pantothenic acid.

¢ Amino Acids: Arginine, Histidine, Isoleucine, Leucine, Lysine, Methionine,
Phenylalanine, Threonine, Tryptophan, Valine.

¢ Minerals: Calcium, Chloride, Magnesium, Phosphorus, Potassium, Sodium.
¢ Trace Elements: Cobalt, Copper, Chromiun, Iodine, Iron, Manganese, Mo-

lybdenum, Zinc, Selenium, Nickel, Tin, Vanadium.
* Other compounds: Polyunsaturated fatty acids, Choline, Inositol.

Thirty-eight of these 45 essential nutrients are known to be necessary for the
neurological developmentof the brain. There is some doubt aboutthe remaining
7 which consist of Molybdenum, Selenium, Nickel, Tin, Vanadium, Chromium,
and Vitamin K (Rajalakshmi & Ramakrishnan, 1972).

Insufficient intakes of calories, proteins, or any of these 37 essential nutrients
retards the neurological development of the brain. The principal adverse effects
on the brain are reductions in brain size, the numberofbrain cells, the growth of
dendrites, and the myelinisation of neurones (Dobbing & Sands, 1985; Dobbing,
1984, 1987). The principal ways in which these adverse effects can be demon-
strated are through work on experimental animals, autopsies on undernourished
humans, and studiesof the effects of suboptimal nutrition on brain size estimated
from head circumference. An example of experimental work on animals showing
these effects is the study by Clark, Zamenhof, Van Marthens, Grauel, and
Kruger (1973). They put pregnantrats on a calorie-deficient diet and foundthat
the offspring had significantly reduced brain weight, DNA, protein content, and
thickness of the cerebral cortex.

Similar results have been obtained from autopsy studies of malnourished
humans. Brown (1965)reports data for autopsies of 96 malnourished children up
to the age of 15 in Kampala compared with 104 adequately nourished children.
The brain weight of the malnourished group was 87.6% ofthat of the adequately
nourished group. Further studies reporting that malnourished children have
reduced brain size have been reported in Chile, Jamaica, India, and the United
States (Winick, Rosso, & Waterlow, 1970: Naeye, Diener, & Dellinger, 1969;
Parekh, Pherwani, Udani, & Mukherjee, 1970).

It has also been shownin a numberofstudies that poor nutrition in pregnant
women causes them to have low birth-weight babies (Stein & Susser, 1987).
These babies have reduced length and headsize, generally measured by head
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circumference. Headsize is correlated at a magnitude of approximately 0.8 with

brain size (Brandt, 1978), so that poor nutrition in the mother adversely affects

the size of the baby’s brain. Small brain size is in turn associated with reduced

intelligence (Van Valen, 1974; Lynn, 1989). It has been shownthat nutritional

supplements given to poorly nourished pregnant womenincrease the weight and

head size of their babies (Stein & Susser, 1987).

The growth of the brain takes place largely prenatally and during early

childhood. The normal brain weight at birth is about 350 grams, a little more

than a quarter of the brain weight of adults which is about 1,300 grams. By the

age of 5 years average brain weight is about 1,200, so that about 90% of brain

growth has taken place by this age. Most of the neurological growth of the brain

also takes place in the first five years of life, for example, the growth ofcells,

myelinization of neurones, and development of axons and dendrites (Dobbing,

1984, 1987). These growth processes require a supply of the essential nutrients

and if these are suboptimal the neurological development of the brain is im-

paired. The prenatal stage and the first five years of infancy are therefore the

crucial period during which adequate nutrition is necessary for brain growth.

BRAIN SIZE AND INTELLIGENCE

Wehaveseenthat the quality of nutrition is a determinantofintelligence and also

of brain growth andsize. It remains to be shownthat brain growth andsize are

determinants of intelligence. The simplest measure of brain growth andsize is

the circumference of the head and hence a positive association between head

circumferenceandintelligence would be expected. I have found 12 studiesofthe

relationship between intelligence and head circumference or of the cephalic

index, an alternative measure of head size. All 12 obtained low butstatistically

significant correlations lying between .10 and .35. Thestudies, subjects, and the

correlation coefficients are as follows: 4,500 British children, r = .11 (Pearson,

1906); 1,000 British studies, r = .10 (Pearson, 1906); 935 Bavarian soldiers,

r = .14 (Pearl, 1906); 326 French farmers, r = .23 (Schrieder, 1968); 2.071

Belgian conscripts, r = .13 (Susanne & Sporog, 1973); 334 American boys,

r = .35 (Weinberg, Deitz, Penick, & McAlister, 1974); 26,760 American

children, r = .14 (Broman, Nichols, & Kennedy, 1975); 600 American chil-

dren, r = .18 (Murdock & Sullivan, 1923); 415 British adults, r = .14

(Passingham, 1979); 302 Polish students, r = .14 (Henneberg, Budnik,

Pezacka, & Puch, 1985); 2,023 American 7-year-olds, r = .23 (Fisch, Bilek,

Horrobin, & Chang, 1976); 310 British children, r = .18 (Lynn, 1989). These

correlations are quite low but they shouldbe raised by correction for unreliability

of the intelligence tests and of head circumference as a measure ofbrainsize.

The consistently positive correlations found in all studies can leave no doubt

about the existence of an association between intelligence, the size of the head,

and the size of the brain inside the head.
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NUTRITIONAL SUPPLEMENTS

If nutrition is a significant determinant of intelligence, it should follow that
nutritional supplements given to poorly nourished pregnant womenandto chil-
dren with nutritional deficiencies should produce IQ increases. There are several
studies showing that this is the case. In the United States Kugelmass, Poull, and
Samuel (1944) administered nutritional supplements to poorly nourished Q—
4-year-olds and obtained an increase of 18 IQ points. Harrell, Woodyard, and
Gates (1955) administered supplementary diets of thiamine, riboflavin, niacin,
and iron to 1,200 pregnant women of poor economicstatus in Virginia. Their
children were intelligence-tested at the age of 3 and had higher IQs than a
matched control group. Oski and Honig (1978) found extensive iron deficiency
in a group of24 infants aged 9-26 months in New York. Half of them were given
iron supplements and registered gains in mental and physical development as
compared with the remaining half which served as the control groups. Further
studies showing increases in intelligence and physical development in anemic
children following iron supplements are reviewed by Evans (1985). Increases in
intelligence of 3.5 IQ points have also been reported among children deficient in
vitamin C following supplementation with orange Juice (Kubala & Katz, 1960).
Mostofthese studies have been carried out on infants, but Benton and Roberts
(1988) have reported a 9 IQ point gain in nonverbal reasoning among normal 12—
13-year-old British children given a multivitamin and mineral supplement over
an 8-month period.

NUTRITION AND THE SECULAR RISE OF INTELLIGENCE

In the last few years it has becomeclear that the intelligence levels of the
populations in a number of economically advancednations have risen considera-
bly over the course ofthelast half century. The evidenceis reviewed in Lynn and
Hampson (1986) and Flynn (1987). Broadly the magnitude of the increase is
about 3 IQ points per decade butthere are quite wide divergences ranging from
increases of about 1 IQ point per decade in some studies to as much as 7 IQ
points per decade among military conscripts in the Netherlands over the period
1952-1982 (Flynn, 1987).

Oneofthe interesting features of these secular increasesin intelligence is that
the nonverbal and visuospatial abilities have been increasing at a faster rate than
the verbal and educational abilities. Thus the performance IQ of the Wechsler
tests has shown increases of approximately 4 IQ points per decade over the
period 1932-1978 in the United States, while the verbal IQ has shownincreases
of only 2 IQ points per decade (Flynn, 1984). Faster rates of increase of the
performance IQs as compared with the verbal have also been found in Japan,
France, Austria, and West Germany (Flynn, 1987). These differential rates of
increase as between the nonverbal and verbalabilities are picked up using several
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different kinds of test. In Britain we have found that the mean IQs of 9-11 year

olds on Cattell’s culture-fair test (a visuospatial and nonverbal reasoning test)

have increased by 2.5 IQ points per decade over the period 1936-1986. On the

other hand the verbal-educational test used in the Scottish surveys of 1932 and

1947 has registered an increase of only 1.1 IQ points per decade over the period

1932-1986 and vocabulary assessed by the Mill Hill vocabulary scale has

increased by aslittle as 0.5 IQ points per decade over 1943-1979. The rate of

increase for Raven’s Progressive Matrices in Britain falls between that of the

Cattell test and the verbal-educational tests at 1.9 IQ points per decade over the

period 1936-1949. The PM is a reasoning test that combines both nonverbal and

verbal abilities and hence the rate of increase falls about halfway between the

visuospatial culture-fair test and the verbal-educational Mill Hill vocabulary and

Scottish survey tests (Lynn & Hampson, 1986; Lynn, Hampson, & Mullineux,

1987; Lynn, Hampson, & Howden, 1988).

Towards the extreme of the verbal-educational abilities stands the American

Scholastic Aptitude Test (SAT). This is atypical in showing a decline in means

over the period from the early 1960s to 1979 followed by a rise from 1980-1985

(Zajonc, 1986). Here the small increases found in Britain on verbal-educational

tests have actually turned negative. Some ofthis decline and rise of the SAT may

be due to secular trends in family size, as Zajonc (1986) argues, although the

contribution of this variable appears to be quite small. The cognitive skills tested

by the SATare taught in schools and are probably sensitive to changes in the

taught curriculum andalso in school students’ motivation, as suggested by Jones

(1981). These cognitive skills can be usefully described as crystallized educa-

tional abilities. There is some evidence for a secular decline in mathematical

abilities in Norway (Flynn, 1987) which parallels the decline in the SAT in the

United States.

The reasons for the rather considerable secular increasesin intelligence have

proved a puzzle to students working in this field and no explanation for the

increases has yet been offered. The present thesis is that the increases are due

virtually entirely to improvementsin nutrition. The arguments for this thesis are

as follows:

1. In the 1930s substantial proportions of the populations in the economically

developed nations obtained suboptional nutrition. In Britain 87% of children had

symptomsof rickets due to vitamin D deficiency and 90% had inadequate intakes

of calcium (Board of Education, 1931; Orr, 1936). Similar widespread nutrition-

al deficiencies were present in the United States and Japan (Palmer, 1935,

Takahaski, 1966). The inadequate nutrition impaired physical growth, height,

and neurological development of the brain, and also intelligence, as shown in

earlier sections of this chapter.

2. With the considerable increases that have taken place in living standards

overthe last half-century people have been able to buy more nutritious foods. For

instance, in Japan from 1960 to 1980 there were per capita increases of 300% in
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meat and dairy products, of 20% in fish, and of 100% in fruit and of 50% in
vegetables (Takahashi, 1986).

3. As a result of these improvements in nutrition average heights have
increased overthe last half-century by approximately | standard deviation, i.e.
by just about the same amount as intelligence has increased (Van Wieringen,
1978).

4. Increases in head size andbrain size of approximately | standard deviation
have also taken place overthe last half-century (Ounsted, Moar, & Scott, 1985).
For these reasons it is proposed that the nutrition thesis provides an adequate
account of the secular increase in intelligence.

Furthermore, it is doubtful whether any credible alternative theory for the
secular increases in intelligence can be formulated. The principalrival theory is
that the increases have been due to improvementsin cognitive stimulation. There
are four principal objections to the cognitive stimulation thesis. Firstly, there is
no direct evidence to show that any improvements in the cognitive stimulation of
children have taken place overthe last half-century and perhaps noparticular
reason to suppose that any such increases have occurred.

Secondly, improvements in cognitive stimulation would be expected to act
more strongly on the verbal and educational abilities taught by parents through
gamesand in conversation and by schools. Yet, as has been noted, the verbal or
educational abilities have shown quite low rates ofincrease. It is the nonverbal
and visuospatial abilities that are less subject to cognitive stimulation that have
shownthe greatest rates of secular increase. The greater rate of secular increase
of the nonverbal and visuospatial abilities is explicable in terms of the nutrition
theory. For some reason the nonverbalabilities are more vulnerable to nutritional
deficits. The evidence comes from twostudies of identical twins with differing
birth weights. Willerman and Churchill (1967) reported data from 27 suchpairs.
The twins were given the WISCat a mean age of 9.6 years. The performance IQ
of the lighter twin was 5.3 points lower than that of the heavier, but there was
only 0.4 points difference on the verbal scale (this difference is statistically
significant). A similar result has been reported by Hendrichsen, Skinhoj, and
Andersen (1986) for 14 Danish identical twins with different birth weights given
the WISC at a mean age of 13 years. There was no difference between the
heavierandlighter twins on the verbal scale but a 7.1 IQ point difference in favor
of the heavier twin on the performancescale. Further evidence of a similar kind
comes from Taub, Goldstein, and Caputo’s (1977) study of 38 light birth-weight
babies. These babies who weighedless than 2,500 grams (5.5 pounds) at birth
were tested with the WISC-Ratthe age of 8 years. Their verbal IQ was normal
but their performance IQ was significantly impaired by approximately 11 IQ
points. EEG studies have shown that the right hemisphere, the locus of the
visuospatial abilities, is more vulnerable to malnutrition than the left, particularly
in the region of the temporallobe (Bartel, 1976). What these studies suggest is
that the poorquality of nutrition in the 1930s exerted a differential depression on
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the nonverbal and visuospatial abilities measured by the Wechsler performance

scale. This is why it is these abilities that have shown the greatest increase as

nutrition has improved over the last half-century.

A third argument against a cognitive stimulation theory of the secular in-

creases in intelligence is that the increases have occurred among very young

children. The Griffiths scale of mental developmentis an intelligence test for 0-2

year olds measuring locomotion progress, personal-social behavior, and vocab-

ulary. The test was standardized in Britain in 1950 and in 1980 a nationally

representative sample wastested. The mean IQ hadrisen 10.2 IQ points over the

30-year period, almost exactly the rate of increase ofintelligence foundfor older

children and adolescents. Even infants in the first few monthsoflife showed the

same accelerated development (Hanson, Smith, & Hume, 1985). Studies in the

United States using the Bayley scales of infant development have also shown a

similar secular trend of faster motor development among |-year-old infants over

the last half-century (Knoblock, Stevens, & Malone, 1980; Capute, Shapiro,

Palmer, Ross, & Wachtel, 1985). These secular increases in motor and mental

development among infants in the age range of 6-24 months throw doubt on

possible improvements in cognitive stimulation as the factor responsible for the

intelligence increases among later age groups. It is questionable whether cogni-

tive stimulation has much effect on the motor developmentof |-year-olds. The

increases in development quotients at these early ages suggest a secular neuro-

logical improvementin brain function and bring us back to nutrition as the most

plausible factor responsible for the secular increases in intelligence.

A fourth argumentagainst cognitive stimulation theory is that the beneficial

effects of cognitive stimulation on intelligence tend to fade away to nothing some

years after the cognitive stimulation has ceased. This has been found in the Head

Start programs where the gains of young children do notlast into adolescence

(Jensen, 1989), and the sameis true of the intelligence gains made by children

adopted and reared in middle-class families (Scarr, 1984). In contradiction to

these fadeouts, the secular gains in intelligence are not merely a temporary

accelerationof intelligence among children but are registered among 25—34-year-

olds (Wechsler, 1974). This is what would be expected if the increases in

intelligence are due to improvementsin the neurological developmentandsize of

the brain.

There is another possible theory of the secular increase of intelligence that

deserves a brief consideration and this is that it could be due to a decrease in

inbreeding resulting from increased urbanization and migration. It is known that

inbreeding depresses the intelligence of children (Bashi, 1977, Jensen, 1983).

However, the magnitude of the depressant effect is relatively small and amounts

to only about 4 IQ points in the offspring of first cousins. Furthermore, although

inbreeding decreases generalintelligence and the verbalabilities, it increases the

visuospatial abilities, suggesting the operation of recessive genes for these

abilities (Jensen, 1983). Any decrease of inbreeding over the last half-century
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should therefore have brought abouta rise of the verbal abilities and a fall of the
visuospatial abilities. Yet, as has been noted, it is the visuospatial abilities which
have shown the largest gains over the last half-century. This makes it very
doubtful whether any possible decreasein inbreeding can have been a significant
factor in the secular increasesin intelligence.

NUTRITION AND BLACK-WHITE DIFFERENCES
IN INTELLIGENCE

The mean IQ of blacks is about 15 IQ points lower than that of whites in the
United States (Jensen, 1980) and about 10 IQ points lower in Britain (Mackin-
tosh & Mascie-Taylor, 1985). This is about the amount by which mean IQs have
increased in the economically advanced nations duringthelast half-century. If
nutrition is the major factor responsible for the secular increase in intelligenceit
seemsreasonable to suppose that nutrition may also make a significant contribu-
tion to the black-white difference.

None of the leading students of the problem of the black-white difference in
intelligence attaches any credenceto the possibility that differences in nutrition
make any substantial contribution to the difference in mean IQ (Jensen, 1980;
Flynn, 1980; Mackintosh and Mascie-Taylor, 1985; Scarr, 1984). These writers
have probably underestimated the effects of poor nutrition on the black-white
difference in intelligence. Possibly the best source of data on this questionis the
Broman, Nichols, and Kennedy (1975) investigation of approximately 14,000
black and 12,000 white mothers and their babies in the United States around the
year 1970. The black and white mothersdiffered by approximately 12 IQ points.
The black mothers were approximately representative of the black population for
socioeconomic status, but the white mothers were somewhat below the average
SES of American whites, so the differences between the two samples understate
the true differences in the base populations. During pregnancy 9% of the white
mothers and 34% of the black were anemic. This indicatesinsufficientiron in the
diet and is probably representative of general suboptimal nutrition for a number
of other essential nutrients. At birth the black infants were on average smaller
than the white in terms of weight, length, and head circumference, again
indicating a greater prevalence of suboptimal nutrition in their mothers. At the
age of 4 years the black children had achieved parity with the whites with respect
to weight, height, and head circumference, possibly as a result of the faster
maturation rates of blacks which has often been reported. Howeverat the age of
4 years the mean IQs were 91.3 for blacks and 104.5 for whites, a disparity of
13.2 IQ points.

Some indication of the contribution of poorer nutrition in blacks to this
difference can be obtained from a comparison of the IQs of the children of
anemic and nonanemic mothers. The IQs differed by approximately 3.5 IQ
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points. This is a fairly small differential and furthermore only abouta third ofthe

black mothers were anemic. The results seem to suggest that anemia can only

make a small contribution of the order of 1-2 IQ points to the black-white

difference in intelligence. There may however be a numberof other nutritional

deficiencies in blacks not captured in the Broman, Nichols, and Kennedy study

andit is possible that the contribution of suboptimalnutrition to the low black IQ

may be greater than is generally appreciated.

CONCLUSIONS

The objective of this chapter has been to establish that nutrition 1s a more

important determinant of intelligence than is generally recognized. It has been

argued that there is a variety of lines of evidence to show that the quality of

nutrition determines the growth and size of the brain and that these in turn

determineintelligence. Improvementsin nutrition have probably been the major

factor responsible for the increases in intelligence that have taken place in a

numberof countries over the last half-century, and suboptimal nutrition may well

be a more importantfactor depressing the mean IQ ofblacks in the UnitedStates,

Britain, and elsewhere than has hitherto been appreciated.

There was everything to be said for the objective of the Head Start programs

designed to raise the IQs of children of low intelligence. It is generally recog-

nized that the results of these programs have been disappointing and thatlittle

permanent increasesof intelligence have been obtained (Jensen, 1989). One of

the objectives of this chapter has been to establish the reason for these disap-

pointing results. It is because the Head Start people thought it was possible to

raise intelligence by cognitive stimulation. This was a mistake. It is quite

possible to raise intelligence—this is shown by the 15 IQ point rise that has taken

place in many countries overthe last half-century. But it seems probable that the

way to raise intelligence is not by giving more cognitive stimulation in nursery

schools but by providing better nutrition for pregnant women and young chil-

dren.It is time to think seriously about the practical policies through whichthis

could be achieved.
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Chapter 6

Intelligence, EEG,
and Evoked Potentials

I. J. Deary and P. G. Caryl

Department of Psychology
University of Edinburgh

Scotland

INTRODUCTION

The recent interest in what has been termed the biology ofintelligence (Mackin-
tosh, 1986; Deary, 1988a) hasled to a revitalization of the search for EEG and
AEPcorrelates of cognitive ability. It was not long after Berger’s discovery that
brain electrical potentials could be measured via scalp electrodes that those
psychologists interested in individual differences in intelligence sought EEG
variables that correlated with scores on IQ-type tests. The enterprise was begun
on little more than the premise that, since IQ tests and EEG traces both have
something to do with brain functioning, then aspects of the latter might correlate
with the former. A familiar, more detailed hypothesis has been that EEG or AEP
indices might confirm the impression that more intelligent subjects are mentally
somewhatfaster.
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The IQ-EEG area has such a long history that review articles were being

written in the 1960s (e.g., Vogel & Broverman, 1964), and many present-day

psychologists interested in the bases of intellectual functioning have felt able to

make pronouncements on the state of the endeavor (Mackintosh, 1986; Howe

1988a, b; Dreary, 1988b). These accounts are brief and selective, and fail to give

the reader a full impression of the range or complexity of the work. More

extensive accounts cover only specific topics (e.g., Oswald & Roth, 1974)orfall

short of providing enough information to allow an evaluation (e.g., Eysenck &

Barrett, 1985). This chapter attempts to cover different aspects of IQ-EEG

studies in some breadth as well as depth. Five empirical sections describe,

largely in chronological order, studies that correlated ability scores and EEG or

AEP indices. The first section examines those studies that used nonaveraged

EEGor nonaveraged evoked responsesas the basis of their analysis. The second

section presents studies involving averaged evoked potentials (AEPs); Fourier

transformation of AEPsis dealt with in the third section, and the fourth section

looks at AEP variability. Because of the focus on measures of AEPs in much

recent work on the biology of intelligence, the second and fourth sections are

extensive, and form the backbone of the review. The fifth section discusses

studies in which measures ofbrainelectrical activity have been correlated with

abilities which, although relevant for a discussion of intelligence, are relatively

narrow. Because oflimitations of space, we have notattempted to includein this

section any coverage of the vast literature on the relationship between AEP

components such as P300 and simple cognitive tasks. We have attempted to

provide a representative survey of the area, emphasizing recent results and

techniques,for those interested in human intelligence. We have optedfora style

that presents most of the experimental details of each study and then offers

comment and, where possible, integration with other studies. The chapter is

intended to be an antidote to discussions focusing primarily on a subset of

positive or negative IQ-EEG studies and ignoring the rest. Our chronological

approach allows us to highlight successful past studies that have not been

followed up. By offering a detailed précis of studies we can show that very few

may be compared directly, because it is rare to see two studies using the same

variables—so-called ‘‘failures to replicate’ a positive or negative result often

involve failures to replicate exactly the original methodology. This is not usually

due to experimenters’ perversity; it is a result of there being innumerable (often

apparently equivalent) waysto stimulate (or not) the subject and to record and

analyze the EEG, and, as we know, large numbersof IQ tests.

NONAVERAGED EEG MEASURES

Knott, Friedman, and Bardsley (1942) studied the relationships among alpha

rhythm, age, and intelligence in normal children. Because the frequency of the

alpha rhythm is 4Hz at 3 months and reaches the adult frequency of 7.5 to 12.5
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Hz at 10-12 years, they inquired whether the change was due to mental or
chronological age. They studied 49 8-year-olds (in three subgroups with IQ
ranges 30-71, 74-102 and 100-171) and 42 12-year-olds (in three subgroups
with IQ ranges 56-119, 104-145, 99-153). Using monopolar recording to the
mid-occiput, continuous EEG was taken for 5 minutes with subjects’ eyes
closed. Potential changes falling within the 7.5 to 12.5 Hz range were countedas
alpha rhythm potentials, and the numberof these falling in 10 randomly selected
seconds wasaveraged to give the alpha frequency. The percentageof time with
alpha in a 3-meter sample was termed the alpha-index. Using the Stanford-Binet
(and Kahlman-Binet for the lowest IQ levels) ANOVAtesting was significant
across subgroups of 8-year-olds for both measures. On paired testing of sub-
groups the upper twodiffered significantly on alpha frequency andthe lower two
on alpha index. Correlation between alpha frequency and IQ in 8-year-olds was
+0.50 (p < .01) and that between IQ and alpha index +0.23 (ns). In this
narrow age range alpha frequency wasnot correlated significantly with chrono-
logical age. Within subgroups correlations revealed that significant alpha
frequency-IQ correlations were obtained in the low IQ subgroup (n = 9, r =
+ 0.63) with the correlations in the other two subgroupsbeing zero. On retesting
the EEG of 27 of the 8-year-olds, selected from the three subgroups, the IQ-
alpha frequency correlation was +0.66.

Twelve-year-olds had mid-occipital as well as midmotor area EEG sampled.
Two 30 cm strips of record were examined, one nearthe beginning and one near
the end ofthe record, and only alpha frequency wasrecorded. Stanford Binet IQ,
taken one year prior to the EEG recording, correlated with alpha frequency at
— 0.08 and +0.12 in the motor and occipital areas, respectively. Knott et al.
Suggest that the difference in correlation between groups could be explained
either by sampling error (i.e., the true correlation in both groups is the same,
either significantly positive or zero, and one of them is extreme) or by the fact
that the EEGhasstabilized by age 12 and doesnot index individual differences in
intelligence. However, the authors fail to mention that the significant results in
the 8-year-old group were found in an IQ range that was notpresent in the 12-
year-old group, making a comparison impossible.

Shagass (1946) found a correlation of —0.0] 8 between scores on the 80-item
Royal Canadian Air Force Classification Test and alpha frequency in 1,100
aircrew in training aged 18-33. Alpha frequency was estimated by counting the
number of 8 to 13 Hz wavesin 10 to 30 separate half second segments of each

tion between alpha frequency and cognitive ability.
Kreezer and Smith (1950) measured alpha frequency, alpha index, and ampli-

tude in 46 male subjects, with mental ages from 3-10 years, from a schoolfor
mental defectives. All subjects were over 16 years of age, and had at least one
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relative also showing mental deficiency. The Stanford Binet was used to assess

intelligence. The authors obtained 10 subjects in each of the mental age bands 7—

8, 8-9, and 9-10 years, with fewer in year-bands from 3 to 7 years. Noneofthe

correlations with mental age was significant (alpha frequency +0.323, ampli-

tude +0.128, alpha index +0.162), although the first only just failed to reach

the significance. Alpha frequency was negatively correlated with chronological

age (— 0.322, also ns).

Mundy-Castle (1958) correlated alpha frequency and alpha index (the per-

centage of occipital alpha rhythm greater than 5uV in an EEG strip of 100

seconds) with the Wechsler-Bellevue Intelligence Test scores. The study was

post-hoc, the data having been collected for other purposes, and the time

between the two procedures was up to 18 months. Of the 34 subjects, whose

mean age was 24 years, 23 had or would receive degrees and the mean IQ was

126.5 (range 112-135). Despite these methodological flaws, the alpha

frequency-IQ correlations were + 0.417, +0.403 and +0.507 for Verbal,

Practical, and GeneralIQ respectively, and only one near-zero correlation wasin

the wrong (negative) direction between alpha frequency and the 11 IQ subtests.

Correlations between IQ measures and alpha index were inconsistent, although

the correlation with Verbal IQ was + 0.333. Mundy-Castle and Nelson (1960)

replicated the above findings between alpha frequency and intelligence using a

remote South African white laborer group, ‘‘the members of which are charac-

terised by a high degree of behavioural uniformity and generally low intel-

ligence.’’ The report has few details, but 96 subjects had 7-site EEG recordings

and 55 of these individuals were tested on the Wechsler Adult Intelligence Scale

(WAIS; mean 75, SD 15). The correlation between alpha frequency and IQ was

+ 0.34 (p < .01), and this was unchanged with age held constant. The study has

insufficient detail for critical evaluation, but the finding that 51% of the subjects

had abnormal EEGs, mostly bilateral shifting foci from the temporal lobes, adds

to the consensus that very low IQ or brain-damaged groups are the easiest in

which to demonstrate an EEG-IQ correlation.

Netchine and Lairy (1960) studied the EEG of 209 children (aged 5—12 years)

attending hospital EEG departments; their sample included a high proportion of

low IQ subjects. EEG frequencies were related to age (2-year bands) and “*Q.I.”’

(Binet-Simon, Terman-Merrill, or WISCtests) in the following bands: IQ 75 and

below, IQ 75-100, and IQ > 100. Children in the highest IQ group had higher

frequency occipital EEG than those in the two lower groups. All three groups

showed an increase in mean frequency with age, but in the lowest IQ group,

frequencies in the 56-year-old members were elevated compared with those of

older children in the same group. Percentage of occipital theta activity declined

with age, especially in the highest IQ group. The Spearmancorrelation between

occipital EEG frequency and IQ ranged from — 0.34 (5-6 years) to +0.38 (1I-

12 years). Parietal and Rolandic EEG showed similar, but less marked, trends.

(The authors also present an index of the amplitude of occipital EEG relative to
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parietal and Rolandic EEG; this index does not clearly differentiate either age-
bands or IQ groups, since it shows nonmonotonic changes with respect to both
age and IQ,and so appears to havelittle to recommendit.) Apart from the trend
for increased EEG frequency with increased intelligence, seen previously, the
most importantresult in this study is the aberrant (high-frequency) EEG of the
youngest subjects in the very low IQ group.

Vogel, Kun, Meshorer, Broverman, and Klaiber (1969) obtained EEG in 90
mental retardates (45 with abnormal EEG) taken at a mean age of 21.5 years.
Mentalage wasassessed on admissionto theinstitution (mean age 11-12 years),
when the EEG wastaken (21-22 years), and at the time at which the study of
EEGs was conducted (24-26 years). For 45 subjects with normal EEGs, there
were significant correlations between alpha frequency andthe gains in mental
age and IQ from admissionto the year in which EEG was measured (—0.59 and
— 0.45 respectively, p < .05), and also with the improvement in educational
scale score (—0.69, p < .01). Although the study is clearly not directly
comparable with the others reviewed here, the sign of these correlations involv-
ing change in mental age appears to be the opposite of what might be expected.
The authors interpret it in terms of an association between slower alpha and the
‘‘automatisation of behaviour,’’ thus allowing better improvementwith practice
in those retardates with lower alpha frequency, but the result remains anomalous.

Giannitrapani (1969) extended Mundy-Castle’s efforts by recording EEG
from 18 subjects, aged 21-45, while at rest and while engaged in mental work
(multiplication which wasadjusted for each subject to give equivalentdifficulty).
Recordings were taken from left and right hemispheres overthe frontal, tempo-
ral, parietal, and occipital areas. For each condition, hemisphere and brain area
permutation average EEG frequency wascalculated by counting the numberof
pen deflections in each 5-second period. This was reported to include frequencies
from 6 to 50 Hz, and was done independently by twoassistants with an interrater
reliability of +0.81. An alpha index was obtained by examining every fifth
second of the right and left occipital traces and recording digitally (1 versus 0)
whether alpha activity was present or not. The main results are presented as
correlations between WAIS performance, verbal and full scale IQs (range 93—
143) and the eight brain area/hemisphere combinations for the two EEGindices.

First, the difference between average EEG frequency in the thinking and
resting conditions in the right parietal area correlated at — 0.54 and —0.48 (both
p < .05) with WAIS performance and FSIQ scores, respectively (i.e., dull
subjects showed greater frequency increases than bright subjects, when required
to perform mental activity). No other correlations using the thinking minus
resting condition differences were significant, butall eight brain area/hemisphere
combinations gave negative correlations with Performance IQ (mean r =
— 0.30) while the average correlation with Verbal IQ was —0.03.

Second,left-right hemisphere frequency differences were computed for ho-
mologousbrain areas for both thinking and resting conditions. Again, it was the
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parietal area and Performance IQ correlation which washighest with correlations

of +0.54 and +0.57 (both p < 0.05) for the thinking and resting conditions,

respectively. All other frontal, temporal, and parietal correlations except oneare

positive (range —0.17 to +0.57, mean +0.22), and the occipital correlations

are all negative (range —0.22 to —0.54, mean —0.38) with the Performance

IQ-resting condition being significant. Giannitrapani undertooka post hoc analy-

sis of the left versus right EEG frequency differences by combining the four brain

areas, taking accountofthe direction of the correlations (i.e., frontal + temporal

+ parietal — occipital differences), to create a single EEGvariable. The average

hemispheric EEG frequency difference in the thinking condition correlated at

+0.59 (p < 0.05), +0.78 and +0.72 (both p < .01) with Verbal, Performance

and Full Scale IQ scores, respectively. In the resting conditions the respective

correlations were +0.41, +0.39, and +0.46 (all ns).

Third, alpha index was correlated with WAIS IQ in the left and right

hemispheres for both thinking andresting conditions. Including correlations with

both Verbal and Performance IQ, five of the eight correlations were significant

(three at p < .01) and the range was + 0.38 to + 0.67 (mean + 0.54). Five of the

6 correlations in the thinking condition were significant. Therefore, Gian-

nitrapani’s study on a small numberof subjects with above average intelligence

confirms the impression that the EEG ofbright individuals is characterized by a

relatively greater amount of high frequency activity. However, the study adum-

brates many of the problems of more recent studies which correlate IQ and EEG

indices. Although some of Giannitrapani’s hypotheses appear well founded—

that thinking vs. resting frequency might be important, or that as one hemisphere

becomesactivated the brighter individual will show increased interhemispheric

differences in EEG frequency when homologousareas are compared—othersare

post hoc, for example, it is not clear why bright individuals should have

relatively high frequency differences in the left versus right frontal, temporal,

and parietal areas but lower or reversed differences in the occipital area. Also,

we see here the potential for huge numbersof correlations to be generated with

the possibility of a Type I errorsitting uncomfortably beside the possibility of

Type II error because of the low number of subjects. Further, the possible

confounding influence of age is not addressed in this study. The generation of

large numbers of EEG variables is not a problem in itself (in fact, brain

localization studies suggest that local differences in brain activity might be

revealing), but it becomes so whenthe variablesare not replicated in large-scale

studies elsewhere. Nevertheless, Giannitrapani’s study deserves credit for antici-

pating the next development in this area—he suggests that in the future (i.e.,

post-1969) EEG traces should be digitized to allow Fourier analysis, which

would reveal the powerspectra of the traces.

Further confirmation of the relatively fast activity of brighter subjects’ EEG

traces came from Osborne (1969). Sixty subjects, aged 16 to 24, had visual

evoked potential traces recorded as they reclined with eyes closed 30 cm from a

photic stimulator delivering 75 flashes per second. A subdermal electrode mid-
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way betweenthe ear and vertex on the dominant hemisphere wasreferred to the
ipsilateral ear, with a ground electrode in the mid-occipital area. Raw signals,
filtered to remove frequencies above 70 Hz and below | Hz, were separated into
3 bands, theta (3—7 Hz), alpha (8 to 13 Hz) and beta (14 to 30 Hz). Visual evoked
componentperiods(i.e., peak to peak time in ms) werecorrelated with 6 subtests
of the Revised Beta Examination. Alpha and theta period correlations with
ability test scores were low and inconsistent, but the beta correlations were all
negative (bright subjects having faster beta activity) and ranged from —0.19 to
~ 0.37, the correlation with total test score being —0.39.

Everhart, China, and Auger’s (1974) three experiments offer further evidence
for the hypothesis that high IQ subjects havefaster nonaveraged EEGactivity; in
their introduction they add the following caveats: the result is only demonstrable
in wide ranges of IQ; the correlations are small; and the results have been
constructed into no theory except that EEG and IQ both derive from the brain.
Thus frustrated, they decide to study Ertl’s ‘‘neural efficiency analyser’? (NEA)
because it represents a theory of sorts. They set out independently to discover
whether NEA measures VEPs, and to assess the relationship between NEA
estimates and intelligence. They obtain a NEA, but only to find that no one at
Neurometrics, Inc. will release a technical manual. The device was supplied with
a stimulator which gave 10 msflashes with an ISI of 400 to | ,600 ms. Their own
electronic tests revealed that the device was sensitive to frequency, but not
amplitude, and that ‘‘Readout A’’ was, in effect, giving the mean timeinterval
between zero crossings. Moreover, the scalp electrode placement recommended
by the inventor—bipolar electrodes 6 cm apart over the right sensorimotorarea,
parallel with the midline astride C4 in the 10/20 system, with an indifferent
electrode on the right earlobe—failed to give a consistent ‘‘Readout A”’ score.

Thefirst of their three experiments used 6 subjects in 8 conditions—eyes open
or Closed versus attending to auditory stimulus or not, and versus having a light
flashing or not. None of these variables had any effect and they concludedthatit
wasthe frequency of background EEGthat was being measured, not VEPs. They
decided to use the NEA with subjects’ eyes open, stimulus light off while not
attending to another task. Experiment2 involved 20 female dentalassistants aged
between 21-27 years who were tested on the WAIS, resulting in very few
sub-100 IQs. The correlations between NEA ‘Readout A’ (note that the time
between zero crossings will be the inverse of EEG frequency, so negative
correlations here would be equivalent to the positive correlations reviewed
previously) and Verbal, Performance, and Full Scale 1Q were — 0.50 (p < .025),
— 0.14 (ns), and —0.43 (p < .05), respectively. Experiment3 tested 47 hospital
employees, aged 18 to 63, on NEA and WAIS Verbal IQ in an attempt to
replicate the result in experiment 2. This group had onesubject with an IQ below
100. Neverless, the correlation was —0.31 (p < .025).
A morerecent study correlating spontaneous EEG and IQ in children (Gasser,

Von Lucadou-Miller, Verleger, & Bacher, 1983) illustrates many of the best
features of this research, other than large subject numbers. Twenty-five mild
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mental retardates, with an IQ range of 50-70 and mean age 12.5 years (SD 10

months) and 31 control children were tested. Three minutes of spontaneous EEG

was recorded with subjects’ eyes closed using 8 unipolar derivations (F3, F4,

C3, C4, Cz, P2, Ol, O2) of the 10/20 system, and EOG to check for eye

movement artifact (handicapped subjects did not show more EOG activity).

Bandwidth was 0.16 to 70 Hz andthe best (artifact free) 120 seconds of the 3

minutes wasdigitized at a frequency of 102.4 Hz. EEG was Fourier transformed

for all six 20 second epochs in the 120 sec. segment chosen and the epoch with

minimum powerin the 1.5 to 7.5 Hz band wasselected for correlational analysis.

The chosen 20 sec. of spontaneous EEG waslocated to 6 frequency bands,delta

(1.5-3.5 Hz), theta (3.5-7.5 Hz), alpha, (7.5-9.5 Hz), alpha, (9.5-12.5 Hz),

beta, (12.5—-17.5 Hz), and beta, (17.5—-25.0 Hz). In order to examine topograph-

ic factors, information from the eight derivations was submitted to a factor

analysis to reveal 3 factors; an average EEG factor, a frontal-central versus

occipital-parietal derivation factor, and a central-parietal versus frontal deriva-

tion factor. IQ tests used were the WISC Verbal subtest (German) and the

Columbia Mental Maturity Scale (with an extension in the form of the PSBtest

for normal children due to ceiling effects).

From the above methodological description (relative and absolute power in 6

frequency bands for eight derivations is being correlated with 2 IQ tests in 2

groups)the readerwill see that there are 384 correlations even before topograph-

ic indices are examined. Nevertheless, the results are largely coherent and

interpretable. Correlations were higher in the mentally retarded group. Because

correlations were uniform across derivations, but disparate across bands, the

results are presented as average correlations across 8 derivations. For absolute

power across 6 bandsand 8 derivations, all large correlations were positive and

the largest correlations were concentrated in the delta, theta and alpha, bandsfor

both subject groups. In the theta band the correlations between absolute power

and WISC Verbal and CMM were +0.60 and +0.50, respectively, for the

retarded group, and +0.34 and +0.30, respectively, for the controls. The

general factor theta bandresults in similar correlations. In the mentally retarded

group the mean rank correlation between the IQ tests and absolute power across

the delta, theta and alpha, bands is +0.40 and is +0.22 for the controls. In the

alpha,, beta, and beta, bandsthe correlations for both groups are largely between

zero and +0.10. Whenrelative poweris considered a different pattern emerges.

For the mentally retarded group correlations of greater than + 0.30 are found

with IQ scores in the theta, alpha,, beta,, and beta, bands (mean r = + 0.41)

while only the theta and beta, bands give correlations with IQ of consistently

greater than +0.10 in the controls (mean r = + 0.23). Gasser et al. also

calculate the alpha peak frequency versusIQ correlations for both groups. This is

calculated for P2, O2, and O1 derivations and results in near zero correlationsin

controls, but the mentally retarded group has correlations between + 0.26 and

+0.56 (mean r = +0.39).
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There are very few negative correlations in this study and generally greater
power within a band goes with higher IQ. The authors make the point that, in
normal children, the alpha frequency is saturated by age 10 and, therefore,
correlations with IQ are not expected after that age except in the mentally
retarded, as happens here. This painstaking work certainly corroborates the
notion that sizeable correlations between spontaneous EEG measures and IQ may
be obtained easily in mentally handicapped children. Gasser and colleagues
interpret their findings in terms of brain maturation and reckon that, since the
maturationally more advancedbrainsresult in higher IQs, the EEG indices are
indicators of development and, therefore, the higher correlations are obtained
from those frequency bands with the greatest developmental relevance. Once
more, this appears to be a largely post hoc formulation and one awaits the same

subsequent papers extend this analysis. Gasser, Bacher, and Steinberg (1985)
demonstrated that the mean reliability for absolute power estimates in the 6
frequency bands studied above was +0.68 and for the relative powerestimates
was +0.69. Therefore, the correlations for Gasseretal. (1983) are substantially
underestimated, making the results even more Significant. Gasser, Jennen-
Steinmetz, and Verleger (1987) used data collected from the same subjects
approximately 10 months later to examine coherence of EEG both while resting
and during a simple 180 sec. picture matching task. In resting EEG, coherence
was considerably higher (especially in theta, alpha, and beta, bands) in the
mentally retarded group, consonant with the idea that progressive differentiation
of the brain (which isless complete in the retarded subjects) will reduce coupling
between different regions. Unexpectedly for this hypothesis, coherence in-
creased with age; differences between normal and retarded could not be ex-
plained simply in terms of developmental lag. Changes in coherence from resting
to visual task conditions were complex, and depended on the frequency band,
electrode site, and the subject group. The authors did not consider IQ in their
analysis.

Anarticle by Thatcher, McAlaster, Lester, Horst, and Cantor (1983) demon-
strates the value of the application of coherence measure in analyses of intel-
ligence. Their subjects were 19] schoolchildren, aged 5-16 years, who were
tested with a shortened version of the WISC-R (or the WPPSI if under 6 years
old), the Wide Range AchievementTest at LevelI (ages S—11) or II (ages 12 and
above), plus

a

laterality test battery. IQ ranged from 150 to 44, with 18 subjects
above 130 and 17 below 84: mean IQ was 107.4, SD 17.4.

Nineteen channels of EEG were recorded from electrode placements accord-
ing to the 10/20 system, referencedto the linked earlobes, with a bandwidth of
.5-30 Hz. EOG wasalso recorded. One minute of artifact-free resting EEG (eyes
closed) from the record was digitised at 100 Hz and then processed further to



268 DEARY & CARYL

analyze coherence for each frequency band (delta, theta, alpha, and beta) for

each of 7 intrahemispheric electrode pairs (7 pairs times 4 frequency bands,

making 28 variables), plus 10 interhemispheric electrode pairs (5 in each hemi-

sphere, times 4 frequency bands, making 20 variables in each hemisphere).

Amplitude asymmetry (asymmetries in absolute power in each frequency band,

that is [left — right]/[left + right], or [posterior — anterior|/[posterior +

anterior]) was also calculated for the same 17 inter- and intrahemisphere elec-

trode pairs. Since the age-range covered was wide, the authors applied regression

techniques to removethe effects of age and sex before examining coherence and

asymmetry measures. These techniques were also important to remove the

covariance between variables that is inevitable when so many EEG measuresare

considered.

Their results show that bright children had lower coherences between differ-

ent electrode sites, and hence that more differentiated brain activity is associated

with intelligence. Twenty-one (75%) of 28 interhemispheric coherence mea-

sures, 9 (45%) of 20 left hemisphere coherence measures, and 12 (60%) of 20

right hemisphere coherence measures were significantly related to IQ (at p <

05) after effects of age and sex were removed. Universally, higher coherence

was associated with lower IQ. More right hemisphere than left hemisphere

coherence variables were significantly related to FSIQ, as were moreinter- than

intrahemisphere coherence variables, but when the different covariances among

the variables were taken into account, the left vs. right hemisphere difference

was eliminated. Between hemisphere coherence variables were stronger predic-

tors of IQ than within hemisphere variables.

Analyses of amplitude asymmetry showedthat larger asymmetries (left side

greater than right) were associated with higher IQ. Interhemisphere and right-

side intrahemisphere asymmetries were importantin predicting FSIQ; left hemi-

sphere asymmetries accounted for almost as large a fraction of the variance as

right hemisphere asymmetries, but did not reach significance in the multiple

regression analyses as predictors of FSIQ. (The authors note that right-handed

subjects all showed simple linear asymmetries with left > right hemisphere

amplitude associated with high IQ. Inclusion of left-handed subjects in some

cases converted this simple pattern to a more complex quadratic relationship—

high IQ associated with larger asymmetry of hemispheric activity, in either

direction, low IQ with zero asymmetry.)

Thatcher et al. (1983) interpret their results cautiously, in terms of a model

which suggests that the less differentiated the brain, the less it is able to code

information. Similarities in EEG taken simultaneously from different sites indi-

cate lower differentiation, and lower capacity to process information, and hence

lower intelligence.

Juolasmaa, Toivakka, Outakoski, Sotaniem1, Tienari, and Hirvenoja (1986)

examined EEG measures in 52 patients referred for open-heart surgery, whose

intelligence mirrored that in the normal population (WAIS mean FSIQ = 102.7,
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SD 13.2). Mean age was 46.6 years, SD 8.2: an important aspect of this work
was that age waspartialled out in analyses of the relations between cognitive
performance and EEG measures(with which it was negatively correlated). EEG
channels were T5-C3, T6-C4, P3-O1, and P4-O2; three 10 sec. artifact-free
epochs were selected from each channel at each of two recording sessions, and
EEG measures were averaged for the two sessions. Measures considered were
mean voltage of all EEG frequencies, mean frequency (FFT) of the total EEG,
mean frequency of alpha-activity, and percentage of delta, theta, alpha, and beta
out oftotal activity. Psychological measures included a range of WAISsubtests;
Wechsler MemoryScale tests (logical memory and paired-associate learning);
the Benton visual retention test; and a test battery to identify brain damage.

The authors report positive correlations between mean frequency (of total
EEG, and of alpha) and IQ (VIQ, PIQ, FSIQ) and various subtests ranging
downwards from +0.48. Thirty-two (19%) of the 168 partial correlations tabu-
lated reach significance at p = 0.5 or better. The WAIS vocabulary subtest was
positively correlated with alpha-frequency and total-frequencyatall four deriva-
tions; the WAIS logical memory subtest also correlated positively with both
frequency measuresat several sites. Overall, there were more significant correla-
tions for right hemisphere derivations.

Breaking downthe overall EEG into percentage in different frequency bands
showed that percentage theta and delta activity was always negatively correlated
with performance (in contrast to the positive correlations for theta in children
reported by Gasseret al., 1983, and reviewed above), and that percentage beta
was alwayspositively correlated. For percentage alpha,significant partial cor-
relations were generally positive, with the exception of hand tapping (T6-C4)
and digit-symbol (P4-O2). Path analyses showedthat for VIQ, test performance
and memory were related to EEG frequency parameters (with age being oflittle
importance), while for PIQ, age was more important than EEG measures.

Giannitrapani’s (1985) book represents by far the most detailed investigation
of the relationships among measures of spontaneous EEG andintelligence. The
author examined 100 children, 11-13 years of age, with an enhanced proportion
of left-handersin the sample.Intelligence was measured by the WISCtest, plus a
battery of other psychological tests. Sixteen monopolar channels of EEG were
recorded, with reference to the combined ears, and 8 sec or 64 sec samples of
EEG were digitized at 128 Hz and split into 2Hz wide frequency bands, from 2
Hz to 32 or 34 Hz. EEG was sampledin the initial resting condition;in a variety
of conditions involving stimulation or mental activity; and in a second resting
condition. (It was notable that correlations of EEG activity with intelligence were
in several cases more conspicuousin the Resting II condition than in Resting I,
presumably because of after-effects of the earlier active conditions. )

Giannitrapani examines in detail the relationship between EEG powerin
particular frequency bands, and scores on WISC (and its various subtests) under
different task conditions, and at rest. Cross spectra between different sites are
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also examined. It would be impossible to summarize his evidence in detail here,

but the most important feature of his results is the suggestion that activity in

particular narrow frequency bands may be important for the correlations with

intelligence (e.g., 13 Hz rather than the higher amplitude, neighboring dominant

alpha-frequency of 11 Hz). A second important feature is the examination of

relationships between intelligence and EEG activity at different topographic

sites; the danger of this approach, involving fractionation of the frequency

spectrum andofbrainsites, is of course that the chance of TypeI errorsis greatly

increased, and full evaluation of the results reported by Giannitrapani (1985)

must await their replication.

Giannitrapani’s book contains a chapter by Liberson that attempts to use the

harmonic relationships among frequencies found torelate to IQ scores (13, 17,

and 23 Hz) to support the ‘‘Law of 3.5”’ (cf. Liberson, 1989). The inclusion of

this argument, in what is otherwise an empirical book,is a pity. Appreciation of

D. E. Hendrickson’s (1982) empirical results (see section 4) was undoubtedly

impededby their association with an elaborate model (A. E. Hendrickson, 1982)

for which there waslittle direct evidence. It is to be hoped that Liberson’s

theoretical speculations do not similarly detract from the appreciation of Gian-

nitrapani’s important empirical work.

AVERAGED EVOKED POTENTIALS

Recently, the relationship between intelligence and spontaneous EEG has at-

tracted less attention than that between intelligence and averaged evoked poten-

tials. The brain’s electrical response to a simple stimulus contains so much noise

that any one recording of an evoked response appears to consist mainly of

random fluctuations in electrical potential. However, if many records are time-

lockedto the onset of the stimulus and an average voltage computed at each time

point, then the averaged evoked potential contains characteristic peaks and

troughs, the amplitude and latency of which may be measured, and used as

indices of the brain’s response to environmental stimuli. Much research effort

has been put into attempts to reveal the variables which determine,andalter, the

amplitude, latency, and appearance of various elementsof the evoked potential.

It is not the intention of the present authors to cover this work. Suffice it to say

that the appearance of peaks andtroughs in the AEP has been related to the stages

of information processing in the belief that the time-based changes shown in the

evoked potential reflect the temporal events involved in stimulus-analysis and

decision making.

Oneof the simplest and most enduring ‘‘theories’’ of the cause of individual

differences in intellectual ability is the mental speed hypothesis, whichstatesthat

brighter individuals have faster thinking processes (Deary, 1986; Brand &

Dreary, 1982). Because AEPs appear to offer temporal indices of stimulus
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processing whichare free from the problemsof, for instance, reaction time,it is
not surprising that AEP indices have been correlated with measures of intel-
ligence. The first attempt to demonstrate such a relationship was made by Chalke
and Ertl (1965). The theoretical backgroundto the study is uncomplicated. They
reasoned that moreefficient brains, as indexed by mental ability testing, should
have faster late components—their previous workhadindicated that this was true
for normal versus cretinous rats! They examined 33 postgraduates, 11 army
cadets, and 4 mentally retarded subjects. No mention is made of any IQ-type
test, but these subjects are taken to represent “‘superior,’’ ‘‘low average,’’ and
‘‘low”’ ability groups with an age range of 17-41, although the mean agein each
group is not stated. Evoking stimuli were 120 short duration brightlight flashes
at random intervals, and potentials were recorded using bipolar electrodes over
the left and right motor areas. Zero crossing analysis (which identifies time
points at whicha statistically significant excess of single trial responses crosses
the baseline in an upward or downward direction, compared to chancelevels;
Ertl, 1965) wasused to analyse AEPs, andwithin the 500 ms post stimulus epoch
five components were detected in most subjects. The superior group, when
compared with the low ability group, had significantly faster third (142 vs. 205
ms), fourth (223 vs. 278 ms), and fifth (302 vs. 374 ms) EP components. The
superior group wassignificantly faster than the average ability group on compo-
nents 4 and 5 and the latter group was faster than the low ability group on
components 3 and 4.

From this modest beginning Ertl and Schafer (1969) argued that the speed of
higher mental functions, ‘‘measured by the latency of sequential AEP compo-
nents, could be the biological substrate of individual differences in behavioural
intelligence.’’ They tested 573 grade 2-8 primary school children on the WISC,
PMA,and Otis intelligence tests. Visual evoked potentials over a 625 ms epoch
were collected to 400 stimuli, using bipolar electrodes astride C4 groundedto the
left earlobe, with a bandwidth of 3 to 50 Hz. Subjects’ eyes remained open as
they saw bright photic stimuli with an ISI of 0.8 to 1.8 sec. Zero-crossing
analysis was used to identify the first four Statistically significant peaks for each
subject. The mean correlations between the first four EP components and the
WISC, PMAandOtis tests were —0.14, —0.29, —0.35, and —0.33 respec-
tively. Correlations between any one componentandthe three ability tests were
very similar, presumably due to the large numbers.

The zero-crossing analysis has an obvious defect when one examines the
sample AEPs provide in the paper. It is clear that what they call the third peak
from a low IQ subjectis at a post-stimulus delay of about 200 ms while the third
componentfor a high IQ subject is at about 100 ms, dueto the fact that high IQ
subjects have an excess of early peaks—a finding noted in passing in their
discussion. Therefore, given the more recent and generally accepted method of
labeling components by examining a specified time window,it is clear that their
discovery, later developed by the Hendricksons (A. E. Hendrickson, 1982; D. E.



 

272 DEARY & CARYL

Hendrickson, 1972, 1982; Blinkhorn & Hendrickson, 1982) could be that bright-

er subjects have more complex AEPsrather than shorter-latency components.It

is important that the numerical subscripts attached to the peaks derived by zero-

crossing analysis are not confused with the P100, N140, P200, P300, and so on,

of more conventional AEP analyses. Eysenck (1972) claimsin a letter to have

replicated these, ‘‘correlations of around 0.4 between IQ tests and evoked

potential latencies,’’ but gives no details; he is probably referring to the work of

Hendrickson (1972) discussed below.

Ertl and Schafer’s (1969) study raises the possibility that, apart from the more

obvious latency and amplitude measures that may be applied to AEP peaks,it

may be AEPvariability or complexity thatis related to IQ. A further possibility,

that the higher IQ subject is characterized by greaterneuralplasticity, is explored

by Dinand and Defayolle (1969), using 16 subjects who were tested on a ‘‘test de

facteur G.’’ Subjects undertook two simultaneous tasks: one involving logical

decision (on the make, color, direction, and power of motor vehicle pictures,

which required a manual yes/no response), and one which involved ‘‘speaking”’

when an occasional red stimulus (10%) appeared in a series of white flashes,

with ISIs between 850 and 1,250 ms delivered to the right temporal quadrant of

the optic field. Few details of AEP collection procedures are given, but they

measured the P300 amplitude to potentials evoked by the logical decision task

and by the white flashes. The difference between the amplitudes was divided by

the mean of the two amplitudes to give the ‘‘plasticite des PEV”’ and this index

correlated with ‘‘Q.I.’’ at +0.79. Given the small numberof subjects, the novel

AEP index and the fact that the study has never been replicated, this study

remains a tantalising curiosity.

Rhodes, Dustman, and Beck (1969) compared visual AEPsin 10-1 l-year-old

children falling into two groups (n = 20 in each)selected for high [Q (mean 130,

range 120-140) or low IQ (mean 79, range 70-90). IQ was measured with the

WISC, and subjects with known brain damage, borderline or abnormal EEG, or

emotional disturbance were excluded. Visual AEPs were recorded for series of

100 flashes (interflash interval at least 2 sec, and evidently given in sets of 10)

reflected from a white hemispherein front of the child’s head, and children were

required to press a microswitch for the fourth and sixth flash of each set to

encourage attention, and allow elimination of data in which attention had lapsed.

Two sets of VERs were recorded, about 5 min apart, at a first session; in a

second session, 2 months later, a further 3 VERs were obtained, one at the

original flash setting, and the others at a lower and a higher intensity. VERs were

obtained for leads at C3, C4, O1, and O2, referred to the earlobes. The authors

measured: amplitude and latency of identified peaks and troughs; the similarity

of waveformsbetweendifferent VER traces to provide evidenceof stability over

time, and to allow measurement of homogeneity within groups; and they used a

map-reading wheel measure oftotal excursion of the waveform orofparts ofit,

which anticipated by several years the Hendricksons’ “‘string length’’ measure

discussed in a later section.
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Rhodeset al. found clear group differences between VEPs of bright and dull
children and provide group schematic VERs which show these well. The map-
wheel measure of late components,that is, from the peak of the D wave (P100)
to 250 ms, waslarger in bright children (p < .O1, occipital; p < .05, central).
Amplitudes of D (P100), E (N 140) and F (P190) waves significantly differenti-
ated the groups (p < .05), and these differences (especially the D—E deflection)
were responsible for the differences in the map-wheel measure. For children in
both groups, amplitude ofthelate components wasgreater for boys than forgirls
(p < .05). In the central area, there was a significant hemisphereby intelligence
interaction for DE (p < .01) and EF (p < .05) excursions; for bright children, the
right hemisphere responses weregreater than the left while for dull children the
difference between hemispheres was minimal. Intensity changes did not modify
these group differences.

The only significant latency difference observed was for wave G (N230),
which wassignificantly earlier for bright children at occipital leads (p < .O1),
although at central leads, this wave was later in bright children (ns). This is
consistent with the evidence from other studies that high and low IQ subjectsare
most commonly differentiated by ‘‘latency’’ measures which confound latency
with AEP complexity. Waveform stability over 5 min or 2 months was high in
both groups; within-group homogeneity in waveform was greater among the
bright group (p < .05). Alpha activity was also investigated, and the results went
against the idea that these bright-dull differences in VER amplitude could be
accounted for in terms of background alpha activity.

The authors pointout that although these differences between extreme groups
were “‘modestly significant,’’ the possibility of discriminating bright and dull
individuals using the amplitudeofthe late components of the VERis limited by
the large standard deviation within each group. Their pessimism wasjustified by
the results of a subsequent study (Dustman & Beck, 1972; Dustman, Schenken-
berg, & Beck, 1976) involving 171 children aged 5—15 with an IQ range of 65
points. Peak latencies and amplitudes were analysed, and results for 114 subjects
(mean IQ 88, range 62-133) are tabulated in Dustmanet al. (1976). No consis-
tent correlations were discovered for either latency or amplitude measures,
centrally or occipitally, leading them to conclude that any AEP-IQ relationship
which exists is small and requires selected extreme groups to demonstrate it.

D. E. Hendrickson (1972; procedure described by Hendrickson & Hendrick-
son, 1980, and by Eysenck, 1973) recorded AEPs from 93 students and nurses
(mean age 21 years, range 18-32 years), using electrodes at Cz and T4, with
ground to both mastoids. Bandpass was 70 Hz and time constant 0.3 s. Stim-
uli were 400 ms, 1000 Hz tones, at 60, 80 and 100 dB abovethe subject’s
threshold; interstimulus intervals were 4-8 sec, and 60 EPs were averaged for
each stimulusintensity. Subjects were required to make an RTresponse. Intel-
ligence (tested using the AH4) was correlated with component latencies and
amplitudes (note that the strict sequential labelling of components raises the
problemsofassociating a particular componentwith a characteristic latencyinall
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subjects, as discussed earlier for Ertl & Schafer’s work). The most important

results are tabulated by Eysenck (1973). They show correlations between latency

and IQ ranging from —0.25 to — 0.50. Amplitude of the components was also

correlated with IQ (correlations ranging up to +0.45). On average, correlations

were stronger for the verbal componentof the IQ test than for the performance

component.

In two experiments, Schucard and Horn (1972, 1973) investigated the rela-

tionships between AEP indices and crystallized (G,) and fluid (Gr) intelligence.

Their 1972 study included 108 subjects aged 16-68 years with a wide range of

SES and occupations. Eight-channel spontaneous EEG was collected from each

subject. AEPs were collected from F4—P4 and F3-P3 while subjects lay supine

looking at a disc placed in front of a flashing light with an ISI of 1-4 sec.

Subjects received 100 flashes in each of 3 conditions: high extrinsic activation

(HEA), where subjects made a RT responseto

a

light which came on 250 ms

after the AEP started (AEPs contaminated byflash anticipation were excluded),

medium extrinsic activation (MEA), where subjects kept a countoflight flashes;

andintrinsic activation (IA), where subjects simply attended to thelightflashes.

AEP‘width’ was defined in a 250 msbaseline bandprior to stimulus onset. The

poststimulus EP deflections had to moveat least two-thirds of this width to be

called a component. The first 5 AEP peaks and troughs were identified. There-

fore, this study, like that of Ertl and Schafer (1969) and Hendrickson (1972) is

sensitive to the possibility that high IQ subjects have more numerous early peaks,

and falls short of being a standard test of AEP peak latency. Spontaneous EEG

was rated by an expert on a scale of 1-6 foralertness.

Cognitive test scores were factor analyzedto give ‘generalintelligence’’ (G),

G,, and G, and more specific ability scores. Of 300 AEP ‘latency’ versus ability

score correlations, 298 are in the expected direction (brighter subjects have

shorter latencies). The range of correlations is +0.05 to —0.31, with most

around —0.15. Correlations of 0.195 or greater were p < .05. Correlations

between G, G., G; and the later latencies of the intrinsic activation condition

were at the higher endof the range. G; and G, correlations were of a similar size.

Negative peaks were correlated just as highly as positive peaks with IQ. Few

correlations with amplitude measures weresignificant. EEG arousal ratings were

related to short N, latency but bore no consistentrelation to ability scores. The

fact that correlations in the IA condition were consistently among the highest led

the authors to hypothesize that high IQ subjects are moreflexible, in that they are

able to relax moreeasily after a difficult task when required to do so. The authors

emphasize that bright-dull differences are demonstrated most easily in long bor-

ing tasks. Although this concurs with the correlations found in the IA condition

it seems at odds with the negative correlations between subjects’ wakefulness

reports and general ability (— 0.31). Their conclusion that ‘‘the results of this

study indicate that the relationship between latency of the evoked potential and

intellectual abilities is a replicable phenomenonand that LAEP may mirror long-
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term central nervous system differences,’’ requires some cautionary comment.
Age wasnot controlled for, and the ability-AEP correlations may be due to age-
related factors which are absent from a homogeneous age group. Also, their
latency measures are a mixture of latency proper and an indication of the number
of peaks in the epoch 250 msafter stimulus exposure. Therefore, the study, like
that of Ertl and Schafer (1969), demonstrates that brighter subjects tend to have

moreidentifiable peaksin a shorter poststimulus period when comparedwith less
bright individuals.

Schucard and Horn’s (1973) next study focuses on changes of AEP amplitude
across situations and their relationship at IQ measures. They argue that if sub-
jects are changed from situation with many inducementsto stay alert to a situ-
ation which has few, then the subjects move from high amplitude/long latency
EPs to low amplitude/short latency EPs. This change, they reckon, represents
‘“flexibility’’ and is faster in moreintelligent subjects because flexibility is part
of what fluid intelligence is. Ninety-four subjects were tested on the sameability
tests and EEG conditionsas above. The order of stimulus conditions was HEA to
MEAto IA with 10 minute rests in between. AEPs were collected for a | sec
epochstarting 250 msbefore stimulus onset. When AEP peaks wereidentified, 9
peak to peak amplitudes were calculated and summed, which in effect gave an
average amplitude for the first 500 ms poststimulus. The authors argued that this
was a more valid measure than amplitude of any one peak. Three amplitude
difference scores were calculated for each hemisphere, but the most crucial to

their hypothesis was the amplitude difference between the HEA and IA condi-
tions. The correlations between this measure in the right and left hemispheres
and fluid intelligence were + 0.24 and +0.25 respectively. Correlations with
crystallized intelligence were in the expected direction, but nonsignificant.
Therefore, like Dinand and Defayolle (1969), they argue that change in AEP
amplitude from a demanding to a less demandingsituation is related to intel-
ligence, in this case to fluid intelligence.

At this stage, then, no straightforward AEP latency measures (as opposed to
measures which confound latency and complexity) have correlated significantly
with IQ measures. Griesel (1973) tested 109 right-handed males between the
ages of 17 and 24 years on a local Mental Alertness Test (including number and
letter series, analogies and other reasoning items), the Gottschaldt (embedded)

Figures Test, and a test of ‘‘rate of information processing,’’ where silhouette

stimuli were presented for 750 msin a perceptoscope and subjects were required
to make binary decisions. Resting EEG wasrecorded for 100 sec at rest using
bipolar electrodes at C4-O2. AEPs were collected while subjects saw 25 strobe
light flashes with a mean ISI of 4.34 sec, and this was followed with a task-
loaded condition where subjects were required to make a RT responsetothe light
flash. Frequency and period of resting EEG were measured by hand, and AEPs
were analysed by identifying the latency of the 8 largest peaks falling in specified
time windows in the 500 msafter stimulus onset for both task and no-task
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conditions. Of 57 correlations, only 2 are marginally significant, one in the ex-
pected direction and one not. The correlations appear evenly distributed around
zero. The authors spend some time going over what might have gone wrong:
The wrong tests? Wrong electrode sites? Or too few stimuli? All may be re-
sponsible, but the mental alertness test description is enough to make it appear
a plausible ability test. Another factor which may have contributed to the
uniformly low correlationsis the fact that the early peaks (latencies from 28.7 ms
upwards) were the *‘exogenous’’ stimulus-bound components of the AEP. More-
over, we have seen that previous successful studies have not used the method of
identifying peaks in specified time windows.
A further confirmation of the successful correlations between IQ typetest

scores and latency as measured by timeto a given zero crossing was provided by
Gucker (1973). Only 17 subjects, aged 8 to 13 and ranging from the 30th to the

99th percentile on either the WISC or the PPVT, were tested. AEPs were col-
lected from the right hemisphere using electrodes anterior and posterior to C3
and C4 in response to 100 light stimuli, with subjects in a dark room with their
eyes closed. Stimuli were triggered by the subject’s EEG crossing the zero poten-
tial line and the dependentvariable wasthe latencyto the third post-stimulus zero
crossing. The latency (in ms) of this event is not given and the range of other
latencies estimated is not stated. Nevertheless, the correlation between the

latency to the third significant zero crossing event and IQ percentile was
—0.75 (p < .01).

In 1973, Callaway provided a resumé of work which had attempted to
correlate average evoked potential indices and intelligence. He identified two,
largely covert, “‘theories’’ that drove the research. First, the ‘‘psychological
bias’’ theory asserted that AEPs were influenced by the cognitive activity and
responses of subjects and, therefore, it would be surprising if AEP indices did
not correlate with ability tests. Second, the ‘‘neurological bias’’ theory hypothe-
sized that AEPs were reflecting “‘fundamental genetic, biochemical or anatomi-
cal determinants of intelligence.’’ Callaway (1973) discusses evidence which
indicates that AEP latency, amplitude asymmetry, and variability are correlated
with IQ measures and, without giving sufficient details to facilitate a critical
analysis, discusses work of his own in these areas. Callaway tested 191 naval

recruits on 15 ‘‘performance measures’’ and used a bipolar electrode pair like
that of Ertl to estimate AEP latency and obtained 14 (11.6%) out of 120
correlations significant at p < .01, all negative. Most of the significant correla-
tions were foundusing the latency of the third positive component, with a latency
of about 212 ms.

With regard to amplitude asymmetry Callaway notes results from Dustman
and Beck’s group, and Lairy and his collaborators, which showeda greaterleft-
right difference in bright subjects, using C4-C3 positions. Callaway develops the
finding by Rhodeset al. (1969, see above) by testing 57 subjects in two condi-
tions where AEPs were recordedto light flashes. In the first condition subjects
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had to make an RTresponseto occasional dim flashes while AEPs were recorded
to the more frequent bright flashes. In the second condition, AEPs were recorded
to 100 bright flashes with no task. The correlation between right-left hemisphere
asymmetry andintelligence was — 0.18 (ns) in the task-loaded condition and was
— 0.43 (significant) in the no-task condition, and the correlations were signifi-
cantly different. Callaway argues that bright and dull subjects perform simple
tasks equally well but, ‘‘at rest, however, inherent differences are permitted to
show themselves and verbally gifted, propositionally inclined subjects then show
more asymmetry.’’ The finding is an interesting one but the ‘‘hypothesis’’
appears to be a case of post-hoc assimilation of an unusual result, which warrants
attempts at replication.

While discussing AEPvariability Callaway mentionshis study involving 144
naval recruits who had AEPscollected to 100 tones and 100 flashes which were
presented to them while sitting in a dark room. He presents no detailed results
but indicates that correlations of around —0.2 were found between [Q measures
and AEP variability, with the pattern recognition subscale giving the best re-
sults. Callaway concludes that all 3 AEP measures—latency, asymmetry and
variability—correlate with IQ: latency, because bright subjects become bored
with repetitive stimuli, although this appears to be based largely on the work of
Shucard and Horn (1972) which does not offer unequivocal evidence for this
hypothesis; asymmetry, because bright subjects tend to think in either verbal or
propositional terms, for which little convincing evidence is presented; and
variability, because bright subjects deal with repetitive stimuli in a morestable
fashion than dull subjects, which anticipates the later hypothesis of A. E.
Hendrickson (1982). Callaway provides poor references for much of the work he
discusses, but his discussions about the origin of AEP patterns—due to ongoing
cognitive functioning or neurophysiological differences?—is thought provoking,
even if it fails to consider the possibility that ongoing cognitive functioning
differences might also have their origins in neurophysiology.

Engel and Henderson (1973) tested 119, 7- and 8-year-old children on an
adapted WISCbattery (7 subtests) and on the Bender Visual-Motor Gestalt Test.
Brain potentials were evoked by 20 to 50 light flashes (until an ‘‘interpretable
VER” wasobtained), triggered by a technician while subjects’ eyes wereclosed.
Of 14 symmetrical electrodes applied to subjects, only the averages obtained
from the left inion, over a 500 ms epoch, were used in this study. Owing to
excess intra- and interindividual variability, no data after 300 ms post-stimulus
were used. The latencies of 5 peaks were collected, at mean delays of 61.6 ms,
92.2 ms, 115.4 ms, 155.0 ms, and 215.3 ms. Multiple regression procedures
were used to examine the contributions of race, sex, and VER to mentaltest
scores. No significant simple correlations involved VER, and the authors State
that they are ‘“‘unconvinced that VERis related to IQ among subjects without
demonstrable neurological involvement.”’ It is notable that this study uses peak
latencies rather than zero crossings, and that it uses a relatively small and
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variable number of stimuli to obtain the AEPs. Nevertheless, it represents an

influential negative result obtained after testing a large number of subjects.

Twoearlier studies conducted by Engel’s group (Butler & Engel, 1969; Engel

& Fay, 1972) should be mentioned, if only to indicate that they are not partic-

ularly useful in this review. In the earlier study Butler and Engel averaged

evoked responsesto photic stimuli in 433 newborn babiesusing 6 electrodes over

each hemisphere. Few EEG details are given, save to say that the N, measure

(the beginning of the P, response) was the index which was correlated with

‘‘mental,’’ ‘‘gross motor,’’ and ‘‘fine motor’’ scores from the Bayley Scales

(tested at 8 months) at + 0.23, +0.24 and + 0.23, respectively (all p < .001).

Gestational age had almostidentical correlations with the Bayley Scale scores,

although whengestational age and birth weight were partialled out the N, versus

‘mental’ test score correlation remained significant at + 0.24. It is notable that

the latency versus Bayley test score correlations are positive, indicating that the

more developmentally advanced infant at 8 months had

a

longer photic latency

when newly born. It may be that brains which are brighter eventually have a

longerinitial maturation. It should also be noted that all of the Bayley Scale

scores are largely motor measures and do not predict later IQ scores.

In a later study using the same AEPindex(the N, latency at birth, corrected to

40 weeks gestation) Engel and Fay (1972) reported that this measure predicted

the articulatory ability, but not the comprehension, of speech in 828 three year

olds, and failed to correlate with a short form of the Stanford Binet in | ,046 four

year olds.

As in the study by D. E. Hendrickson, discussed earlier, Rust (1975a) used

auditory stimuli—binaurally presented 1000 Hz tones lasting | sec—to evoke

brain potentials. Hisfirst study tested 84 male twins, mean age 24.2 years, on the

Mill Hill Vocabulary Scale, and collected AEPs to twenty 95 dB stimuli with a

33 ms ISI. In the second study 149 male prisoners and 63 ‘‘miscellaneous

subjects,’’ mean age 29 and 27 years, respectively, were tested on Raven’s

Matrices, and AEPs wereelicited using the stimuli presented in Study I, and in

addition using fifty 55 dB and fifty 70 dB stimuli, with an ISI between 4 and 9

sec. In both studies, bipolar electrodes at Cz and T3 were used and AEPs were

recorded for a 500 ms post stimulus epoch. Rust’s published AEP traces show

clear positive waves at about 100 ms and 200 mspoststimulus (called P, and P3,

respectively) and negative waves at about 100 ms and 400 ms post stimulus

(called N, and N, respectively). The latencies of these peaks and their ampli-

tudes, obtained by calculating the difference between successive positive and

negative points, failed to correlate significantly with IQ in either study. There are

small significant positive correlations between self-rated boredom and N.—-P; and

P,—N, amplitudes in study two, but otherwise the AEP-IQ correlations were near

to zero. Citing an unpublished report that Ertl could not replicate the Ertl and

Schafer (1969) results, and his own and other unsuccessful studies, Rust consid-

ers the EEG-IQrelationship as unproven. Ofcourse, there is no consistent record



of successful correlations between conventional AEP latencies (as opposed to
those identified by zero crossing techniques) and IQ scores: a more likely source
of the difference between Rust’s results and those ofearlier workersis the major
difference in details of the stimuli used (stimulus duration, ISIs, etc.) which was
due to the fact that in his initial experiment, Rust was also interested in the
habituation to stimuli.

Schafer (1982) argued that bright subjects should be the characterized by
adaptability, in the sense that they would commit fewer neurones than dull
subjects to processing known sensory input, but would show a greater response
to unknown stimuli. He examined differences between the total integrated
amplitude of the AEP to 60 dB click stimuli delivered under three conditions: (a)
periodic—tregularly every 2 seconds;(b) self-stimulation—the subject delivered
each click by pressing a button, with an attempt to present them ‘‘randomly’”’;
and (c) a condition in which clicks were presented irregularly and automatically
and, unknownto the subject, the clicks were separated by exactly the same time
intervals that the subject had generated himself in condition (b). A control for
button press movementartifacts was also included. Schafer’s subjects were 109
normal adults (for a subsample of 74, mean WAIS IQ was 118, range 98-135)
and 52 retarded adults (mean IQ 37, range 18-68, using various tests as
appropriate); both groups were aged about 29 years. For each of the test
conditions mentioned above, EPs to 50 stimuli were recorded using a vertex (Cz)
electrode, referred to the left earlobe, with ground to the right earlobe. Sampling
rate was 500 Hz, and the recording epoch 500 ms.

Schafer presents data on comparisons between normal and retarded groups,
but for this review his data on correlations within the normal subjects are more
relevant. He constructed a ‘‘Neural Adaptability’’ (NA) index by using thetotal
integrated amplitudes of the AEPs from conditions (a), (b), and (c) as follows
(note that the constant scale factor of 50 is included to ensurethatall NA scores
are positive):

NA = [(c) — (b)]/[Average of (a) + (b) + (c)] + 50

For the 74 subjects for whom intelligence test scores were available, the correla-
tions ofintelligence with NA were + 0.63 (VIQ), +0.44 (PIQ), + 0.66 (FSIQ)
and + 0.60 (Peabody PVT). A scatter diagram of NA and IQ showed an empty
quadrant: All low adaptability subjects had low IQ, butnotall high adaptability
subjects had high IQ. In high IQ subjects IQ = 135 approx.) AEPs in condition
(c) were 35-45 percent larger than those from conditions (a) and (b); for low IQ
members of this nonretarded group (IQ = 103 approx.) this difference was very
small (1-6%). In an earlier report, which deals only with retarded subjects,
Jensen, Schafer, and Crinella (1981) had included data on the Neural Adapta-
bility index, andits relationship to specific abilities in the retarded, as assessed
from group differences when the sample was dichotomized into high- and low-
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NA groups. Word problems show the largest correlation with NA, followed in

descending order by Oddity, Comprehension, Definitions, Reading, Categories,

and Expressive Function. In his discussion, Schafer (1982) had noted Shucard

and Horn’s (1973) observation, discussed above, that subjects with high fluid

intelligence show greater chances in AEP amplitude across conditions of varying

attention. Subsequently, in a short report (Schafer, 1984), he confirmed that

habituation of AEPswasalso related to intelligence. He tested 47 subjects with a

range of WAIS Full Scale IQs from 98 to 142. Vertex EPs were measured to 50

‘‘moderately loud’’ clicks. Evoked potential habituation was measured as the

amplitude difference of the N,—P,—N, excursion betweenthefirst and second 25

stimuli. This measure correlated at + 0.59 (p < .001) with IQ scores. Subjects

who had 15% or more EP habituation had a mean IQ of 125, while those with

less than 15% habituation had a mean IQ of 114.

Shagass, Roemer, Straumanis, and Josiassen (1981) compared visual, audi-

tory, and somatosensory AEPsin psychiatric patients, and normal controls, dif-

fering in intelligence. Intelligence was measured with Raven’s Standard Pro-

gressive Matrices, using percentile scores, and high and low IQ patient groups

(n = 40 in each) created by matching patients above and below median Raven’s

scores for diagnosis, age and sex. Mean RSPM percentile score was 53.6

(SD 30.6). A control group showing

a

full range of RSPM scores wasselected:

the mean RSPM percentile score for the 20 controls was 61.1 (SD 27.3).High

(7 subjects, RSPM percentile score of 95) and low (7 subjects, RSPM percentile

score 50 or below) IQ control groups were created.

Stimuli were: visual, 8 ms duration checkerboard presentation; auditory, 0.1

msbinaural clicks at 50 dB above a constant 75 dB white noise; and somatosen-

sory, 0.1 mselectrical pulses to the left or right median nerves. Stimuli were

delivered in randomised order, at ISIs of 1.5 to 2 sec (mean 1.75 sec). 14

electrode sites were used, 6 departing slightly from the 10/20 standard (which we

shall refer to as ‘‘near C3’’, etc.), referred to linked ears, and EOG wasalso

recorded. 512 ms AEPs were collected, sampling at 1 ms intervals, for each of

two montages of 7 leads plus EOG. 192 responsesto stimuli of each kind were

averaged, and 4 subaverages(e.g., Ist + 5th + 9th... ) were constructed to

check reliability of the waveform.

Comparisons werefor peak- and trough-latencies, absolute amplitudes (devia-

tions from the epoch mean), and a string length measure of AEP waveform

complexity (Hendrickson & Hendrickson, 1980) which will be discussed further

in section 4. The mean EPs of patients and controls differed in many respects,

and the analysis of data for the patient groups will not be considered here.

Conventional AEP measures of the somatosensory AEP yielded differences

between low and high IQ groups, especially in the region of N60 and P185;

visual AEPs also showed manyareasin which high-low differences were signifi-

cant. The detailed differences can be best appreciated by inspection of the grand

mean AEPs for high and low groups which are illustrated, and will not be
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presented in detail here. Auditory AEPs yielded few differences, but mean
amplitude tended to be higher after 100 ms in high IQ subjects.

Average absolute deviation measures for various subepochs yielded a number
of differences between high and low IQ subjects, particularly for VEP. (Since
EOGamplitude also differed between groups, EP amplitudes were adjusted for
their regression on EOG values before analysis.) For example, for the visual EP
at Cz, the correlation between adjusted EP amplitude and RSPM scores of
nonpatients (n = 14) was +0.629 (75-249 ms), +0.614 (129-249 ms) and
+ 0.517 (74-470 ms), all p < .05; the maximum correlations for these epochs
were +0.698 (near C3), +0.681 (near C4), and + .734 (near C3) respectively,
all p < .01, and 6 to 8 of 11 leads achieved significant (p < .05 or better)
correlations in each of these epochs. For the auditory EP, the correlation at Cz
over the whole 40-480 ms epoch was +0.475 (ns), and only that for the
electrode near C3 (+ 0.651, p < .05) achieved significance. For both visual and
auditory AEPs, higher amplitude was associated with higher IQ. For the so-
matosensory AEP,the pattern of correlations was more complex, and the number
of significant values intermediate between the visual and auditory ranges. Early
in the somatosensory AEP, high amplitude was associated with low IQ; later in
the epoch (the time differing for right- and left-arm stimuli) high amplitude was
associated with high IQ.

None of the correlations between string length and RSPM score achieved
significance in nonpatients; for the patients, only auditory AEPstring length
measures achieved significance, and here 7 of 64 measures achieved r-values
ranging from —0.22 to —0.31, that is, in a direction opposite to that predicted
by Hendrickson and Hendrickson (1980). For visual AEP, there was a general
tendency for high IQ to be associated (at several leads) with stability of wave-
shape. For latencies, somatosensory N60 latency was shorter for high IQ sub-
jects, and the visual P200 latency was longer in the high IQ group. No other
significant latency difference were found. Since 22 peaks and troughs were
considered in the analysis, the numberof ‘‘significant’’ latency differences is
very close to that expected by chance. The authors notethat since the differences
between high and low IQ nonpatients are between extreme groups, they probably
overestimate the relationships with the full range of IQ.

Auditory, visual, and bimodal (simultaneousauditory and visual stimuli were
usedto elicit AEPs in a study by Federico (1984). Fifty right-handed Caucasian
male navy recruits were tested on the Hidden Figures Test, the Clayton-Jackson
Object Sorting Test, the Impulsivity subtest from the Jackson Personality Test,
the Tolerance of Ambiguity Scale, the Category Width Scale, the Role Construct
Repertory Test, Ekstrom’s Vocabulary Test II and Surface Developmenttest,
Ekstrom’s Nonsense Syllogisms test, the Armed Services Vocational Aptitude
Battery and the Gates-MacGinitie Reading Test. Brain potentials were evoked
using a black-white checkerboard visual stimulus with an ISI between 1 and 3
sec, 65 dB binaural auditory clicks with the same ISI, or both together. Eight
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EEG channels were recorded—F3, F4, T;, T4, P3, P4, Ol, and O2—with

ground at Pz. AEP variables were the RMS and SD of the waveform amplitudes

for a 500 ms post-stimulus epoch. Canonical and product momentcorrelations

were used to analyse the results. Four ‘‘significant’’ canonical correlation results

are reported, but only two achieve p < .05. One result, which has a p value of

0.011 is a correlation of a combination of right temporal and parietal visual

responses in the right hemisphere with a combination of results on the Hidden

Figures Test, Clayton Jackson Object Sorting (a negative term in the equation)

and the Gates-MacGinitie Reading Test. The other significant canonical correla-

tion results (at p < .034) is between a combination of AEP indices derived from

bimodal stimuli from temporal and parietal electrodes in the right hemisphere

and a combination of results on the Clayton-Jackson Object Sorting Test, the

Ekstrom Vocabulary TestII (a negative term) and the Armed Services Vocation-

al Aptitude battery. No satisfactory theoretical formulation of these results is

offered, and the study-wise TypeI error rate is not given. One particularly odd

result is the second significant canonical correlation, where the mental test

formula has a verbal ability test as a negative term and the ArmedServicesTest,

which has word knowledge as oneof its three subtests, as a positive term.

The product moment correlations, for which the SD of normalized (..e.,

transformed to a mean of zero) waveform amplitudes were used, haveat least a

more consistent direction of correlation. The Surface DevelopmentTest(atest of

visualization) correlates significantly with AEP amplitude for visual stimuli in

the left parietal (— 0.45, p < .01), right parietal (— 0.36, p < .O1) and right

temporal (— 0.30, p < .05) regions. The emphasis on the right hemisphere and

parietal areas in responseto visual stimuli concords with our knowledgeof brain

localization of visuospatial functioning in right-handers. Gates-MacGinitie

Reading Test scores correlated —0.43 (p < .01) with AEP amplitude recorded

from the right temporal area using visual stimuli. Ekstrom Vocabulary TestIl

scores correlated at —0.28 (p < .05) with amplitude of responses to bimodal

stimuli in the right frontal area.

The Hidden Figures Test (measuring field dependence-independence) corre-

lated — 0.23 (p < .05) with AEP amplitude recorded from the left occipital area

using auditory stimuli. None of these correlations is easy to interpret; note that

the correlations obtained here have a sign opposite to what might be expected

from the work of Rhodeset al. (1969) and Shagasset al. (1981), in which greater

amplitude was associated with higher IQ. (However, since Federico’s ‘*ampli-

tude’? measure is the SD of the waveform with mean transformed to zero,it

appears to be morecorrectly described as the square root transform of a variance

measure. D. E. Hendrickson’s variance measure, discussed in a later section,

also showed a negative correlation with IQ.) Federico notes that his result is the

inverse of that reported in the earlier literature, but fails to provide a convincing

explanation. The poor discussion also fails to deal with the problem of Type I

error: with 8 electrode sites, 3 stimulus modes, 2 AEP indices (amplitude and
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standard deviation), and 11 ability tests, there are 528 possible product moment
correlations of which only the eight which were significant, admittedly all in the
same direction, were reported.

Inconsistencies in the study are worth noting. The following two sentences
appearin the results section: ‘‘Also, VERP amplitudeselicited in the LH and RH
parietal regions and RH temporal region were significantly negatively correlated
with SPA [7(48) = —0.45, p < .01; r(48) = — 0.36, p < .O1; r(48) = —0.30,
p < .05, respectively];’’ and ‘‘Also, VERP amplitudes in the LH and RH
parietal regions were significantly negatively associated with SPA [r(48) =
— 0.43, p < .01; r(48) = — 0.33, p < .05, respectively].’’
An interesting innovation in the derivation of dependent variables from

evoked potential traces has been made by Daruna and Karrer (1984). Their
sample and their test of intelligence were poor; they tested 24 undergraduates and
used the “‘intelligence’’ scale from the 16 PF. However,the novelty of the AEP
measures makestheir study relevant. Subjects weretold to ‘‘ guess’’ which of 2
tones, frequent (600 Hz on 80% oftrials) or infrequent (2,400 Hz on 20% of
trails), would raise on a given trial. EOG was recorded and AEPs were taken
from Pz, Cz, Fz, to (a) frequent tones, (b) frequent tones after several other
frequent tones and just before rare tones, and (c) frequent tones immediately after
rare tones (alternation). Baseline to peak amplitudes were measured for N 1» Po,
P; and slow waveat the three scalp positions in response to the three types of
stimuli. AEP measures were subject to transformation to give values for the
cerebral topography of the peaks, and the differences in topography in different
stimulus conditions. Subjects with “high IQs’’ were found to have a greater
change in the N, linear trend (the difference in amplitude between Pz and Fz)
across the scalp from rare to frequent events (r = — 0.647, p < .01). The
authors argue that AEP responses lend themselves to more meaningful interpre-
tation if variables such as probability, event repetition and scalp location are
considered, and that IQ is linked to cerebral organization which is linked to
topography of AEPs. This is a study with intriguing results and interesting ideas
which falls short of being ideal on many counts. Apart from the small sample,
homogeneous with respect to ability, and the poor IQ measure, which make a
Type II error likely; the numberof stimulus types, AEP peaks, electrodesites
and their combinations in the form of transforms makesa Type I errorlikely also.
A thought-provoking comparison of the relative success, in discriminating

bright and dull subjects, of studies of quantitative EEG andstudies ofthe latency
of AEP components is provided by Gasser, Pietz, Schellberg, and Kohler
(1988). These authors examined the same experimental (mildly mentally re-
tarded) and control (nonretarded) groups of children that they used for their
quantitative EEG analyses describedin the first section, but using visual evoked
potential techniques. Details of the subjects have been provided in the previous
section. For the present experiment, electrodes were at F3, F4, C3, C4, Cz, P2,
Ol, and O2, referred to linked earlobes; vertical EOGs were also recorded. The
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stimuli were high-intensity flashes, 2 m away from the subject’s closed eyes,

with ISIs in the range 0.627—4.687 sec (mean | .432 sec). Brain electrical activity

was filtered (70 Hz low pass, time constant | sec) and digitized at 2.45 ms

intervals. VEPs were referenced to a 313 msprestimulus baseline. The length of

the post-stimulus epochis not specified but appearsto be at least 300 ms. Using

kernel estimation, latency and amplitude of peaks was quantified: not all peaks

were obtained at any site, with occipital electrodes deviating from the rest. The

mentally retarded and control subjects differed particularly in the 200-250 ms

latency range (normals more negative) and in the latencies of P75, P190, and

especially N130 (later in retarded subjects at anterior derivations).

Within the normal group, amplitude and latency of AEP components from

N60 to N305 at Cz was generally negatively correlated with WISC Verbal score

and PSB (Prufsystem fur Schul- und Bildungsberatung) score. These rank

correlation coefficients (n = 31) were low (PSB-latency: mean — 0.25, range

—0.55 to —0.05; PSB-amplitude: mean — 0.24, range — 0.54 to —0.07; WISC

Verbal-latency: mean — 0.15, range —0.30 to —0.05; WISC Verbal-amplitude:

mean — 0.22, range —0.62 to +0.10), and only 5 (18%) of 28 were significant

at p = .05 or better. For this nonretarded group, higher IQ was associated with

shorter latency and ‘‘more negative’’ amplitudes, while for the retarded group

the pattern of correlations was irregular.

The authors concluded that there is little variation in AEP peak latency and

amplitude between normal and retarded children, or in relation to IQ, and the

results of spectral analysis of quantitative EEG were moreclear-cut and relevant,

and had greater test-retest reliability. In this VEP study, multidimensional

scaling of the full range of VEP latency and amplitude measurements for con-

sistent peaks separated 14 mentally retarded children from the normals, with I 1

retarded children falling in the normative range. A similar analysis of quanti-

tative EEG data had previously identified approximately the same deviant and

nondeviant subgroups, implying that the poor showing of the VEP peak analysis

in discriminating subjects is not due to the retarded individuals having normal

VEPs, but ‘‘due to the large variability in both groups and to the diversity of

deviations among retarded children.’’ This result typifies the generally poor

discrimination afforded by conventional latency measures in the studies reviewed

in this section.

SPECTRAL ANALYSIS OF AEPS

If the average evoked response of high-IQ individuals has more peaks and

troughs in a shorter space oftime, as indicated by the correlations between AEP

indices derived from zero-crossing analysis and IQ test results, then analysis of

the frequency spectra may provide a more formal way of dissecting the underly-

ing structure of the waveform. Bennett (1968) collected occipital cortex AEPs
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for a 500 ms epochin 47 subjects using a photic stimulator. Only 36 subjects had
a sufficiently good signal to noise ratio to allow AEP analysis. The Pearson
correlation between the ‘‘natural frequency of the dominant function’’ and WAIS
IQ was +0.59. Bennett’s scatter-plot suggests that this correlation depended
strongly on the small proportion of subjects with low IQ (below 95); above IQ
110, there is no clear sign of any relationship. Bennett’s report is terse and
difficult therefore to evaluate—he makes no formal mention of the age or sex of
subjects, and IQ rangeis not formally described althoughhis figure showsit was
considerable. He worked in Weinberg’s laboratory, and procedure was presum-
ably similar to that adopted in the study discussed below.

Weinberg’s (1969) paper develops further the notion that frequency spectra of
the AEP might be related to intelligence. Forty-two subjects, aged 18-39 and
with WAIS verbal IQs between 77 and 146, were presented (eyes closed) with
70, 20 ms photic stimuli with a mean ISI of 2 sec. Bipolar recording was used
with two electrodes over each hemisphere, one 2.5 cm abovetheinion and the
other 2.5 cm lateral to the midline. EPs were digitized and Fourier analysis used
to estimate spectral densities. Frequencies between 2 and 50 Hz wereincluded.
There was a positive relationship between overall activity and IQ, with the
correlation between mean spectral density and IQ being +0.35 (p < .05) and
+0.43 (p < .05) for the left and right hemisphere respectively. There was a
significant correlation between IQ and the variability of the degree to which
computed spectral components were in the evoked response, but only fortheleft
hemisphere (r = +0.43 (p < .05): right hemisphere r = +0.26, (ns)). With
respect to the importance of individual frequencies, those at 12 and 14 Hz had the
highest correlation with IQ (around +0.35). (Subsequently, Giannitrapani
(1985, see discussion in section 1) was to find that activity at around this
frequency, but especially at 13 Hz, in the ongoing EEG wascorrelated with IQ.)
After about 20 Hz, all the correlations obtained by Weinberg are negative, small,
and nonsignificant.

Weinberg’s summary of the differences between the AEPtraces of high and
low IQ individuals is that ‘‘low IQ subjects tend to show predominantly low
frequency activity, especially with respect to early components of the AER.’’

Weinberg hypothesizes that the AEP differencesreflect subject differences in
the state of a ‘‘scanner’’ which is an information processing stage that imposes
temporal limitations on the encoding of incoming stimuli, like the sweep of an
oscilloscope. Thus, Weinberg proposes that the high IQ individual is distin-
guished by efficient stimulus encoding, a theory held by others in the field of
intelligence research (Brand & Deary, 1982), and that AEPs indexedthis effi-
ciency. The following speculation by Weinberg anticipates the work done by
Zhang and colleagues (Zhang, Caryl, & Deary, 1989a,b) on inspection time,
AEPsandintelligence (see final section): ‘‘If such sweeping does occur, andif
frequencies within the AERreflect periods of the Sweep process, then correla-
tions of frequencies with IQ could be thought of as a procedure for determining
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the optimal sweep period. This assumes that encoding proceeds moreefficiently

with individuals of high IQ. The most predictive frequency—the one positively

correlated with intelligence to the greatest degree—could reflect the optimal

scanning frequency.’’

Ertl (1971) undertook a reanalysis of selected 11-year-old subjects’ EP rec-

ords from a tape library of over 1000 cases. One hundred sixty-four subjects

were selected on IQ criteria, with group | (n = 93) having IQ scores of greater

than 120 on at least two of the Otis, PMA, and Wisc IQ, and group 2 having IQ

scores of less than 85 onat least two ofthe tests. No details of the photic stimuli

are provided. Bipolar recording had been used with electrodes 6 cm apart astride

C4 to give a 512 mspost-stimulus epoch, based on a 2 ms sampling resolution.

Fourier analysis was carried out over 500 ms with a resolution of 2 Hz, and over

250 ms with a resolution of 1 Hz. Few details of results are given, but Ertl fails to

find differences between the groups using average Fourier transform indices. Ertl

suggests that, in research into humanintelligence, spectral characteristics of the

AEP maybeignored.

However, in the subsequent two years Ertl (1972, 1973) retracted this conclu-

sion in two short reports which appear to reanalyze the samedataas Ertl (1971),

althoughtheyarrive at slightly different conclusions. He describes the reason for

his change of opinion in the 1973 report, ‘‘on rethinking, I realised (a) that the

spectral characteristics of the ER change with time, and (b) that most of the

differences between high and low IQ subjects appear to occurin the first 150 ms

of the response.’ Therefore, to submit a 500 ms epoch,say, to Fourier analysis

was too crude:it might include portions of the post-stimulus response processing

which were unrelatedto intelligence, and it might include periods with different

spectral compositions. Ertl used a sliding time-window techniqueto take account

of the non-stationary characteristics of the EPs. ‘‘Fourier analysis was performed

in an 80 ms time window which was incremented in 8 mssteps from 40 to 200

ms following the stimulus.’’ One ms steps were examined and frequencies from

12 to 50 Hz were included. High IQ subjects were found to have ‘‘significantly

more energy centered in the Fourier transform between 85 and 136 msfollowing

the stimulus at a frequency of 20-32 c/s’’ (Ertl, 1972). In his 1973 report Ertl

records identical results, save to say that the important frequencies were 18-29

Hz.Ertl’s sliding time window introduceda further problem,the large numberof

statistical comparisons, in the attempt to solvethe initial problem of nonstation-

ary characteristics. Also, the window size (80 ms) limited the lowest frequency

he could consider to 12 Hz.

The potential importance of the frequency range omitted by Ertl (1972, 1973)

is highlighted in a small study carried out by Osaka and Osaka (1980). They

tested 8 normal children, age range 12 to 13, with an average Suzuki-BinetIQ of

118 (range 110 to 130), and 8 mentally retarded children, with no neurological

deficit, of similar age and an IQ meanof65.5 (range 54 to 76).Subjects lookedat

a white screen 1.5 m in front of them and, after 15 minutes of dark adaptation,
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100 Xenonflashes lasting 1 ms, with an ISI of | sec, were presented. EPs were
recorded from midline 3 cm abovethe inion referred to theleft earlobe, and 256
points were sampled per 500 msepoch. Reliability, which was very good, was
tested by running two sessions for each subject with 3 to 5 minutes of rest
between sessions. Power spectra were analysed with a Hanning window and a
resolution of 2 Hz. The mentally retarded group hadrelatively low P,;—N,,. and
N,—-P, amplitudes, and normal children had shorter N , peak latencies. Sadly, the
analysis done on powerspectra is impressionistic but revealed that mentally
handicapped subjects had a peak at 4 to 6 Hz while bright age-matched children
had peaksat 4 and 12 Hz. They report that mentally retarded subjects had lower
power high frequency components than normals, and conclude thattheir results
are consistent with Weinberg (1969). Althoughthis study corroborates the pos-
sibility that relatively high IQ subjects have increased power at AEP frequency
components of above 10 Hz, it has the problems of low subject numbers,
inclusion of mentally retarded subjects, and lack of formalstatistical analysis that
limits its importance.

Some novel indices of AEPs were investigated by Flinn, Kirsch, and Flinn
(1977), who tested 64 white females with an IQ range of 69-137, and good
2-year stability on the Lorge-Thorndiketest. Subjects were divided into 4 groups
of different IQ ranges: below 89 (n = 15), 90-109 (n = 17), 110-129 (n = 24)
and > 129 (n = 8). AEPs werecollected using bipolar electrodes 6 cm apart,
parallel to the midline, using C4 as the midpoint (cf. Ertl’s placement). After 5
minutes of dark adaptation subjects, with their eyes open, were presented with 4
runs of 100 photic stimuli. Run | was at intensity 4, run 2 at intensity 2, run 3
had the light source covered, and run 4 had the light source at intensity 4. ISI
between flashes was 1.6 s, EPs were collected for a 500 ms post-stimulus epoch,
and there were 3 minutes between each run.

Fourier transformation was carried out on the records after tapering and
padding. The authors examined: spectral amplitude at different frequencies,
averaging over 6 Hz bands; average spectral amplitude above and below a
‘‘splitting’’ frequency; bandwidth—the range of frequencies in the spectrum; the
frequency at which maximalspectral amplitude occurs; and the average spectral
amplitude in various frequency bands,for the first 200 ms of record.In general,
high IQ subjects had a wider distribution of poweracross frequencies, and had
higher powerat higher frequencies while low IQ subjects had higher powerat
lower frequencies. Maximum amplitude in frequencies 0-12 Hz wascorrelated
negatively at an average of — 0.37 (p < .01) with IQ in runs | and 4, and IQ was
correlated positively at an average of +0.36 (p < .01) with frequencies 30—54
Hz in run | only. Correlations with amplitudes at low frequencies were caused by
the low IQ subjects being different from the rest, while at the higher frequencies
there wassteady increase in amplitude from low to high IQ. Similar results were
obtained with ‘splitting’ frequency analysis, with 1Q-spectral amplitude correla-
tions in wide bands being negative (consistently around —0.31, p < .05) for
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frequencies below the split, and positive (ranging from +0.31 to +0.45, all

correlations significant and usually at p < .01) for those aboveit.

ANOVAperformedacross the four groups for average spectral amplitude, for

the ranges 0 to 20 Hz and 30 to 60 Hz, and for bandwidth, resulted in significant

F statistics in all cases, but pairwise comparisons revealed that this waslargely

due to the lowest IQ group being different from the other groups.

Few significant results were obtained in the control or low intensity runs, but

the low intensity run correlations were in the samedirection as the high intensity

runs and around 0.2. In agreement with Ertl (1971), they failed to find a

correlation between IQ and maximum spectral amplitude. Apart from the fact

that this subject group was biased towards high IQ, it is difficult to find fault with

this careful, well-presented study which confirms and extends the impression

that high IQ subjects have greater power in higher frequency components of

Fourier-analysed EPs.

Wehave not reviewed Robinson’s (1982a, 1982b, 1989) workin this section,

although it might be considered relevant here, because he presents no primary

data. It is impossible to infer, with any degree of confidence, what the measured

data were for any subject on the basis of the fitted constants whose values he does

present (in scatter-plots), and which are based on a model of the visual system

involving equivalents of electrical resistance, inductance and capacitance. This

illustrates an important point, that the value of new techniques can best be

appreciated when older, well-understood techniques are also applied to analysis

of the same data, and whenthe basic data input to both forms of analysis are

providedas well asthe final results. Clear evidence of the value of comparison of

different techniques to the same subject population was provided by the work of

Gasseret al. (1988), presented at the end of the second section, and by the work

of Sutton and his colleagues discussed in the fifth section.

EP VARIABILITY, COMPLEXITY, AND “STRING LENGTH”’

Variability in the response evoked by identical stimuli was the reason that the

technique of time-locked averaging was developed. We have already noted

above that there are reports that amplitude variability of the average evoked

potential is greater in high IQ subjects across hemispheres and across tasks, but

variability across individual evoked responsesto identical stimuli in the same run

has been seen as something to getrid of. Callaway (1979) urged an endto this

attitude and stated that EP variability should not be ignored—rather, it should be

‘‘invited in by the front door and offered . . . a cocktail.’’ Callaway presented

evidence to indicate that individual differences in EP variability are stable across

time and are related to maturity, schizophrenic thought disorder, IQ, attention,

and so on. Such evidence as he has to back his claims on IQ is not presented
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fully. Two pilot studies with children (n = 22 and n = 17) obtained negative
correlations between —0.2 and —0.4 between EP variability andtest perfor-
mance, with age partialled out. Details are missing, but results on the Beery
Visual MotorIntegration test for small groups separated into ‘‘variable EP’’ and
‘“stable EP’’ are interesting. When the task was new to the subjects it was not
possible to have good performance and variable EPs. After practice on the task
almost none of the stable EP group had low task performance, while about 50%
of the variable EP group did. Callaway’s opinion wasthat, ‘‘EP variability may
reflect a more enduring quality of mind than do performance measures.”’

Callaway mentions another study of his own where 207 white navy recruits
were divided into low (87-96) and high IQ (113-133) groups, based on Armed
Forces Qualification Test results. Of 64 EP measures, one was a variability
measure, and wasusedasthe first variable in a stepwise discriminant function.
In a 2 X 2 table based on IQ-EP variability the Chi-square was 10.1.

Twoof Callaway’s impressions—that a no-task EPsituation is advantageous
in discriminating individuals of different IQ, and that high IQ subjects give more
stable responses to ‘‘dull,’’ repetitive stimuli—are important elements of the
Hendrickson’s (Hendrickson & Hendrickson, 1980; A. E. Hendrickson, 1982:
D. E. Hendrickson, 1982) ‘‘string length’’ measure of the AEPtrace. Theirs is a
view of the AEPtrace that contains the ideas of Ertl (that high IQ subjects have
more significant zero crossings in a given time window), Callaway and Wein-
berg. The key ideasare that variability (in a single subject) between EPsto the
same stimulusis the result of neural transmission error, and that high IQ subjects
make fewer neural transmission errors than do low IQ individuals. Therefore,it
follows that brain potentials evoked by identical auditory stimuli will be less
variable in high IQ subjects, and that the AEP will preserve moreof the detail of
the individual EPs. In low IQ subjects, owing to transmission infidelity, the brain
will produce less similar EPs; when averaged, these will give a trace that has
fewer, coarser, excursions.

Shagass et al. (1981) had attempted unsuccessfully to discover the string
length differences predicted by the Hendricksons’theory in a comparison of high
and low IQ subject groups. In an analysis reviewed in the secondsection, they
failed to find any significant differences in string length of AEPs to visual, au-
ditory, or somatosensory stimuli, although a few latency differences, and much
larger set of amplitude differences, occurred between groups.

Despite this unpromising precedent, Blinkhorn and Hendrickson (1982) set
out to test the idea that ‘‘the effect of error is to reduce both the number and
amplitude of excursions of the a.e.p. trace.’’ Their eventual subject group was
33 Hatfield Polytechnic undergraduates with a range of Raven’s Advanced
Progressive Matrices scores from 17 to 35 (approximate meanIQ, 128 to 130).
Subjects were under instruction to relax and keep their eyes closed while they
heard one hundred, 1000 Hz, 30 ms, binaural, 85 dB tones with an ISI of be-
tween I and 8 sec. A specially constructed PTT4 amplifier (D.E. Hendrickson,
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1982, provides the details and circuit, as well as the rationale for choosingthis

design) was used and 256 and 512 mspre- and post-stimulus epochs, respec-

tively, were examined. The dependent variable used for EP measures wasthe

‘string length,”’ literally the total length of the AEP trace over a given epoch,

calculated as if a string had been placed overthe trace and its length measured.

Although Blinkhorn and Hendricksonpresent this as a new measure of the AEP,

it had precursors in the ‘‘map-wheel’’ measures in commonusein the previous

decade (e.g., Rhodeset al., 1969; Buchsbaum, 1974), and with hindsight, it may

have been unfortunate that the precedent was not recognizedin the intelligence

literature. Precursors ofthe string length measure are discussedat the end of this

section.

Correlation between the string length of the 256 mspost-stimulus trace and

APMscore was + 0.538 (p < .001), while the prestimulus string length versus

IQ correlation was + 0.127 (ns). The correlation was almost identical when a

512 mspost-stimulus string was used. Scores on verbal ability tests, performed

on 25 of the same subjects, did not correlate significantly with string length.

However, string length is not the same as variability and the authors, without

giving details, state that, ‘‘none of the variance measures from the various data

passes correlated significantly with APM.’’ It may be useful to compare the

procedure used by Blinkhorn and Hendrickson with that used by Shagasset al.

(1981) whofailed to find a significant string length-RSPMcorrelation. The most

striking difference is that Blinkhorn and Hendrickson used stimuli in just one

modality, coming at relatively long, unpredictable intervals, while subjects

relaxed with their eyes closed. Shagass et al. (1981) used a mixture of visual,

auditory, and somatosensory stimuli, presented at shorter and less variable

intervals (ISIs 1.5-2 sec) while subjects kept their eyes open and fixated an

illuminated point on the TV screen. Clearly, there is considerable potential for

these differences in experimental procedure to affect the subject’s perception of

the task, and in particular to modify the range and nature of background thoughts

that subjects engage in during the task. Secondly, Shagasset al. report that they

equalized scalingof all individual EPs (presumably to remove overall amplitude

differences) before their string length analyses; Blinkhorn and Hendrickson did

not do this. Shagasset al. did find differences in average absolute deviation from

the epoch mean,as discussedin the second section, which could potentially have

produced a difference in string length between high and low IQ groups in their

study if scaling had not been equalized.

D. E. Hendrickson (1982) examined string length and a variety of related

AEP measuresfor a large sample of schoolchildren (n = 219, average age 15.6

years, SD 1.13). Mean IQ (WAIS) was 107.7 (SD 13.9). Evoked responses were

collected from the vertex, with reference to the left mastoid, and with the right

mastoid earthed; they were again amplified by the specially built PTT4 amplifier

used in the previous study, and recorded on tape for subsequentanalysis. Stimuli

(to which no response wasrequired) were one hundred, | ,000 Hz, 30 ms, 85 dB
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tones with 1-8 sec ISIs, as in the previous study. AEPs were calculated from 90
trials (eliminating any which had obvious artifacts, plus an appropriate number
of goodtrials to achievethis figure), and a string length measure, total variance
measure, and composite (variance minus string) score were obtained over a 256
ms epoch, and subsequently for a 512 ms epoch.In the first analysis, samples
were taken at | msintervals, in the second at 2 ms.

Correlations between total IQ and string length and variance measures were
+ 0.72 and —0.72, (p < .001) respectively: the ‘‘composite’’ score correlated
— 0.83 (p < .001) with total IQ. To examinethe relative importanceofearly and
late components of the AEP in predicting IQ, the epoch was extended to 512 ms
(across a subset of the subjects, n = 78): when this was done, correlationsfell to
+ 0.47, —0.35 and —0.56 for the string length, variance and ‘‘composite’’
measures respectively, suggesting that the relationship depended primarily on
components occurring within the first quarter second after the stimulus. Correla-
tions with VIQ were stronger than with PIQ, and full details of correlations of
AEP measures with WAIS subtests are provided in the article.
A second sample for which full WAIS IQs were obtained, 16 court stenogra-

phers, was of higher IQ (mean FSIQ 126, SD | 1.5) and age (mean 42.4 years).
In this sample the AEP measures were also correlated with IQ (string length
+ 0.80, variance —0.66, both p < .O1), confirming Blinkhorn and Hen-
drickson’s (1982) conclusion abouta correlation between the AEP complexity
and IQ in subjects of above-average intelligence. However, in a third group with
a mean IQ of about 147 (19 members of Mensa, an organization for the very
highly intelligent), different results were obtained. In this group (average age
28.7 years, SD 6.54), intelligence was assessed only through Mensa’s owntest,
and correlations of IQ with AEP measures were essentially zero. This result is
difficult to interpret; it would not be surprising if a general relationship between
AEP complexity and intelligence broke downat the extremes of high or low
intelligence, and so the lack of significant correlations in the Mensa sample
might be interpreted in this way. Alternatively, with such small numbers in the
sample, the chance of a TypeII error is considerable. In support of the idea that

In a final group of 15 severely subnormal subjects, D. E. Hendrickson
attempted to apply string length to measurementat the other extreme of the scale
of intelligence. In this group, the ERP records were “qualitatively different’’
from those obtained with other groups. Correlation coefficients for the various
measures and IQ are not presented, but string length is reported as being very
high in the subnormal group. This difference may depend on the amplitude
differences in AEPs reported, for example, for Down’s syndromeindividuals
(Callner, Dustman, Madsen, Schenkenberg, & Beck, 1978: Dustman & Callner,
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1979: Schafer & Peeke, 1982). Rather than pointing to a defect in the string-

length measure, the result perhaps illustrates in reverse the often-emphasized

point that inclusion of retarded subjects in an analysis ofintelligence may change

relationships which would be obtainedif the analysis had been confined to the

normal range.

Vetterli and Furedy (1985) reported that the Hendrickson string measure,

‘‘suffers from a unique source ofarbitrariness: the magnitude of the correlations

obtained depends on the scale used to plot the voltage and time axes in the EP

graph. Specifically, the greater the ratio of ordinate to abscissa length, the higher

the correlation.’ D. E. Hendrickson devised a revised string measure (RSM) to

get rid of this effect and the authors reexamined the published EP traces by Ertl

and Schafer (1969) using the RSM, because the Hendricksons have often pre-

sented these traces as independent evidence which corroborates their string-

length theory. Vetterli and Furedy employed 3 dependent variables when exam-

ining the traces: latency of the third peak, a ‘‘speed theory’’ measure; revised

string measure, a Hendrickson *‘error theory’’ variable; and mean voltage for the

epoch, which captures the amplitude but not the frequency aspect of EP com-

plexity, and which the authors hypothesize should correlate with IQ, according

to ‘‘error theory.’’

Twenty of the Ertl and Schafer (1969) traces were used, and one voltage

reading wastaken every 2.94 msfor a 250 ms epoch. The correlation between IQ

and revised string measure was + 0.80, and between IQ and third peak latency

was —0.92, both in the expected direction. However, the authors point out that

these 20 traces were selected from an original sample of 573, in which the

latency-IQ correlation was —0.35. The IQ-mean amplitude correlation was

—(.25, which was non-significant and in the wrongdirection. Next, the authors

reanalyzed 12 unselected traces from Weinberg (1969), with a 4.35 ms sampling

rate and a 250 ms epoch. The two “‘error theory’’ variables, revised string length

and mean amplitude, correlated at —(.34 (ns) and —0.59 (p < .05) with IQ,

both being in the direction opposite to that predicted by error theory. The ‘“speed

theory’’ variable, latency of the third peak, correlated at — 0.66 (p < .05) with

IQ, which wasin the expected direction. The authors conclude that the older,

simpler, speed theory of IQ-EP correlations—that high IQ subjects complete

psychological processing faster and that this is indexed by the time of the

appearance of EP peaks—receives more support than error theory.

A partly successful attempt to replicate the results of Blinkhorn and Hen-

drickson was carried out by Haier, Robinson, Braden and Williams (1983). In

their summary they note that a review of the EP-IQ correlations indicates that

high IQ subjects tend to have more EP components than low IQ subjects, and that

failures to replicate the original results by Ertl have tended to ignore Ertl’s

methodof identifying peaks by their order of occurrence. They tested 23 nursing

students, mean age 22.1, mean RAPM score 21.4, who sat in a dark room

observing light flashes of 4 intensities through a translucent screen. One subject



 

waslost owing to blinking. There was no task; flashes cameat | per second and
there were 64 trials at each intensity. A vertex (Cz) electrode was used, with
right ear as reference and frequencies from .04 to 40 Hz were included. Sampling
rate was 250/sec over approximately 500 ms and the average trace of 2 sessions
in each condition was used. Lengths of the waveform measures—using the sum
of absolute differences between adjacent points—for 0-252 ms, 252-508 ms,
and 0-508 ms epochs were used as EP dependent variables, as were maximum
amplitudes of P100 and P200 excursionsrelative to mean potential between 0
and 36 ms, and peak to peak amplitude of N140 and P200 excursions. Correla-
tions between the 0-508 ms string lengths and RAPM scores were +0.29 (ns,
low intensity), +0.27 (ns, med-low intensity), +0.43 (p < .025, med-high
intensity), and +0.50 (p < .01, high intensity). Correlations between RAPM
scores and the waveform-length measures for 0-252 and 252-508 ms epochs had
a similar pattern. There were no consistent patterns in the low correlations
between IQ and P100 amplitude over the four intensities, but P200 amplitude
correlated at +0.18 (ns), +0.30 (ns), +0.59 (p < .005) and +0.48 (p<
.025), and N140—P200 amplitude correlated at + 0.38 (p < .05), +0.43 (p<
025), +0.69 (p < .005) and +0.57 (p < .005) with IQ over the 4 intensity
conditions (ordered as previously). The string length was found to correlate
between +0.74 and +0.80 with P200 and N 140-P200 over the different
stimulus conditions, and the authors concludethat string length, in their experi-
ment at least, was an epiphenomenon of the N140—P200 excursion. They also
concluded thatrelatively high intensity stimuli were necessary to elicit the IQ-
string length correlation.

The same group of researchers (Haier, Robinson, Braden, & Williams, 1984)
have used the same EPset-up to examine the temperamental differences between
EP augmenters (those subjects with a positive slope when the P100-N140
amplitude difference is plotted against the log of stimulus luminance), and EP
reducers (those subjects with a negative slope). Using 11 augmenters and 40
reducers, the former were found to have significantly lower sensation seeking,
Psychoticism, Extraversion, and Raven’s Advanced Progressive Matrices
scores. The latter result is thought by the authors to be due to extraverts being
better at ‘‘performance’’ versus ‘‘verbal’’ tasks. Robinson, Haier, Braden, and
Krengel (1984) attempted to replicate the N140-P200 amplitude versus IQ
correlations using 27 subjects of mean age 27.7 years, with an RAPM range of
15 to 33. Details of EP recording were as described above. All correlations were
small and non-significant. Post hoc subject exclusion was performed by omitting
all those whodiffered greatly in age (n = 5), and by excluding all those subjects
with high EP measurementerror (n = 7). The remaining 15 subjects’ data were
included andthe correlations between N140—P200 amplitude and RAPM scores
for the same intensity levels as above, in increasing order, were +0.28 (ns),
+0.18 (ns), +0.50 (p < .025), and —0.15 (ns). The authors emphasize that
this is at best a weak corroboration of their originalfindings, even with post hoc
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subject exclusion, and that it may be important onlyto include homogeneous age

samples in such studies.

Two unpublished attempts to replicate the Hendrickson work are mentioned in

the literature. In an unpublished honours thesis, Fraser (Caryl & Fraser, 1985)

attempted to replicate Hendrickson’s ERP procedure, including using the same

design of amplifier. Subjects listened to one hundred 30 ms, 85 dB, 1000 Hzsine

wave tones (which, in contrast to Hendrickson’s work, began and ended

abruptly). Intelligence was measured by the AH4test. The study was marred by

high electrode impedence in many subjects; after rejecting subjects with high

impedence, the remainder (n = 10) showeda string length—AH4scorecorrela-

tion of +0.78 (p < .01). Mackintosh (1986) reports an unpublished study

conducted with R. G. Adams, R. Armbruster, and O. Bathgate involving 18

subjects, in which the correlation between string length and RAPM score was

—(.33 (ns) and between string length and Mill Hill Vocabulary score was

—().34 (ns). This correlation with RAPM scoresdiffered significantly from that

reported by Blinkhorn and Hendrickson (1982).

Finally, Stough, Nettelbeck, and Cooper (1990) have reported a more ade-

quate attempt to replicate Hendrickson’s procedure, and have extended her

analysis to investigate the part of the post-stimulus epoch on whichthe IQ-string

length correlation depends. Twenty subjects (aged approximately 19 years) were

tested on RAPM and WAIS-R,and ERPswere recorded from a vertex electrode

in response to 100 sine wave tones. The procedure was modeled on Hendrick-

son’s, save that the tones had negligible rise and fall times, and were presented at

70 dB. String length of the AEP wascorrelated with WAIS FSIQ atr = +0.43

(p < .05) over the epoch from 0-250 ms after stimulus onset. String length

showed nosignificant correlation with RAPMscores. Stough et al. were able to

refine the epochs over which string length was calculated, and showedthat the

strongest correlation with VIQ (r = + 0.71, rising to + 0.86 after correction for

range andtestreliability) was obtained from the epoch from 100-200 msafter

stimulus onset, in which the N, component occurs. They suggest that this

component, which is implicated in the process of attention to stimuli, may

accountfortheir results; but in a post hoc comparison ofthe first and last 50 trials

they were unableto confirm their speculationsthat, when compared with high IQ

subjects, low IQ subjects might show a greater waning in attention—indexed by

N, amplitude. Stough and his collaborators have thus clearly identified as

important the period of the post-stimulus epoch that had previously been impli-

cated by Haierandhis colleagues in 1983, on the basis of correlations of N140—

P200 amplitude with intelligence, and earlier by Rhodeset al. (1969).

A further attemptto replicate the string length-IQ correlation using a different

method, was undertaken by Vogel, Kruger, Schalt, Schnobel, and Hassling

(1987). They collected data on 3 groups of subjects over two experiments. Expe-

riment 1 involved 236 students, representing 12 percent of a population who had

undergone EEGscreening and whohadoneofthe following EEG characteristics:
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low voltage EEG; monomorphic alpha waves; fronto-precentral groups of beta
waves; or beta waves which were mixed diffusely with alpha waves. Experiment
2 included 24 mentally retarded in-patients aged 15-29 and 19, ‘‘students and
employeesof the institute’’ with a similar age range. IQ-type tests administered
to subjects were the Intelligenz-Struktur-Test (with 9 subtests), the Leistungs-
Pruf-System, the d2-Aufmerksamkeits-Belastungstest and Raven’s Standard Ma-
trices. Brain potentials were evoked by visual stimuli—light flashes at 4 levels of
intensity (presented at random)—and auditory stimuli—tones with a frequency
of 500 Hz and a duration of 500 ms—with 2 sessions per modality (one of fixed
ISI of 1.5 sec., and one of variable ISI of 1 to 2 sec.), and 256 stimuli per
session. Electrodes used were F4, Cz, P4, Pl, Ol, O2, with right ear as
reference, and EOG was recorded. An epoch of 700 ms, beginning 100 ms
before the stimulus, was sampled ata rate of 333 Hz. Period analysis was used to
obtain P,, N,, and P, latencies, and a method called ‘‘oscillation,’’ which sums
local maxima and minima, beginning 70 msafter stimulus onset, was used as a
Similar measure to the Hendrickson string length. In experiment 1, the 45
correlations between ‘‘oscillation’’ indices derived from the 4 visual and one
auditory condition, and IQ scores wereall nonsignificant. The correlations be-
tween peak latency and IQ test scores (again, 45 in all) were all nonsignificant
except for one marginally significant at —0.193. In experiment 2 there were a
few small significant correlations within the groups, but the likelihood of these
being chance occurrences is heightened by the lack of EP index differences
between the two groups, other than the unexpected finding that the controls had
longerlatencies in one visual condition. The authors’ discussion is pessimistic
about the possible existence of AEP-IQ correlations, putting great stress on the
failure of Engel and Henderson (1973). A very useful table compares their own
experimental set-up with that of Haieretal. (1983) and Blinkhorn and Hendrick-
son (1982). They conclude that EEG set-up differences are not convincing
reasonsfor their failure to obtain significant correlations in the expected direc-
tion. However, there are sufficient departures from the Hendrickson methodol-
ogy to make this a possibility.

It may be that future studies will confirm straightforward correlations between
EP variability measures and IQ, but an older study by Shucard and Callaway
(1974) suggests that the relationship between these two variables is a complex
one, whichis evidentonlyin its interaction with other variables in the EP test set-
up. They introduce the study by summarizing that amplitude is decreased by ISI
reduction, stimulus predictability and decreased attention; and increased by
stimulus relevance and importance, and by the reduction in EP variability (i.e., a
large amplitude is obtained if waves from any single trial evoked responses are
always in phase—a relationship confirmed by Haieret al., 1983). They selected
8 high and 8 low scorers ontests of G, G;, and G,, as in their previous studies,
for EP testing. Brain potentials weretested in 2 sessions, 7 days apart, evoked by
1,000 or 1,020 Hz, half-second, 65 dB tones (in 58-60 dB white noise), with an
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ISI of 2 sec between tones and 16 sec between blocks of tones. There were two

task variables, each with 2 conditions. Presentation waseither ordered (blocks of

4 tones with an ISI of 2 sec.), or random (blocks of 1, 2, or 3 tones occurring

randomly, that is, subjects were unsure at any time whether a tone would appear

in 2 or 16 sec). Subjects were either attending (i.e., listening to the pattern of

high and low tones and being rewarded where their record of tones was accu-

rate), or nonattending (reading a magazine article while the tones were being

played). Subjects had AEPscollected,twice in each presentation, using vertex to

left ear electrodes (Cz-A1) for a 500 ms epoch. Separate averages were calcu-

lated for the first two tones in each block. Therefore, AEPs were based on only

15 stimuli, or as little as 10 stimuli in the random condition, as there was no

second tone at times.

Average amplitude (mean of 200 time points in the 500 ms) and mean

standard deviation of the 200 time points were calculated for 16 different binary

variable permutations—intelligence (high vs. low) by ISI (2 vs 16 sec) by

attention (yes vs no) by order (ordered vs random). Amplitude was increased by

attention to stimuli and uncertainty of stimuli, and first tones in a block evoked

larger amplitude responses than second tones. Uncertainty and attention inter-

acted, and both interacted with ISI. There was no main effect for intelligence

with respect to amplitude, but it interacted with other variables. Comparisons

within conditionsacrossintelligence level yielded 6 out of 16 comparisons(all in

nonattending conditions) significant at p < .05 and, in general, brighter subjects

had greater amplitudes. Therefore, nonattention to stimuli was the most potent

variable in distinguishing the high and low IQ groups.

With regard to EP variability, there were main effects for attention and ISI.

Intelligence interacted with uncertainty, attention, and ISI. Generally, bright

subjects showed less changein variability as a result of change in the experimen-

tal conditions. Dull subjects showed a marked reduction in variability when

stimuli were random rather than ordered and showeda greatershift in variability

in response to second tonesin the attending condition. The general, but slight,

trend is for low IQ subjects to be less variable, in contrast with other studies. The

small number of subjects and stimuli used to obtain AEPs are flaws that make

Type II errors likely in this study, but the independent variables used in this

investigation, and their interaction, highlight the possibility that intelligence,

where it does not present a main effect, may be involved in an interaction.

Precursors of String Length

A striking discovery, in reviewing the literature for this chapter, was that the

Hendrickson string length measure was almost exactly equivalent to the “‘map-

reading wheel’’ or ‘‘CVC’’ (cumulative voltage change) measures of the wave-

form which were well established in the literature—the parallel appears to be

unknownto those interested in intelligence. For example, Rhodeset al., (1969)

applied their map-wheel measure to occipital and central AEPs, and identified
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the P100, N140, and P200 waves as of primary importance for differentiating
bright and dull children, thus anticipating the results of Haier et al. (1983) and
Stough et al. (1990) which implicated the area around the N140 component.
There is valuable information in the early literature on this area of the AEP.
Using a map-wheel measure on VERsfrom the vertex (Cz) and occiput (O1 and
O02), Buchsbaum (1974) showedthat heritability was highest for the part of the
trace from 116-152 ms. The portion from 168—248 ms, which included P200,
Showed lowerheritability (because of greater similarity in this region of traces
from dizygotic twins). Rust (1975b) found that what would nowbecalled the N,
and P, components of the AER (which he labeled N2 and P;) hadhighreliability,
and that there was a strong genetic component in the amplitudes of excursions
that we should term P,;—-N,, N,—P; and P,—N,. But, when latencies were consid-
ered, this early segment of the AER was not unitary, with what we should term
N, and P, latencies showingsignificant between-family environmental variance,
absent in P, and N, latencies. The results of Lewis, Dustman, and Beck (1972)
are less easyto link to the more recent work, since their map-wheel measuresare
tabulated primarily for right-hemisphere sites, and since they used an age range
(4 to 40 years) over which profound variation in map-wheel(string length)
measures occurs. They do confirm the high similarities for monozygotic twins
in the middle region of the AER, which would be expected if this part of the
response reveals inherited individual differences in neural pathways or stimulus
processing, although they do not break this region (68—200 ms) down further.

The work of Dustman and Beck’s group (Rhodeset al., 1969; Lewis et al.,
1972) raises several further issues about application of string length or equivalent
measures to the analysis of intelligence.

Location ofelectrodes. Locationof electrodes might be important. Rhodeset
al. (1969) foundthat the bright-dull amplitude difference wasgreaterfor the right
hemisphere. Lewis et al. (1972) found more obvious differences in AERfron-
tally (F4) than centrally (C4), when comparing monozygotic twins with other
individuals. Dustman and Beck (1965) found that the similarities among un-
related individuals in VER increased with age at the vertex (thus obscuring
individual differences) but decreased with age in the occipital region. There
appears to be no evidence to show that use of the vertex will be appropriate for
both auditory AEPs (Blinkhorn & Hendrickson, 1982; D. E. Hendrickson, 1982;
Stough et al., 1990) and visual AEPs (Haieret al., 1983; Robinson etal., 1984),
or that string length at the vertex will be more closely related to IQ thanstring
length measures taken from othersites, and the issue deserves further investiga-
tion.

Sex differences. Sex differences in amplitude of the PIOO-N220 map-wheel
(string length) measure, for electrodes at C3 and C4, were recorded by Rhodeset
al. (1969). Boys had greater amplitude than girls. This difference appears to have
shown upin the string lengths recorded by Hendrickson (1982) at the vertex
(meanstring length from 0-256 ms: boys, 142.950; girls, 134.878), althoughit
received no comment. Schenkenberg (1970) reports that this sex difference is
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reversed after adolescence, so Hendrickson’s 15—16-year-old subjects might be

expected to show a smaller difference than would be obtained with younger

children.

Age changes. Map-wheel(string length) measures of different segments of

the VER, AER and SER show important and often complex changes with age.

These have been documented most thoroughly in Schenkenberg’s (1970) un-

published PhD thesis, but are also discussed by Callner, Dustman, Madsen,

Schenkenberg, and Beck (1978), while illustrations of the changes in form ofthe

visual, auditory, and somatosensory AEPs on whichthese string length changes

depend are provided in Dustman, Schenkenberg, and Beck (1976, Fig. 8—16) for

ages from 5 to 77 years. Such data should be considered in planning studies of

the relation between string length and IQ. For the VER, the pattern of age

changes in string length presented by Schenkenberg 1s complex, and details

differ at different electrode sites. Knowledge of variation of string length with

age would have allowed Robinson and colleagues (Robinson et al., 1984) to

reject, from the outset of their study, volunteers differing significantly in age

from the intended subject group, as well as choice of an age when string length

wasrelatively stable. Their post hoc decision to eliminate 5 subjects on an age

criterion, before analyzing the correlation between the N140—P200 excursion and

IQ, would then have been unnecessary. Similarly, the 250 ms epoch of the AER

analysed by Blinkhorn and Hendrickson (1982) and D. E. Hendrickson (1982)

appears to contain three elements, when age changesare considered, and the

reversal after adolescence of the initial sex differences in string length (as

reported by Schenkenberg, 1970) might be an important consideration in design-

ing studies aimed at correlating string length with IQ.

SPECIAL ABILITIES

This section includes those studies where EEG or AEP indices are correlated

with scores on more specific mental abilities, but not the voluminousliterature

on the relationship between late potentials, such as P300, and psychological

processes.

Spatial Ability

Furst (1976) suggested that those subjects who excel in visuospatial ability tests

should have relatively low ratios of right to left hemisphere alpha activity.

Sixteen students worked on 20 visuospatial items selected from 3 sources (cube-

folding, 3-D mental rotation and paper folding), which were held on cards in

front of them, and two-channel (O! to P3 and O2 to P4, each referred to the

ipsilateral earlobe) EEG was recorded while subjects worked on the problems.

Ratios of integrated alphasactivity across hemispheres were calculated for each |
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sec epoch and the rank correlation between visuospatial ability and lower right
hemisphere alpha activity was +0.546 (p < .05, in the expected direction).
However,the baseline alpha asymmetry versusability correlation was almost the
same (+ 0.508, p < .05), leading the authors to conclude that those superior on
visuo-spatial ability had tonic asymmetry. This is another small pilot study which
merits replication in a larger and more representative sample.

Willis, Wheatley, and Mitchell (1979) screened 129 students from a high
school math club and geometry class on the Purdue Spatial Visualization Test
and the Briggs Handedness Questionnaire. From this pool they obtained 17 right-
handed females and 21 right-handed males for the EEG session. EEG was
recorded from P3, P4, T3 and T4 leads, referred to Cz, with a forehead ground,
and alpha (8-13 Hz)activity was filtered out and its power measured for each
channelat | sec. intervals. For each of 4 tasks, plus a resting baseline condition,
two 30 sec. samples were analysed for alpha power, and the average and SD of
these measurements(across the total 60 sec) for each channel, and the mean log
ratios of alpha powerat corresponding leads between hemispheres (log T4/T3,
log P4/P3) and within hemispheres (log T4/P4, log T3/P3) were compared for
each task condition.

Of the four cognitive tasks, three were designed to tap different components
of performance required by the PSV Test: mentalrotation (Rotations); perceptual
matching (Perceptions); and analytical processing (Areas). They each involved
similar perceptual configurations but different production components, and were
based on the sametypes of configuration as used in the PSV Test. Thefinal task
(a control intended to index left hemisphere function) involved items similar to
those in the WAIS Similarities subtest, but selected to be Jow in imagery. Task
items were presented on worksheets. Students worked on items of each type for
at least 30 sec, on two occasions, while EEG was recorded, and there were also
two resting periods (eyes open) in which 30 sec baseline EEG wasobtained.

Willis et al. found no differences in left-right log ratios for high- and low-
spatial ability groups, for any task. However, on the right side there were
temporal-parietal ratio differences, significant only for the Rotations task (p =
-026), with the overall trend for high (spatial) ability students to show more
temporal (as opposed to parietal) activity compared to low-ability students. On
the left side, a sex by ability interaction was found. Females showed noability
differences in ratios, but males did so (p < .023). The magnitude of the
difference wasgreatest for the Perceptions task (where high ability males showed
more parietal activity than low ability males), and varied in direction between

The result provided little support for the authors’ initial view that spatial
“‘reasoning’’ (as opposed to spatial perception) was a function of the right
hemisphere, and would be tapped particularly by the Rotations task.
A sex by ability interaction also appears in the study by Ray, Newcombe,

Semon, and Cole (1981). They tested subjects on two visuo-spatial tasks—the
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Survey of Object Visualization and Part V of the Guilford Zimmerman ability

tests—and obtained 7 subjects in each of four groups: high and low ability males

and females. Using bandpassfilters at 0.5 and 30 Hz, anda sampling rate of 100

Hz, EEG was recorded from parietal electrodes (P3 and P4) on both hemi-

spheres, referred to Cz. During EEG recording subjects examined 8 items from

the Object Visualization test. There were 2 minutes betweenitems, subjects gave

verbal responsesto them andthe last 6 were usedto record EEG data. The output

from each channel was converted to an asymmetry measure. For high spatial

ability males (n = 7) the correlation between EEG asymmetry andspatial ability

scores was —0.71 (p < .05) for baseline EEG, and —0.53 (ns) for EEG during

problem solving. For low-ability males the respective correlations were + 0.77

(p < .05) and + 0.56 (ns); for high-ability females + 0.20 (ns) and — 0.09 (ns);

and for low-ability females + 0.19 and + 0.54 (both ns). The authors conclude

that high spatial ability males are able to exclude intrusive thoughts from the left

hemisphere, and that for low-ability males a verbal or analytic strategy is used to

solve visuospatial problems. Norelationship was found between EEG indices

and ability in females. It is hardly necessary to add that, had all males been

analysed as a single group, the correlation would have been zero, that their

hypothesis with respect to low ability males is post hoc, and that correlations

based upon an n of 7 have very wide confidence limits.

Digit Span

Because digit span is a subtest of the WAIS, EEG correlates of digit span are of

interest, even when obtained in experiments which do not have the analysis of

intelligence as their primary objective. Polich, Howard,and Starr (1983) argued

that, since depth electrode recordings indicated that the P300 wave of the AEP

might arise from the area of the medial temporal lobe, hippocampus and amyg-

dala, P300 indices should be correlated with memory indices. Ninety-six neuro-

logically normal subjects, aged 5 to 87, were tested on WAIS forward and

backward digit span. Brain potentials were evoked by 1,000 or 2,000 Hz

binaurally presented 60 dB tones, with a 9.9 ms rise/fall time and 50 msplateau.

Subjects kept count of high (20%) tones, and tones came at 1.1 per second. 200

artifact-free recordings were collected in two independent sessions. AEPs were

averaged using a vertex (Cz) electrode referred to linked mastoids, with forehead

as ground. Rare and frequent tones were averaged separately, the filter-band pass

was | to 30 Hz, and the EEG wasdigitized at 3 ms points over a 768 ms epoch.

EOG wasnotrecorded,but trials where EEG wasgreater than +/— 45 pV were

rejected. Correlations between Nj, P2, P3a (220 to 320 ms) and P3, (300 to

450 ms) and memory scores were — 0.03 (ns), +0.11 (ns), —0.47 (p < .001)

and —0.36 (p < .001), respectively, that is, those subjects with shorter P;

latencies had better memory scores. When age waspartialed out the correlations

between N,, P3,, and P3, and memory scores were — 0.09, —0.52, and —0.40,
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respectively. The authors speculate that P300 latency may reflect ‘‘an individu-
al’s capacity to retain recently encoded information for comparison with the new,
incoming information. ”’

However, Polich et al.’s attempt to partial out age from their correlations was
declared invalid by Surwillo (1984), who pointed outthat the partial correlation
method assumesa linear function for the P300 versus age and memoryversus age
relationships whereas, in the extraordinary age range includedin the Polich etal.
study, the relationship was curvilinear. Polich’s (1984) reply to Surwillo’s
comments is not substantial and the latter’s comments, which suggest that age
might be the explanatory variable despite partial correlation, appear to be valid.
In a later study by Howard and Polich (1985), 24 children, aged 5 to 14 years,
and 24 adults, aged 20-40 years were tested exactly as described above (Polich,
Howard, & Starr, 1983). P300 latency was measured as the maximum positive
amplitude between 225 and 400 ms. The correlation between memory (digit
span) and P300 latency was —0.59 (p < .005) for children and —O. 15 (ns) for
adults. In the group of children memory wassignificantly correlated with age
(+ 0.68, p< .001), as was P300 latency (—0.46, p < .025). Neither of these
correlations wassignificant in adults. In children, the correlation between P300
latency and memory, when age was partialled out, was — 0.43 (p < .025), while
the correspondingcorrelation in adults was —0.13 (ns). The small range of digit
span scores in adults may account for the lack of correlation in adults. The
authors conclude, perhaps rather confidently, that, ‘‘the ERP findings of the
present study strongly suggestthat the primary cause of memory Span increase is
the improved stimulus processing capacity that occurs with development.”’

Specific Learning Disability

A study by Sutton, Whitton, Topa, and Moldofsky (1986) of children with low
Loban Language Rating Scale scores but normal intelligence is worth consider-
ing because of the possibility that the approach they adopted could be applied
more widely in the analysis of intelligence. These authors foundlittle evidence
that conventional amplitude/latency measures of AEP peaks, and in particular the
P300, could be used to differentiate learning disabled children from matched
controls; they present an alternative approach, involving a measure of synchrony
in activity between pairs ofsites, which appears to combine valuable features of
both the quantitative EEG techniques reviewed in thefirst section, and the time-
locked analysis of conventional AEPs, and this technique provided detailed
evidence of differences (significant at p = .0O01) between the two groups in
specific areas and at specific times after stimulus onset.

Eleven right-handed, learning-disabled children were selected from a larger
population on the basis of (a) normal intelligence, (b) low Loban Language
Rating scale and PIAT Reading Achievement scores, and (c) low teacheresti-
mates of reading achievement, taking into account age, intelligence, and previ-
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ous schooling. They were matched with 11 controls on the basis of sex, age, and

GDAPTscores. Mean age was 7.4 years. Recording was from F3, F4, C3, C4,

T3, T4, P3, P4, Ol, and O2 with reference to linked earlobes, with a ground lead

to the forehead. EOG wasalso recorded. Filters were set at 0.3 and 35 Hz, and

60 Hz activity was removedafter digitization. Records were digitized at 7.8125

msintervals. Stimuli were a binocular flash, a binaural 90 dB click, and a left

wrist tap. 50 stimuli of each sort were presented in a randomised order. 500 ms

AEPs, processed in the conventional way and scored blind by an experienced

rater, revealed no differences in peak latency or amplitude between LD and

control children at the chosen level of significance, p = .OO1.

The authors’ alternative (synchrony) measure is introduced and described in

detail. In essence, it involves—for each time-point of the 500 ms epoch,and for

each pair of sites—taking a correlation acrosstrials between the voltages (at the

given time point) of the appropriate single trial EPs. After application of the

Fisher transform to these correlations, their value could be averaged for each

electrode pair. LD children always showed higher correlations (implying more

synchrony) between pairs of sites than did controls.

For the visual EP, LD children showed increased synchrony (compared to

controls, at p = .001) frontoparietally, from 30-40 ms, centroparietally and

occipitotemporally from 120-150 ms, and frontotemporally and frontoparietally

after 350 ms. LD children were more synchronized in the left parietal area

throughout most of the visual EP. For the auditory EP, LD children showed

increased synchrony betweencentral, parietal and occipital areas between 50 and

80 ms; after approximately 120 ms, intergroup differences were localized (bilat-

erally) to the frontotemporal region. Few intergroup differences were found for

the somatosensory EP. Left centroparietal differences between LD and control

children in the period 250-260 ms were commonto al three modalities, and these

appeared to reflect specific language disability, since they correlated more

closely with Loban Language Rating Scale scores than with any other psycho-

metric measure used.

 

Inspection Time

Zhang and his collaborators (Zhang, 1987; Zhang, Caryl, & Deary, 1989a,b)

examined AEPs to visual stimuli for differences which were related to the

subjects’ level of performance on a visual inspection time (IT) task, which had

been shown to be related to general intelligence. The IT task emerged from a

psychophysical theory developed by Vickers, Nettelbeck, and Willson (1972):

they proposed that information from a stimulus is sampled in quanta, implying

that a certain minimum time (‘‘inspection time’’) is required for a reliably correct

discrimination to be made.If a stimulus is simple enough, it may require only a

single inspection to make an accurate discrimination, but accuracy can never be

complete if the stimulus is presented for less that this minimum inspection time,

which varies between subjects. In the IT task, stimuli are followed by a back-
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ward mask; stimulus duration is under control of the experimenter, and can be
reduced until it is below this minimum duration and the subject begins to make
mistakes. In practice, it is very difficult to estimate the point at which perfor-
mance just begins to drop below 100%, and an arbitrary point on the psycho-
metric curve (often 90% or 85%) is chosen as the hit rate at which stimulus
duration will be measured. IT has been found to be shorter in bright subjects:
Nettelbeck (1987) and Kranzler and Jensen (1989) have reviewed the IT-IQ
literature and concluded that the correlation is in the region of —0.50. Some
authors have suggested that this correlation occurs because IT indexes a basic
component of human information processing, or represents neural efficiency
(Deary, 1988a; Nettelbeck, 1987). Others suggested that intelligence determines
the readiness with which subjects discover and adopt task-specific strategies
(Mackenzie & Bingham, 1985: Mackenzie & Cummings, 1986) or the rate at
which they becomeinattentive and careless in the IT task (Mackintosh, 1986).

Zhang et al. (1989a) obtained AEPs to visual stimuli obtained while 16
Subjects were engaged in a task in which their visual inspection time was
estimated. Stimuli were presented on a LED display; the task required discrimi-
nation ofthe relative length ofpairs of illuminated lines (one twice the length of
the other) which were followed by a backward mask. Stimulus onset asynchrony
was varied (using the PEST algorithm) until target performance (85% correct
responses) was achieved, and then retained at this duration for the balance of a
minimum 100presentations. (Because the two-line stimulus was followed imme-
diately by the backward mask, and the combined duration of stimulus plus mask
was held constant at 600 ms, variation between stimuli was in the timing of an
early change in the form ofthe illuminated display, rather than the duration of a
bright stimulus).

EPs were recorded from a vertex (Cz) electrode, referred to the left mastoid,
with ground to the right mastoid, using an intersample interval of | ms over a
1,024 ms epoch. The recording epoch began at the onset of a 300 ms warning
cue, presented on the same LED display as that used to present the stimuli,
starting 500 ms before the IT stimulus. The epoch endedshortly before termina-
tion of the mask, and subjects were required to delay their response (a lever-press
to indicate the side on which the longer vertical line had been shown) until after
mask offset, so that it did not contaminate the AEPs. The subjects were allowed
to take their time in coming to a decision, and since the task is one of speeded
perception rather than a reaction time task, they were discouraged from respond-
ing rapidly.

In experiments eventually published as part of the second paperin this series
(Zhang et al., 1989b), Zhang had noticed that subjects who were goodat the IT
task typically had a more sharply rising onset of the P200 componentof the AEP.
A new measure termed P200,, which was preferred to gradient because it was
not a function of amplitude as well as wave-shape, was defined (Zhang, 1987)
and in the present experiment correlated with IT at P = +0.44 (p < .05,
I tailed, since it was in the predicted direction). P200 latency correlated with IT
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at +0.41 (ns). When age was partialed out, correlations between IT, and P200,

and P200 latency became +0.43 and +0.55, respectively.

In the second paper, Zhanget al. (1989b) included the results of two earlier

experiments mentioned above, in which P200; had been observed to correlate

with IT. Each was a small sample study (n = 8), but both experiments included

one comparable condition in which subjects viewed backward-maskedstimuli set

at their previously determined IT duration, the overall IT-P200, correlation for

this condition, when the results for the two experiments were combined, was

+0.57 (n = 16, p < .05). The main point of these small-sample studies was to

establish whether the individualvariation in P200 rise-time was an artifact of the

presentation to different individuals of discriminative stimuli of different dura-

tion, before onset of the mask. Stimuli were therefore presented both at the

previously established IT duration, and for much shorter or longer durations.

These manipulations failed to affect the P200; rise-time measure, although P300

amplitude (which providesan index ofthe subject's confidencein their discrimi-

nation) did vary with stimulus duration in the way that would be anticipated as

the difficulty of the task was altered.

The P200,-IT correlation in AEPs to IT stimuli was also replicated (r =

+ 0.645, n = 37, p < .001) in the main study reported by Zhanget al. (1989b),

whose aims were to examine (a) whether the correlation was dependent on the

need to attend to the stimuli, and/or (b) the rapid, backward masked nature of the

IT stimulus, and (c) whether the P200; measure correlated with IQ, as well as

with IT. For this experiment, the numberof subjects was 37 (IT-AEP correla-

tions) or 35 (IQ-AEPcorrelations), and the IT-IQ (AHStest) correlation in the

subjects was — 0.301 (n = 38, p = .05, one-tailed). The direction and magni-

tude of the IT-IQ correlation was as predicted from larger studies using this

particular undergraduate population, which had an estimated mean IQ of about

124.

The task used was more complex that the conventional IT task, and readers

are referred to Zhang’s paperfor details; essentially, the IT stimulus plus mask

was sandwiched in sequence betweenan initial digit stimulus (presented on the

LED display) which told the subject how to treat the IT and subsequent stimuli

on that trial, and a response signal which cued the subject’s lever press. Trials

were of two types. In one type, the subject had to treat the IT stimulus as a

discrimination task in the conventional way; in the second, the subjects could

ignore the IT stimulus plus mask, but still looked atit, since they were awaiting

the onset of the response signal (500 ms after mask offset, and appearing on the

same LED display) to which a simple RT response was required.

AEPswere collected to the digit stimulus which cued the subject as to the task

required on eachtrial, to attended IT stimuli, and to IT stimuli that could be

ignored. Measures of P200;, P200 latency and amplitude, and P300 latency and

amplitude, were correlated with IT and IQ. The results showed that, for AEPs to

the IT stimulus plus mask,the correlation ofthe rise-time measure P200, with IT

dropped from + 0.645 (p < .001) in the attended condition to + 0.117 (ns) in the
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ignored condition. For the digit stimulus (not requiring a speeded discrimination)
the correlation between P200, and IT was lower (+0.299, p < .05, one-tailed)
than for the IT stimulus, butstill significant in the predicted direction. Thus the
individual differences indexed by P200; depended on attention to the stimulus
much more strongly than on the requirement for speeded perception. In addition,
the P200; measure for responses to the digit stimulus was correlated with IQ
(r = —0.34, p < .05). With such a complex design, the numberofcorrelations
to be taken into account is considerable; a principal components analysis was
used to clarify the pattern of relationships among the various AEP measures
considered, IT, and IQ. The PCArevealed 3 factors, which wereof almost equal
importance after varimax rotation, together accounting for 72 percent of the
variance. The first was interpreted as a task-specific encoding-speed factor,
reflecting processesspecific to the IT task rather than those involved jn general
intelligence; IT, P200 latency and P200, loaded heavily on this factor. The other
interpretable factor was a general speed factor, with intelligence (AHS), as well
as IT and the P200; measure for AEPsto the digit stimulusall loading heavily on
it. The remaining factor extracted had loadings from IT, and P200 and P300
amplitudes, and Zhang was unable to interpret it with confidence.

Zhanget al. suggest that simple extrapolation from the view that intelligence
involves ‘‘mental speed”’ or ‘‘speed of apprehension’’ to predict that this should
imply shorter latency of AEP components is inappropriate: in the experiment
described, it is not so much the latency of components as the faster speed of
transition between components representing different stages of the stimulus
processing whichcharacterizes the intelligent, or task-successful, subject. Their
results implicate the region just before the time of 200 msafter stimulus onset,
which had beenidentified as importantfor the distinction between bright and dull
subjects by Rhodesetal. (1969), Haier et al. (1983), and Stough et al. (1990), as
important also for the dichotomy between higher and lower ability on this
perceptual task (on which performanceis related to intelligence). However, the
IT task has the advantagethat (in contrast to earlier AEP paradigms, in which
subjects are required, e.g., simply to ‘‘listen to the tones,’’ where differencesin
AEP waveforms mayreflect what they do with the balanceoftheir attention) the
nature of the stimulus processing performed by bright and dull subjects can be
kept firmly under experimental control in such a demandingtask. The results of
Zhang support the view that IT taps individual differences which arise at an early
Stage of stimulus processing (well before the ‘‘decision making’’ often associ-
ated with late components of the AEP,such as P300), but which are none-the-
less fundamental to performance on more complex tasks, such as pencil and
paper tests of intelligence.

DISCUSSION

The evidence reviewed in this chapter justifies the following assertions:
1. A variety of measures of EEG and of averaged evoked responsescorrelate
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with intelligence, in adults as well as in children, and in samples with above-

averageintelligence, as well as in those including retarded subjects. This allows

us to dismiss as un-informed those authors (e.g., Howe, 1988a, 1988b) who

have questioned whether any biological measures can be found which correlate

with intelligence once studies involving retarded subjects have been excluded.

2. The factors leading to the observation of substantial correlations between

measuresof brainelectrical activity and IQ are not well understood. There have

been unexpected and unexplained failures in some studiesto obtain the signifi-

cant correlations expected from earlier work and, while some of these can

probably be attributed to Type II errors, or to failure to replicate procedure and

methodology exactly, the critical design features which accountfor the different

results remain to be established. Any theory of the biological basis ofintelligence

must account for those parameters which determine whether a correlation is

observed.

3. Analyses of ongoing EEG (using measures such as power in particular

frequency bands, or coherence) have been relatively successful in obtaining

significant associations between brain electrical activity and intelligence. An-

alyses of AEPs have been less successful; correlations between intelligence and

componentlatencies (as distinct from “‘latency’’ measures that also depend on

waveform complexity), while nonzero and generally negative, do not clearly

separate bright and dull subjects in the normalIQ range. Differences in compo-

nent amplitude have provided a rather clearer separation, and it is probably

amplitude differences, as well as those of complexity, which underly the high

correlations between string length (map-wheel) measures and IQ. While the

highest correlations with intelligence have come from measures such as string

length and Schafer’s Neural Adaptability Index, both of which provide a gross

measure of differences between waveforms, rather than measures such as com-

ponent latencies which allow the time course of stimulus processing to be

charted, recent work by Zhanget al. (1989a, 1989b), Stoughet al. (1990), and

Sutton et al. (1986) has begun to fill this gap. An important feature of their

results is the discovery that differences relatively early in stimulus processing

(before 200 msin the first two cases, and before 260 ms in the third) correlate

most strongly with scores on the performance measure ofinterest. This suggests

that the differences detected in the evoked responses reveal differences in

stimulus-analysis mechanisms which may cause, rather than being epipheno-

mena of, the differences in ability. In contrast, results for measures such as

Schafer’s Neural Adaptability Index merely show that bright subjects divert

fewer of their resources to processing an anticipated stimulus than do dull

subjects, and this difference in brain activity is as likely to be a consequence of

rather than a causes of differences in intelligence.

4. It is unlikely that any single index of brain electrical activity will provide a

‘‘biological measure of g’’ which can replace conventionaltests of intelligence.

Progress in understanding the biological basis of intelligence will come from
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acceptance of the fact that the brain is not a homogeneous unit, and from the
measurement of the contribution of different areas to performance on particular
subtests, in addition to the continued search for single measures which correlate
highly with g.

5. The recent history of the analysis of the AEP-IQ relationship by workers
interested in intelligence has been dominated by the rediscovery (admittedly with
lower chances of Type I error) of results previously known in the electroen-
cephalographic literature. Their independent discovery of the importance (for
differentiation between bright and dull subjects) of certain epochs of the AEP
lends weight to the argumentthat, despite generally low correlations between
latency measuresandintelligence and the problemsraised by failures to replicate
results, there are real differences between brain electrical activity in bright and
dull subjects.

While quantitative EEG techniques (reviewed in the first section) have
yielded clear associations between brainelectrical activity andintelligence, they
have provided little insight into the causal links between the activity and test
performance which underly the association. The differencesin electrical activity
may be interpreted as consequences of differences in intelligence, and the
associated differences in mental activity, rather than as giving information about
their causation. Giannitrapani (1971) showed that experimentally induced
changes in subjects’ mental activity produced changes in frequency content of
the EEG,andin hislarge scale study (Giannitrapani, 1985) the greater frequency
of significant IQ-EEG correlations in the Resting II condition, compared with
Resting I, is evidently a consequence of intelligence-related differences induced
in the periods of stimulation and mental exercise that separated these two Resting
conditions. Similarly, the evidence, presented in the first section, that brain
activity in bright subjects is more differentiated (lower coherence between sites)
confirms a reasonable expectation about the basis of their abilities without
providing insight into the mechanisms involved. However, the evidence localiz-
ing the IQ-related differences to particular electrode sites and particularfrequen-
cy bands now provides a way to examinethe issue of causation in more detail, as
well as giving the lie to the simplistic equation of higherintelligence, higher
‘mental speed’ and generally faster brain electrical activity.

Oneattraction of AEPsas an alternative techniqueto the quantitative study of
EEG hasbeenthe possibility of linking particular stages of stimulus processing
to the timing of particular AEP components. However, latencies of components
in the evoked response to simple stimuli are not highly correlated with intel-
ligence. They haveprovidedlittle clear information aboutthe nature of process-
ing differences between bright and dull subjects, save (a) to confirm thatbright
subjects are slightly faster than dull subjects, and (b) that these differences in
speed are not cumulative over different Stages in processing (i.e., late compo-
nents do not differentiate bright and dull subjects more clearly than early
components, as might be expected if speed differences had had more stages of
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processing, or a greater time, over which to act). However, several lines of

evidence haverecently identified a region around P200 as importantfor differen-

tiating bright from dull subjects, and it is interesting that this is well before the

P300 componentof the AEP which hasoften been usedas an indexof decision-

making in the psychologicalliterature. There are other approaches which could

be applied to examine such differences; for example, the technique used by

Sutton et al. (1986) revealed clear differences in brain activity over particular

epochs (between normal and learning-disabled children) which had not been

apparent using conventional latency measures of AEP components. Since it

provides spatial and temporal localisation of differences between groups, it

would be of considerable interest to apply this technique to the comparison

between high and low IQ subject groups.

The Hendricksons’ string-length measure has shown high correlations with

intelligence, and it is of considerable importance to develop a better understand-

ing of the factors determining waveform complexity, and the underlying mecha-

nisms. Data presented by Schenkenberg (1970) show that, while string lengths

may be correlated with [Q within age-bands, intelligence-related differences in

string length are likely to be confounded with age-dependent ones, in studies

where subjects vary widely in age.

There is little direct evidence to support the Hendricksons’ suggestion that

string length differences between bright and dull subjects are a consequence of

the processof averaging (i.e., that the greater inter-trial variation in the timing of

peaks, which they postulate for dull subjects, will broaden components and

reduce their amplitude in the AEP). Since the ongoing EEG contains more high

frequency activity in bright subjects (see first section), it is possible thatit is a

difference in powerat higher frequencies in the raw EEG, rather than an effect of

averaging, which accounts for the greater complexity of waveform they ob-

served. One way to assess their interpretation might be to compare (using the

FFT) the differentiation of IQ groups in evoked response data before averaging,

and also (using the FFT) to compare the AEPs from these data. Ifit is the process

of averaging which eliminates high-frequency components, then high and low IQ

subjects would be expectedto be better differentiated in the AEP than in the raw

EEG.

One of our moststriking discoveries, in preparing this review, was the extent

to which recent conclusions about the string length measure had been anticipated

in earlier work. For example, Rhodes et al. (1969) wrote that, ‘*The [map-

reading wheel] excursion measure of late components (100-250 ms) of both

occipital and central VERs were foundto bereliably larger for the bright children

(p < .O1, occipital; p < .05, central). Much of the excursion difference in the

central responses could beattributed to the amplitudes of the D [P100], E [N140]

and F [P200] waves, especially the D-E deflection. Each of these measures

differentiated the groups significantly.’’ Not only did their technique (the map-

wheel measure and the later cumulative absolute voltage change [CVC] measure)
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anticipate precisely the string length measures subsequently used by Hendrickson
and Hendrickson (1980) and Haier etal. (1983), but their results identified as
importantthe area of the evoked responsethat waslater identified by Haieretal.
(1983), by Stough et al. (1990), and (in a different context) by Zhangetal.
(1989a, 1989b) as most relevant to IQ and to inspection time. With independent
confirmation of the importance of this area, the question of why somerecent
studies have failed to observe a string-length IQ correlation becomes one of
identifying critical features of experimental design which may enhanceor dimin-
ish IQ-related variation in string length, particularly around N140.

Although it may be said that authors failing to find a string length-IQ
correlation have not employedthe ‘‘correct’’ stimulus conditions (cf. Eysenck &
Barrett, 1985), such failures might be instructive. Providing that a substantial
correlation has been obtained, it is of almost as much interest to find a set of
experimental conditions in whichit disappears asto find it continuesto reappear
as parameters are varied. Contrasting the sets of conditions in whichthe correla-
tion is present and absent can give us important clues as to the mechanism
involved, which would otherwise not be available. At any age, and with any type
of stimulus, the question of whether string length measuresat a particularsite
correlate with intelligence is an empirical one. The complexity of the changes in
string length with age, for different stimulus modalities and at different electrode
sites (Schenkenberg, 1970), is such that it does not appear appropriate to attempt
to account for the changes as an index of increasing mental age. (However, it
will be interesting to compare the ages at which changesin trend are observed,
using Schenkenberg’s approach, with those at which Thatcher, Walker, and
Giudice, 1987, have reported growth spurts in phase and coherence measuresof
ongoing EEG.) The variation between electrode sites in these string length
changes should be followed up. In addition to using Hendrickson’s data to show
that string length at the vertex correlates highly with the g loading of various
tasks (Eysenck & Barrett, 1985; Eysenck, 1986), it would be interesting to
extend the analysis to other sites, and to ask how the correlation between the
WAIS subtest scores and string length varied over the two hemispheres. Gian-
nitrapani’s (1985) maps ofelectrode sites showing significant associations (in
terms of auto- or cross-spectrum) between ongoing EEG and WISCsubtest score
might provide an appropriate framework within which to begin such an analysis
of AEPstring length.

Our review suggests that the most successful approach in the short term will
be atheoretical. In this area, theories have been typically esoteric, and/or have
involved mechanisms which do not permit the detailed and testable predictions
which would allow a theory to be corrected and refined. Obvious examples
possessing these faults are Hendrickson and Hendrickson’s (1980) theory of
“pulse trains’’; Liberson’s (1989) ‘‘Law of 3.5’’, which has been linked to ‘‘the
quantum mechanics of cognitive function’’ (Weiss, 1987); and the McCulloch
‘“scanning hypothesis’’ (Weinberg, 1969; Giannitrapani, 1971). Such esoteric or
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high-level theories, which treat the brain as an undifferentiated unit, must surely

have contributed to the scepticism that is still evident about the search for the

biological basis of intelligence. It would be surprising if details of neural

circuitry did not matter, and our review has shownthat effective techniques exist

for analysing the relationship between brain electrical activity and test perfor-

mance,and defining both spatially and temporally the regions of highest correla-

tion. As well as continuing the search for the single measure of brain activity

correlating most highly with g, it is now time for research workers to examine in

greater detail the empirical relationships between IQ-test scores and the numer-

ous EEG/AEPmeasures currently available, with an emphasis on the information

they provide about underlying mechanisms of intelligence and its subtypes.
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Chapter 7

Cerebral Glucose Metabolism
and Intelligence

Richard J. Haier

Dept. of Psychiatry and Human Behavior
College of Medicine

University of California, Irvine

Wherein thebrain is intelligence? Human neuropsychologyresearch reveals that
dramatic IQ decreasesare not routinely associated with damageto anyparticular
brain lobe or structure. Even frontal lobe psychosurgery produceslittle impair-
mentin tests of general intelligence (see review by O’Callaghan & Carroll, 1982,
pp. 103-105; see also Stuss & Benson, 1983, pp. 437-438). Brain damageoften
impacts specific abilities, but general processes, like those assumed to underlie
intelligence, are less effected. In mental retardation, no brain abnormality is
apparent in over 50% of the cases (see review by McLaren & Bryson, 1987).
Wherethe cause of mentalretardation is known, often some diffuse abnormality
of brain development is implicated. Why does there seem to be no relationship
between specific brain damage and IQ? One majorlimitation for research in this
area has been the lack of a way to measure brain function directly in humans.
Also, the brain organization coordinating many areas may be more important for
intelligence than the functioning of any one area, since complex tasks require
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performance from more thanonepart of the brain. The use of different cognitive

strategies, each dependent on separate brain areas or on areasintegrated differ-

ently, may also underlie intelligence differences. Measuring the functional rela-

tionships among different brain areas, therefore, is necessary in addition to

studying the structural connections among brain areas.

The advent of Positron Emission Tomography (PET) provides a powerfultool

for the in vivo investigation of brain/intelligence functional relationships. Be-

cause PET makesdirect measures of function throughoutcortical and subcortical

areas, it is the latest and most powerful technology for the study of the biological

basis of intelligence. This chapter reviews the use of PET to study general

intelligence. The area is new andstill small, but even the early results reported to

date are intriguing. The concept of brain ‘‘efficiency’’ reoccurs throughout the

reporting of PET/intelligence data so it is introduced next.

EFFICIENCY

Researchers investigating the biological correlates of g (i.e., the general factor

common to manytests of various cognitive abilities first proposed by Spearman)

have noted strong associations with reaction time during complex tasks (see

Jensen 1985; Jensen, Cohn, & Cohn, 1989; Cohen, Carlson, & Jensen, 1985).

Faster reaction time goes with higher intelligence. Vernon (1985) has reviewed

this large literature and concluded that a general factor of neuralefficiency is a

major aspect of psychometric IQ, since faster basic processing reflected by short

reaction time characterizes moreintelligent subjects. He notes that efficiency can

occurat three levels: the speed of processing information, adaptability of allocat-

ing limited neural resources, and yet to be identified biological processes (p.

146).

Similarly, Ahern and Beatty (1979) argued for an efficiency model based on

their finding of greater task-evoked eye pupil dilation (a sign of increased

cognitive capacity used during a cognitive task) in low intelligence subjects.

They reasoned that the smaller dilations shown in the high intelligence group

indicated less brain effort and more efficient processing. Vernon (1989) has

reported recently that nerve conduction velocity measured in the arm 1s corre-

lated with intelligence in the direction consistent with an efficiency model; the

faster the conduction velocity the higher the intelligence. This has not been

replicated, however, in all studies (Reed & Jensen, 1991).

Efficiency was a key conceptin early evoked potential (EP) research. Chalke

and Ertl (1965) found short latencies went with higher IQ and argued that fast

minds would have short latencies. Schafer’s interpretation of evoked potential

correlates of intelligence (Schafer, 1982) also focused onefficiency. He reported

that smaller EPs to unexpected stimuli were found in brighter subjects. An index

of this ‘‘neural adaptability’? based on EP’s was correlated with IQ (r = .66).
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For Schafer, neural adaptability implied both theefficient inhibiting of response
to insignificant inputs and the vigorous orientation to unexpected stimuli. He
Suggested that, “‘A brain that uses fewer neurons (smaller EP amplitude) to
process a foreknownsensory input savesits limited neural energy and functions
in an inherently efficient manner’ (p. 184). Unfortunately, although the EEG/EP
and intelligence literature is extensive (and will not be reviewed more fully here),
it lacks sufficient methodology standardization and replication of findings to be
compelling (see Callaway, 1975; Chapter 6 by Deary and Caryl; Gale & Ed-
wards, 1983). PET provides greater accuracy of anatomic localization, although
time resolution, cost, and repeatability of electrophysiological measures are
clearly superior (see also Chapter 6). PET studies of intelligence, however, can
build on the EEG/EP work.

According to Maxwell, Fenwick, Fenton, and Dollimore (1974), one of the
earliest brain efficiency concepts is implied in Thomson’s (1939) modelof brain
function. Thomson proposed that the brain has a large number of components
(e.g., neurons), and that cognitive test performance requires a random sampling
of the components. For a test of general ability, all the components would be
sampled, whereasa test of a specific ability would require sampling a subset of
components. On the basis of Thomson’s model, Maxwell et al. (1974) factor
analyzed 10 subtests of the WPPSI in a sample of 150 7-year-old children. They
did separate analysesin the group of children with good reading scores andin the
group with poor reading scores. As expected three factors were predominant: a
general factor, a verbal factor, and a performance factor. The theory was that a
general cognitive factor wouldreflect a large number of neurons sampled from
many brain areas, whereas factors of more specific abilities would reflect
subgroups of neurons. Factor loadings were expected to estimate the proportions
of neuronsinvolvedin the general and the specific factors. Maxwell et al. found
that factor score loadings on the general factor were larger in the poor reading
group, suggesting that more neurons were involved; in fact the verbal factor was
weak in the poor group. The larger loadings on the general factor were seen as
compensatory. They concluded that the lower factor loadings on the general
factor in the good readers was evidence for brain efficiency. These data are
shown in Table 7.1. Maxwellet al. note that their data “proposesthe surprising
hypothesis that high test scores or efficient cognitive functioning require fewer
neuronsfor its elaboration than is otherwise the case’’ (p. 280). Detterman and
Daniel (1989) and Jensen (personal communication) report findings that replicate
Maxwell’s important and original (but under cited) work.

These diverse findings, for the most part, are consistent with an association
between inefficient brain activity and low psychometric IQ, although much
remainsto be learned aboutspecific features of brain organization, development,
and cognitive ability. For example, Diamond, Scheibel, Murphy, and Harvey
(1985) have reported that Albert Einstein’s brain showed a Statistically smaller
neuron:glial ratio in the left area 39 compared to 11 control brains. This area is
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Table 7.1. Loadings on Three Factors in Good and Poor Readers

(from Maxwell et al., 1974)
 

 
 

 

Good readers Poor readers

Tests / Mt Ml / “" Ml

1. Information 213 702 805 165

2. Vocabulary 291 532 831 026

3. Arithmetic 554 281 740 226

4. Similarities 531 192 609 273

5. Comprehension 298 237 619 797

6. Animal House 329 327 304 731

7. Picture Completion 398 448 635 297 246

8. Mazes 224 665 491 643

9. Geometric Design 298 288 393 309

10. Block Design 675 377 558 490 292
 

thought to be important to verbal associations and conceptual ability; Einstein’s

brain apparently had more glial support cells suggesting a ‘greater neuronal

metabolic need’’ (p. 203) in this area, one of only four areas studied. Alter-

natively, Einstein’s left area 39 might have had fewer neuronsthat worked more

efficiently. The work of Schiebel (1987) suggests that more dendrite complexity

may be foundin brain areas associated with higher cognitive tasks. Efficiency of

function, however, may not be predictable from structural features. This brings

us to the use of PET, a functional imaging technique.

POSITRON EMISSION TOMOGRAPHY

Brain imaging with positron emission tomography (PET) has the capability to

survey functional activity throughout the brain. With F-18 deoxyglucose (FDG)

as a tracer of glucose metabolic rate, brain work can be quantified. This

analytical tool is based on the close coupling oflocal neuralactivity and glucose

metabolism in normal brain as demonstrated by Sokoloff (1981) using auto-

radiography with 2-deoxyglucose in animals. It has adequate resolution to view

both individual gyri of the cortex and discrete portions of the basal ganglia,

limbic system, and other subcortical areas (see Phelps et al., 1979).

PET works in a conceptually simple way. The tracer includes a positron

emitter like Fluorine 18 or Oxygen 15. Each emitted positron collides with an

electron to produce two gammarays that travel in opposite directions 180

degrees apart from the pointof each positron annihilation. After injection of the

tracer and uptake by the brain, the head is placed in a ring of gammaray

detectors (i.e., the PET scanner), and every simultaneousdetection at two points

in the ring 180 degrees apart is counted.
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A large numberof these coincidence counts from all points around the ring
enter a mathematical reconstruction producing a slicelike view of brain metabolic
activity. This is because greater activity requires more glucose use or blood flow
which provide greater isotope concentration. For the FDG used in many studiesit
takes about 30-35 minutes for the brain to use the tracer and be labeled; 0-15 is
used to image blood flow and has an uptake period of about 40 seconds. The
resulting PET scan shows cumulative brain function overthis period. For many
complex psychological processes, this cumulative activity over 35 minutes is
desirable since it strengthens signal-to-noise effects. Moreover, metabolic rate
labeled with FDG can be quantified using the Sokoloff (Sokoloff et al., 1977)
model of cerebral glucose use. Note that the subject need not be in the scanner
during the uptake period; this allows for increased control and flexibility of the
uptake task. Only after the uptake period does the subject move into the scanner,
but the scans show brain function during the 30-35 minutes following injection
of the isotope tracer not brain activity while lying in the scanner. Because the
uptake periodis sensitive to the task being performed, PET, by its very nature, is
fundamentally a psychological technology.

PET Studies of Intelligence

PET studies in normals support the efficiency concept, but PET studies in brain
damaged patients show opposite effects. Chase etal. (1984) reported PET/FDG
data on 17 Alzheimer’s patients and 5 normals. They correlated the subjects’
WAIS scores with regional cortical glucose use; no subcortical areas were
reported. All subjects rested with eyes closed during FDG uptake; the WAIS was
administered independently of the PET scan. Data for all 22 subjects were
reported together; no separate correlations for the 5 normals were given. In
general, verbal WAIS subtests correlated positively with glucose in left hemi-
sphere parasylvian areas, whereas performance scores correlated positively in
right hemisphere posterior parietal areas. The digit symbol substitution subtest
correlated positively with glucose in the frontal lobes bilaterally. These results
(shownin Figure 7.1) were consistent with other earlier regional cerebral blood
flow studies in brain damagedpatients (Butler, Dickinson, Katholi, & Hal-
sey, 1983), indicating more increased flow went with cognitive activation. In
other words, the more the brain activity, the better the cognitive performance.
However, the Chaseet al. study and a similar PET study of seven Alzheimer’s
patients (Ferris et al., 1980) looked at patients with considerable brain degenera-
tion. Thepositive correlations with glucose use likely reflect mostly the extent of
brain damage and not necessarily the relationship between quality of perfor-
mance and brain work in the physiological normal brain. This is especially so
because the PET scans reported by Chase et al. were done with the subject
resting during uptake.



322 HAIER

Cl
Right left

 

(a) Correlation between Wechsler Adult (b) Correlations between scores on vo-

Intelligence Scale verbal 1Q scores and cabulary subtest and local rates of glu-

local cerebral metabolic rates for glucose. cose metabolism. Closed circles indicate

Closed circles indicate significance at P< significance at P < .0002.

AS CA |
Right Left Right Left

e
n
n
a

(c) Correlations between scores on arith-  (d) Correlations between scores on digit

metic subtest and local rates of glucose span subtest and local rates of glucose

metabolism. Closed circles indicate sig-

|

metabolism. Closed circles indicate sig-

nificance at P < .005. nificance at P < .02.

\ /|
{

|
Right Left

 

(e) Correlations between Wechsler Adult _(f) Correlations between scores on block

Intelligence Scale performance IQ scores design subtest and local rates of glucose

and local rates of glucose metabolism. metabolism. Closed circles indicate sig-

Closed circles indicate significance at P< nificance at P < .005.

.001.

Figure 7.1. PET/glucose data in Alzheimer’s patients & controls

(from Chase et al., 1984)

Haieret al. (1988) reported PET/FDGdata on eight normal males performing

the Ravens Advanced Progressive Matrices (RAPM) during the FDG uptake.

Other matched subjects doing the degraded stimulus Continuous Performance

Test (CPT) (Neuchterlein, Parasuramam, & Jiang, 1983) and a control task were

compared to the RAPM group. The RAPMisa difficult nonverbaltest of abstract

reasoning, highly loaded on g (Vernon, 1983; Paul, 1986). It was chosen

specifically for its relevance to intelligence measurement. A four-way ANOVA

(task group X hemisphere x slice level x cortical sector) showed a group x



 
Figure 7.2. PET in high and low RAPM scoring subjects

(from Haier et al., 1988)
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hemisphere x cortical sector significant interaction. Post hoct-tests showed the
left posterior portions of the cortex were higher in the RAPM group, consistent
with Luria’s (1973) model of localization of abstract reasoning. Milner (1964)
also indicated that lesions in this area had the largest effects on IQ. However, the
major finding of the PET study was that scores on the RAPM were inversely
correlated with absolute glucose throughout the cortex; similar correlations did
not exist for CPT performance and glucose. The widespread inverse correlations
(statistically significant ones ranging between —.72 and —.84: p< .05) were
taken to be consistent with neuralefficiency theories of intelligence, since high
scores on the RAPM went with low cortical glucose use (see Figure 7.2).

This analysis was based on three PETslices (supra-, mid-, and infraventricu-
lar) and four equal area cortical peel sectors in each hemisphere for each slice.
Although this automated scheme allowed reasonable localization of cortical
areas, it is not anatomically exact. A newer system combinesall nine PETslices
obtained from each person and stereotaxic demarcations of the major lobes and
their gyri (see Buchsbaumetal., 1989). This system is an improvement overthe
system used in the original 1988 report. The 1988 data, therefore, have been
reanalyzed with this improved system (Haier et al., 1992a).

The new analyses are shown in Table 7.2. Correlations between absolute
glucose use and scores on the RAPMarestill negative throughoutthe cortex, but
the anatomically improved analysis now reveals that most of the significant
correlations are in the temporal lobes. Areas 18 and 19 in the occipital lobes and
the superior frontal cortex also show significant inverse correlations with RAPM
scores. The largest lobe mediancorrelationis in theleft temporal, and the lowest
is in the right superior parietal lobe. This suggests that the more left temporal-
based verbal mediationstrategies are used, the worse the performance.It may be
that high performers on the RAPMuse

a

right parietal strategy. Brain efficiency
maypartly reflect such a strategy preference (see Haieretal., 1992a). Possibly, a
high g score or a high factor loading on

g

reflects the use of a general verbal
Strategy, even when a moretask specific strategy is optimal. The reanalysis also
included ANOVA’s which confirmed frontal and temporal involvement for
performance on the RAPM.

In a similar PET study, Parks, Loewenstein, and Dodrill (1988) used a verbal
fluency test (subjects say all the words they can think of starting with a given
letter) during FDG uptake in 16 normals scanned as part of investigations into
neuropsychology. Compared to another normal group studied while resting with
eyes closed (no uptake task), the verbal fluency task showedincreased cortical
activation, especially in temporal and frontal lobes bilaterally. Glucose use went
up about 23% overall during the verbal fluency task. Like Haier et al. (1988),
correlations between glucose and performance of the task were negative. In
frontal, temporal, and parietal cortex regions the correlations between glucose
and scores on the test were —.54, —.50, and —.54, respectively (p < .05).
Verbal fluency, like the RAPM,is highly loaded on g. It should be notedthatthis
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Table 7.2. Anatomically Refined Analysis of RAPM Data

(Haier et al., submitted) (glucose/RAPM correlations;

N = 8, absolute data)
UE

Left Right

Frontal cortex

superior —.74 —.76

mid — 55 — .58

inferior — .47 — .68

precentral — 34 — 34

Parietal

post central — 55 — .52

supra marginal — .49 — .39

angular gyrus —.17 —.14

superior parietal — .38 —.12

Temporal

superior — .84 — .85

mid — 87 — 83

inferior — 92 —.73

posterior 32 — .49

Occipital

area 19 —.75 —.72

area 1/7 — .60 — .38

inferior 17 — .63 — .60

lateral 18 — .92 —.75
a!

Note: r >: .71 p < .05, 2-tailed

79 p < .02, 2-tailed

83 p < .01, 2-tailed

study analyzed relative glucose (area glucose divided by occiput glucose) and

used a different wayof defining cortical areas than Haieretal., but the results are

very similar. Parks et al. also argued that the finding of inverse correlations

implied an efficiency theory of cognitive performance.

Berent et al. (1988) reported Wechsler Memory Scale and WAIS-R subtest

correlations with subcortical glucose use (right and left averaged together for

each structure) in 15 Huntington’s patients and in 14 normalcontrols. PET scans

with FDG were obtained during a resting state (no uptake task) and the WAIS

had been completed prior to the scan. Correlations were positive in the patient

group (n = 15), consistent with Ferris et al. and with Chaseet al. As noted, this

can beinterpreted as a relationship to degrees of brain damageandpossibly not

relevant to functional/intelligence relationships. In the normal controls (n = 14),

however, almostall correlations were negative andstatistically significant for the

digit symbol/putamenrelationship (r = —.68, p < .O1). It is of interest that a

similar subcortical analysis of the RAPM group reported by Haieret al. (submit-
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ted) showsa significant putamen/RAPMcorrelation bilaterally (— .80 on theleft:
— .77 right), replicating Berentet al. on this specific finding (the caudate data
are similar as well, although not quite significant in Berentet al.). Berent etal.
noted the negative direction as an important observation that suggested further
work on the functional relationships among brain areas in normal groups. No
cortical data were reported, although inverse correlations between glucose use
and WAISsubtests were observed in the normal group (Giordani, 1989, personal
communication). Thus, the only 3 PET studies to date reporting data in normals
correlating glucose use with intelligence measures find inverse correlations,
despite procedural and methodological differences amongthe studies.

Parks et al. (1989) have reviewed other PET/cognition reports and expanded
the efficiency concept. They propose a systems efficiency model of neuro-
psychological function with four components:brain chemistry, cortical structural
integrity, topographical distribution of neural networks, andstrategies of cogni-
tion. This model recognizes the importanceofthe functional relationships among
brain areas and the manypossible ways efficiency can be attained by a complex
system like the brain. Their focus is broader than intelligence, but as empirical
data accumulate, especially PET data (see Haier, 1987), the efficiency concept
may prove useful for a range of cognitive processes relevant to neuropsychology
and intelligence research.

For example, we conducted a study addressing whether complex learning
results in lower cerebral glucose use, implying that learning makesbrain circuits
more efficient. Kintsch (1965) demonstrated that galvanic skin response de-
creased as items were learned, suggesting that practice decreases processing load
of retrieval and increases automatic and efficient processing. In our learning
study, each normal subject received FDG while playing a complex computer
gameforthe first time. The game,Tetris, requires visualspatial ability, strategy,
and motor coordination. After the first PET scan, the subject practiced the game
for 30 to 45 minutes a day for 30-60 days. Performanceincreased an averageof
sevenfold. Then each subject was scanned a second time, again receiving the
FDGwhile playing. On thebasis of inverse correlations between cortical glucose
use and scores on the RAPM,we hypothesized a decrease in glucose from scan
one to scan two. The analyses on eight normal male subjects showedlesscortical
glucose use on the second scan, consistent with the efficiency concept (Haier,
Siegel, MacLachlan, Soderling, Lottenberg, & Buchsbaum, 1992). Additional
analyses (Haier, Siegel, Tang, Abel, & Buchsbaum, 1992) indicate that the size
of the glucose change with learning is correlated with RAPM and WAIS-R
scores (high intelligence scores going with biggest glucose decreases). Further,it
may also be possible to quantify the relationship between cerebral regional
glucose use and mental performance. For example, doesthe recalling of 5 items
use half or twice the glucose in a specific region that recalling 10 items takes?
Work in progress at UCI addresses such potential brain/cognition equations.
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PET AND MENTAL RETARDATION

Huttenlocher (1979) demonstrated that synaptic density increases markedly in

the first 5 years of life, but then a dramatic decrease occurs throughoutthe early

teen years. This ‘‘neural pruning’’ is a central developmental feature of the

normal brain, but its mechanism is largely unknown. Some researchers have

speculated that a failure of neural pruning mayresult in too many redundant

synaptic connections and abnormal brain organization. This may be the cause of

some cases of mental retardation. Consistent with this idea, Cragg (1975)

reported three cases of mental retardation where higher than normal rates of

synaptic density were found at autopsy. Huttenlocher (1974) also reports such a

case. Together, these observations suggest that individual differences in intel-

ligence, defined as psychometric IQ, may be rooted in individual differences in

brain organizational development.

Normal brain development has been studied with PET cross-sectionally in

children (Chagani, Phelps, & Mazziotta, 1987). Cerebral glucose use increases

with age from birth to about age 5 wheretherate is approximately twice that of

normal adults. Mirroring the Huttenlochercurve of synaptic density, glucose use

falls off dramatically from age 5 through the early teen years. Similar glucose

curves were reported for all areas of the brain studied, including frontal cortex.

This indicates a close relationship between the development of structure and

function.

Would the fall-off in glucose use after age 5 be missing in mentally retarded

cases? Only a small number of Down’s patients have been studied with PET, and

they have higher cerebral glucose use than normals (Schwartz, Duara, Haxby, &

Grady, 1983). One case of Down’s at an older age showed lower glucose

(Schapiro, Ball, Grady, Haxby, Kaye, & Rapoport, 1988), but this may reflect

the severe Alzheimer’s dementia present. Autism, usually showing decreased

IQ, also has been associated with higher than normal glucose use with PET

(Rumseyet al., 1985). A number of severely retarded cases have undergone PET

at UCLA and most of them, especially those with cerebral palsy, show lower

than normal glucose (Chagani, personal communication) as would be expected

with brain damage. No complete study of PET and mental retardation in the

moderate range or in cases of unknownetiology has been published. We have

begun such a study; preliminary analyses show higher glucose use than in

controls.

Wehave recently used FDG and the CPT for scanning a patient with Olivo-

ponto cerebellar degeneration, a disease of the brain stem. This patient’s IQ has

been declining steadily since diagnosis, consistent with the disease. At the time

of the PET scan, the patient had an IQ in the moderately retarded range, down

from the normal range assessed five years before. During the FDG uptake, the

patient was to do the CPT but the d’ was low;the numberof total button presses

was small and random. Comparisons, therefore, were made not only to our
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reference group of normals doing the CPT, but also to our reference group of
normals in the no-task condition (the subject watches the same stimuli as in the
CPT task condition, but receives no instructions regarding a target stimulus or
button pressing). Compared to the task group, this patient had cortical relative
glucose rates in the normal range; brain stem areas were low. However, com-
pared to the no-task group, the patient showed higher cortical relative rates (2
sd’s > the mean) in the inferior frontal lobes and frontal white matter. Of
interest, areas of the anterior cingulate gyrus, the putamen, the amygdala, and
the mid-corpus callosum also were 2 sds higher in this patient. These values
suggestthat trying, butfailing to do the task, resulted in as much brain activity as
normals performing the task well, and in more brain activity than normals not
even doing the task. In this case, the brain may be undergoing a kind of
compensation for the damaged areas whichresults in more, inefficient activity.
A major question about mental retardation can be addressed with PET,

namely, is mental retardation associated only with brain tissue damage or with
abnormal brain organization? In cases where mental retardation results from
damageto brain tissue, we would expect glucose to be lowerin salient areas. A
positive correlation would exist between IQ and glucose use in patients with a
range of damagestudied. However, if brain organization was different in mental
retardation, brain areas not traditionally associated with cognitive ability might
be higher than normal, or if diffuse redundancy occurred because of a lack of
neural pruning, a negative correlation between glucose use and performance may
occur.

We expect that among cases of mental retardation with unknown etiology,
widespread, higher than normal, cerebral glucose use will be found, consistent
with the efficiency model ofintelligence. We also anticipate that the normal
neuropsychology-related associations between specific brain areas and specific
cognitive functions will not uniformly hold for mental retardation, consistent
with the view that brain organization differs in mental retardation. Evidence for
either hypothesis would have implications for training and treatment programs.

CREATIVITY AND EXCEPTIONAL ABILITIES

Another side of the speculative efficiency/neural pruning argument in mental
retardation is suggested by the hyperpruningillustrated in Figure 7.3. If a failure
of pruning can result in inefficient neural circuitry, Overpruning may result in
especially efficient function. This could be manifest as high g, or if the hyper-
pruning wasconfined to a specific brain area orto a critical period of develop-
ment, exceptional specific cognitive abilities could result. Mathematics, music,
foreign language skills, or even the savant type of calculating or calendar
computation skills come to mind (see Obler & Fein, 1988). Sex differences in
cognitive abilities can also be thought about in this context. An interesting PET
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Figure 7.3. Huttenlocher’s synaptic count curve plus hypothetical results

of neural pruning failures

Legend: (a) shows Huttenlocher’s curve of synaptic density; (b) shows hypothesized

lack of neural pruning in some cases of mental retardation; (c) shows hypothesized

over pruning in giftedness; (d) shows hypothesized superpruning in psychiatric disor-

der.

study, for example, could compare men and women matched for superior SAT

math score while they performed math problems during FDG uptake. Such PET

data could reveal whether men and womenusethe samebrain areas equally hard

or efficiently to do math (see Benbow, 1988). Sex differences and heritability in

the pruning mechanism need to be investigated.

It is tempting to continue this speculative train of thought to a possible link

between creativity and psychopathology. Andreasen (1987) has reviewed the

literature on whether these domainsare linked. Her data and other family studies

suggest a relationship (see also Coryell et al., 1989). For the argument advanced

here, failure or abnormality of the neural pruning mechanism may define the

‘‘fine line’? between madness and genius depending on the degree or rate of

overpruning. Overpruning may result in the high intelligence often associated

with creativity, but supersevere hyperpruning may result in psychopathology.

Schizophrenia, for example, is associated with lower glucose metabolic rates in

the frontal lobes (hypofrontality) and reduced basal ganglia activity as assessed

by PET (see review by Buchsbaum & Haier, 1987). Whetherthis is a result of

developmental overpruning or some other damage is not known (see Murray,
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Lewis, Owen, & Foerster, 1988). PET data can be useful in testing hypotheses
about these seemingly different domains (see also discussion by Chen & Buck-
ley, 1988, and chapter by Waterhouse, 1988).

CONCLUSIONS

Cerebral glucose studies are few and limited in scope compared to the other
intelligence research literatures. Early data appear consistent in supporting an
efficiency conceptofintelligence, although there are many possible neural routes
to efficiency; neural pruning is not the only one andat this point, it is quite
speculative. Strategy preferences, as possibly shown in the RAPM data, may
reflect another kind of efficiency.

The potential power of PETis great for elucidating intelligence and cognitive
processing questions. To the extent that g or specific abilities may belocalized
(see Gazzaniga, 1989), PET can determine the localization. Moreover, the
functional relationship among brain areas can be determined with PET. The
pattern of correlations of glucose use among brain areas can be factor-analyzed,
or clustered, or treated with other multivariate statistical approaches.In this way,
the salient organizational structure for specific brain functions can be identified
and compared among groupsof interest. Individual differences are particularly
amenable to PET, as demonstrated in the RAPM study. Finally, because PET
can quantify metabolic rate, a new kind of study is possible where equations
between brain energy use and mental performance can be developed andtested.
These applications require sample sizes larger than any reported in the PET
literature to date. The cost and complexity of PET are formidable, but the
benefits for research are so enticing that PET access must be a long-term priority
for intelligence researchers.
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INTRODUCTION

The two disciplines of cognitive psychology and neuropharmacology have
amassed a considerable amount of data concerning the function of the brain, yet
the theoretical accounts of the observations seem to have almost no overlap. We
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believe that there must be an intimate relationship between neurochemical

function andefficiency in the brain and the function of information processing

that leads to an efficiency called ‘‘intelligence.’’

Weare discussing intelligence in terms of information processing operations

rather than intelligence test scores. This view of intelligence is in contrast to the

psychometric view, and is one that has emerged in recent years, most closely

associated with the work of Sternberg (1977) and Hunt (1983). According to this

view:

Mental behavior should be explained by identifying the processes involved in

problem-solving, rather than by producing abstract descriptions of the outcome of

thinking. (Hunt, 1983, p. 142)

The goal of our research program over the past few years has been to identify

not only the processes involved in problem solving, but also to identify the

neurochemical bases of those processes. We seek a marriage of pharmacology

and information processing mediated by chronometry as the methodological

matchmaker.

The problem is one of finding the synthesis of neuropharmacology and

cognition. Many of the mechanisms of chemical change in the brain are well

understood; much is known about how humansprocessinformation presented in

strictly limited laboratory contexts. The purpose of this chapter is to define what

specific areas of knowledge from these two disciplines might be most useful in

developing a synthesis. We will show how mental operations may be dissected

into their component parts, and describe some results of using drugs to simul-

taneously manipulate both information processing operations and neurotransmit-

ter operations. The use of chronometry will be explained in detail as it pertains

both to the parsing of response time and to the timing of brain wavepotentials.

KNOWLEDGE BASES

Neuropharmacology has developeda great body of information regarding neuro-
transmitter synthesis, uptake, storage, receptor sensitivities, breakdown, and so

on. Classification of synapses (inhibitory and excitatory) and receptors (pre- and

postsynaptic), and identification of subclasses of receptors for a given transmitter

(alphal, alpha2, and beta noradrenergic) all contribute to this knowledgebase.

Cognitive psychology also has a large knowledge base regarding the process-

ing of information from stimulus to response, the transformationsthat take place,
variables that slow or speed transmission, and factors that increase or decrease

accuracy.

The link between these two knowledge basesthat allows us to build a theory

about the biological basis of cognition is the relatively small number of reports

on the effects of drugs on information processing. Drugsthat selectively change
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the status of the neurotransmitter systems and produce behavioral changes in
information processing tasks allow us to pinpoint the neurochemical basis for
isolated cognitive operations.

An important aspect of this approach is the assumption that different neuro-
transmitters affect different processes. The term ‘‘operations’’ includes an array
of complex pharmacological effects by which neurotransmitters act on a variety
of neuroanatomical sites and receptor types, with pre- or postsynaptic actions
having opposite effects. There is abundant evidence in the animalliterature that
the control of even relatively simple responses uses information generated in
several specific neural systems. Components of these systems appear to be
controlled by specific neurotransmitters (Yim & Mogenson, 1986). Studies in
animals suggest that, even at global levels, gabaergic, dopaminergic, and nor-
epinephrinergic systems serve different information processing functions. For
example, Oades (1985) has speculated on the basis of animal data that the
function of norepinephrine is to change the signal to noise ratio of processing
systems.

Models of Cognition

Many models and theories put forward by cognitive psychologists are based on
evidence for separate and isolated mental operations. Experimental tests of these
theories have rarely included the use of drugs as independentvariables, but these
theories nevertheless provide a basis for finding links between cognition and
pharmacology. Because weare talking in terms of neurotransmitters that speed
or slow cognitive operations, this discussion will be limited to models that
attempt to accountfor the timing of mental processes. These models are therefore
known as chronometric models.

Discrete, serial stages. A fundamental assumption shared by serial models of
information processing is that performance on any task can be accounted for by
the operations of separate hypothetical processes. These processes transform
information so that an appropriate output can be generated. The current popu-
larity of these models may be traced to a seminal paper by S. Sternberg (1969),
in which he described a method of determining the separation of processing
stages. The idea of separate stages originated in the last century in the work of
Donders, on which Sternberg based his ideas.

Sternberg’s model assumesthat the time to make a responseis the sum of the
times taken to complete each of the operations involved in generating that
response. The boxes in the diagram in Figure 8.1 represent the processing
operations that the organism is presumed to go through in order to respond to a
stimulus. The model showsserial, discrete processing with no feedback loops.
The additive factors method (AFM) described by Sternberg (1969) provides a
research methodology for the discovery of these operations or stages. With this
method one can isolate cognitive processes by manipulating variables that
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Figure 8.1. The serial model of human information processing.

change reaction time (RT) and then examinetheir relative effects on perfor-

mance. According to the AFM,if two variables influence different processing
stages then their effects on RT will be additive. However, if two variables

influence a commonprocessing stage, then their joint effects on RT will produce

an interaction. Use of this method depends on the following assumptions:

unidimensional cognitive processing, strict serial processing betweenstages, no

feedback loops during the reaction process and a constant stage output(i.e., the

input and output of each stage is independent of the factors that influence its

duration).

Thus, the serial model provides a framework for studying the operation of

discrete components of information processing. It assumes that there are a

number of componentprocessesthat transform information in discrete steps and
are governed by different psychological factors. If we hypothesize that some of
these processesare sensitive to particular psychoactive drugs then we can design

experiments using the AFM to test these hypotheses. Thecritical idea hereis that

the interaction between a drug and sometask variable localizes the action of the

drug to a particular stage. Theoretically, this idea can be used to answerspecific

questions regarding the specific neurotransmitters involved in these cognition-

drug relationships.

ERPs andserial information processing. In the mid-1960s, Sutton and his
coworkers (Sutton, Braren, Zubin, & John, 1967) discovered that the scalp

potentials evoked by sensory stimuli were also sensitive to cognitive variables.

These ‘‘event-related potentials’’ (ERP) vary in amplitude and latency depending

on the stimulus probability, the subject’s expectations about the stimulus, the
cognitive demands of the task, the meaningfulness of the stimulus, and other

factors (Donchin, 1979).

One of the early motivations for studying the latency of brain event-related
potentials in relation to stages of information processing came from some
observations showing that RT and the latency of components of the ERP were
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correlated. The latency of ERP components demarcates where in the flow of
information particular effects occur. The latency of the positive componentthat
occurs between 300 and 500 msec (P3), for example, indicates the process of
stimulus evaluation (see Figure 8.1). Stimulus evaluation includes the processes
of discrimination, feature extraction, identification, and categorization. Thus, if

a drug affects both P3 and RT wecan assumethatits actions occur before the
completion of stimulus evaluation. This is not to say that P3 is a manifestation of
stimulus evaluation processesbut that the P3 is not emitted until the stimulus has
been cognitively processed. If a drug affects RT but not P3 then we have
evidence that this drug influences response processing. The specific time frame
can be deduced bythe effects of the drug on the latency of earlier components
such as N2, P2, and N1 (see Figure 8.6). ERP latencies, in this context, estimate

the timing of processes before the overt response and supplement the behavioral
measures.

A landmark experiment in separating the factors that differentially affect P3
wasreported by McCarthy and Donchin (1981). In this study stimulus discrimi-
nability and response complexity were varied in a choice RT experiment. The
stimulus display is shown in Figure 8.2. The subject was presented with a cue
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Figure 8.2. Easy and difficult stimuli similar to those used by McCarthy

and Donchin (1981).
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word followed by a matrix containing the words ‘‘right’’ or “‘left.’’ The cue
informed the subject whether he was to respond with the same or opposite hand
as the word in the stimulus array. Stimulus discriminability was varied by
embedding the discrimination stimuli in other letters (noise) or in other symbols

(no noise).

The results showed that RT increased with both the discriminability and
response compatibility manipulations. These effects were additive. However, P3
latency was increased only when the array was noisy, and was not affected by
response compatibility. The authors concluded that these interactions provide
additional evidence that P3 indexes stimulus evaluation while RT indexes both
stimulus evaluation and responseselection-execution. This experiment is impor-
tant because it clearly showed that RT and P3 latency could be dissociated
experimentally and understood as manifestations of the activation of different
processes.

The McCarthy and Donchin findings were replicated and extended by
Magliero, Bashore, Coles, and Donchin (1984). The lack of response compati-
bility effects on P3 latency has been replicated in several experiments (e.g.,
Mulder, Gloerich, Brookhuls, Van Dellen, & Mulder, 1984; Fitzpatrick, Klor-

man, Brumaghim, & Keeover, 1988; Bashore, 1990). Spatial incompatibility is

not the only response manipulation that fails to change P3 while changing RT.

Callaway (1983, 1984) has used a response manipulation that essentially varies
the number of response alternatives (2 or 4 responses). This manipulation
significantly increased RT but had no effect on P3 latency in several studies (see

Table 8.1).

There are many technical and theoretical issues concerning the recording,
measurement, and interpretation of P3 latency (Coles, Gratton, Kramer, &

Miller, 1986) that are beyond the scopeof this chapter. It is, however, important
to note that certain changes in requirements for response processing may vary
this component (Ragot & Lesevre, 1986).

Many experiments have shownthat the latency of P3 and RT can be dissoci-

ated. Further, P3 latency is, at least in some paradigms, primarily sensitive to
variables that change stimulus processing and these findings provide a rationale
for using it to measure stimulus evaluation independently of RT. If a variable
changesthe latency of P3, then we caninferthat it is acting on pre-P3 processes.

From serial to parallel. Modern cognitive psychology has been much influ-

enced by the work of Michael Posner. In his book Chronometric Explorations of
Mind(1978), Posner describes a unified experimental approach based on obser-
vations concerning the time course of human information processing. The impor-
tant thing about this work is the progress it madein linking information process-
ing and psychophysiology. It provides the essential basis for the themeof this
chapter, that is, the link between information processing and neuropharmacol-

ogy.

Although Posner finds that research in the last few years has not supported a



Table 8.1. Studies with Stimulants and the SE/RS Task

   

SE/RS task

# of Subjects variable x drug Max drug effect Max drug effect

Expt # [and ages] Drugs and dose Interaction on RT (ms) on P3 (ms)

1 8[30—40] MP 5, 10, 20 mg resp.c. [+] —20 ns[— 5.9]

2 12 [20-30] MP 20 mg resp.c. [+] —20 —

DAMP 10 mg La —24 —

3 16 [21-30] DAMP 10 mg a —24 —6.6

PROP 40 mg Lee ns[-—8] ns[— 7.6]

4 270+ [41-60] PROP 160—400 resp.c. +25 —

mg (chronic)

5 16 [21-30] DAMP 10 mg Lae —27 ns[— 2.4]

PIMO 4 mg a —20 ns[— 1.2]

DAMP & PIMO ns[23] +8.5

6 6 [21-30] YOH 30 mg stim.c. ns[11] —_

CLON 0.2 mg stim.c. + 56 —

7 12 [21-30] DAMP 10 mg resp.c. — 26 ns[— 13]

YOH 30 mg stim.c. ns[—4] ns[—6]

CLON 0.2 mg stim.c. +56 + 26

resp.c. = response complexity
stim.c. = stimulus complexity
PIMO = pimozide
PROP = propranolol
YOH = yohimbine
CLON = clonidine
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strictly serial-stage view of the internal mental operations involved in informa-
tion processing, he states that

these studies have generally used some variant of mental chronometry and serve to
strengthen the notion of mental chronometry as a general approachfor the study of
pattern recognition and mental processing in general. (1978, p. 19)

Posner’s research supported the idea of two different kinds of processing sys-
tems, one automatic and the other controlled, distinguished by various charac-
teristics related to speed of processing and to other properties of the process. The
automatic system operates through psychological pathways that are activated
automatically by the presentation of a stimulus. A psychological pathway is
defined as the set of internal codes and their connections that are activated. Such
pathways are characterized by invariance between the input and the activated
codes, and by independence—thatis activation of one pathway doesnotaffect
the operation of another. Others have called such a system ‘‘data-driven’’
(Norman & Bobrow, 1975).

In contrast to the automatic system, the controlled system requires conscious
attention and has a limited capacity. When the resources of this system are
directed to a particular input pathway, then there is inhibition of processing ofall
other input. Such a system is “‘resource-limited,’’ that is, its operation is not
determined bythe nature of the input, but by competing demandsonthe capacity
of the processing system.

This “‘two-process’’ theory is elegantly illustrated in an experiment reported
by Posner and Snyder (1975). They used a cost-benefit analysis to show the
difference between automatic and controlled processing. The basic design wasto
presenta single priming item, whichiseither a signal of the same type to which a
subject will have to respond or a neutral warning signal. By manipulating the
probabilities that the prime will be a valid cue to the stimulus array, it was hoped
that subjects would vary the degree of active attention they committed to the
prime. According to the two-process theory, whenlittle processing capacity is
committed to the prime, there can be a benefit from automatic pathwayactivation
but no cost for such activation. Conversely, when consciousattention is directed
to the prime, there is benefit from both the automatic and the controlled atten-

tion, but there is cost on thosetrials when the primeis not a valid cue. Costs and

benefits are calculated by comparing RTs ontrials when the cueis either valid or
invalid with trials when the cueis neutral. In a letter matching task, the cue is
valid if it is the same as the two comparisonletters (‘‘same’’ trial), and invalid if

it is different to the two comparisonletters. The cue does not predict the outcome
of the match, which is either ‘‘same’’ or ‘‘different.’’ Figure 8.3 shows the
results of this experiment according to the time delay between the prime and the
stimulus array. The important point is that the time course of the two processes
are different. Benefits accrue rapidly in both the high validity (automatic +
controlled processing) and low validity (automatic only), but costs develop more
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Figure 8.3. Time courseoffacilitation (benefit) and inhibition (cost) as a
function of prime to array interval for low (upper panel) and high (lower
panel) valid primes. (From Posner & Snyder, 1975, Copyright 1975 by

Academic Press, reprinted by permission.)

slowly (in controlled processing = high validity) or not at all (in automatic
processing = low validity).
A similar distinction to the one between controlled and automatic processing

has been made by AnneTreisman (1985; Treisman & Souther, 1985). A general
theory of preattentive processing is presented and has ample experimental sup-
port. Experimental manipulations allow one to operationally distinguish two
systemsof processing:parallel and serial systems. The modelasserts that without
focused attention (that is, when attention is divided over the whole display) only
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the presence of a unique feature can be detected, not the absence. This is because

the target with a unique feature produces unique activity in the relevant feature

detectors. The target with an absent feature produces no unique activity. The

activity of feature detectors is processed in parallel and automatically—this 1s

called preattentive processing. When the activity of the feature detectors is

uniform, the display must be searched serially by focused attention.

Some of the research to be described below hasraised the question as to

whether changes in neurotransmitter systems (brought about by the administra-

tion of psychotropic drugs) change specific stages of information processing in

the Sternberg sense. (Some of these stages are named in Figure 8.1.) An

alternative hypothesis is that the drug-induced changes (and by inference, the

underlying neurotransmitter changes) are in the mode of processing rather than in

the timing of any processing stage. The distinction between serial and parallel,

controlled and automatic, modes of processing is one of the more obviousto be

explored in this context.

Alternative processing constructs. In addition to the contrast between a

mode of processing and a stage of processing approach, there is also a need to

take into consideration those noncognitive changes in the organism that may be

affected by pharmacological intervention and thus may influence the drug-

specific cognitive effects. As Hockey, Coles, and Gaillard (1986) have pointed

out, the problem with a purely chronometric model of information processing is

that it does not allow for variability in computational characteristics under

different environmental or internal states. There has beena traditional separation

of emotion and cognition in psychology that makes the integration of current

approaches to stress and arousal into the structure of information processing

theories very difficult. For example, Sanders (1983) has proposed a model to

integrate energetics and processing information. The basic assumptionis that the

duration of a stage is dependent on the state of the subject as well as the

computational demands of the task. He proposes three types of energetical

supply: arousal, effort, and activation. Sanders also includes another construct:

evaluation. This mechanism would assess the functioning of the arousal and

activation mechanisms, and was also a major element in Kahneman’s (1973)

theory of attentional processes.

Wehavenotincluded such constructs as attention or arousal in this discussion

because attempts to differentiate the effects of drugs on processing states from

processing stages have only just begun (Molenaar, van der Molen, & Halliday,

1990). Eventually we hope this approach may allow a development from state-

ments concerning specific drugs to more general statements concerning the

systems that mediate these drug effects.

In addition to noncognitive influences on information processing, there is also

the possibility that the processing system may be a combination of different

processes. Serial models with discrete transmission assumethat each stage must

finish completely before the next stage can begin. In other words, each stage
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transmits output only after it is finished, and this transmission occursat a discrete
point in time. Therefore, different stages cannot overlap in time. On the other
hand, continuous models allow eachstage to transmitits information gradually to
the subsequent stage. In these models, which are also known as cascade or
continuous flow models, the partial information acquired by a stage will be
immediately transmitted to the next stage. Since partial information is transmit-
ted continuously, the different stages within the model can operate with some
temporal overlap.

It should be understood that the distinction between discrete and continuous
processing is not an “‘either/or’’ situation (Miller, 1988). It is quite probable, and
consistent with existing data, that information is processed by a combination of
these operations, and that different tasks will depend more heavily on one
process than another. Within an entire processing system there may be a few
points of discrete transmission and several processes within stages operating in
parallel.

A processing system that allows for some stages to operate in parallel and for
some to be strictly serial is potentially a lot more complex than the system
outlined in Figure 8.1, even if the other restrictions that apply to the AFM are
adhered to. At this point we have found it most useful to design tasks and
experiments that allow the application of the AFM, but to be alert to the
possibility that certain kinds of interactions, such as subadditivity, may indicate
parallel processing.

The Neuropharmacological Model

The following paragraphs provide a simplified introduction to neurophar-
macological processes and terminology. Readers will find a comprehensive
treatment of this field in Cooper, Bloom, and Roth (1986) and in Thompson
(1967). Figure 8.4 illustrates the following discussion.

When a neuron communicates with another neuron, it usually does so by
releasing neurotransmitters at its junction with another neuron. The junction is
knownas a synapse. Most psychoactive drugs producetheireffects by modifying
or imitating the effects of one or more neurotransmitters. This can take place ina
variety of ways.

The nerve impulse is propagated to the synapse by a numberof interrelated
changes that includeshifts in electrical potential across the nerve cell membrane,
movements of ions into and out of the cell, and alterations of the membrane
itself. On arrival at the synapse, the impulse releases stored transmitter into the
synapse. The released transmitter may act on receptors and then is usually
destroyedoutside the cell or taken backupintothecell. In the cell, it may also be
destroyed or it may be recycled and reused.

At the receptor, one neurotransmitter may alter the changes produced by
another transmitter, and a transmitter’s actions may be modified by peptide
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Figure 8.4. Diagram of a synapse to show various ways in which

synaptic transmission may be blocked. Normal transmission is shown at

left. Transmitter release may be blocked, or the receptor site may be
occupied by an inactive substance (competitive inhibition). If the receptor

site is occupied by a depolarizing substance, the postsynaptic membrane

will be permanently depolarized.

neuromodulators that were waiting at the synapse or coreleased with the trans-

mitter. The receptors for a given transmitter may be inhibitory or excitatory, and

in addition may differ in other more subtle ways. They may be postsynaptic, and

serve to transmit information between cells, or presynaptic (usually inhibitory)

and provide negative feedback to the releasing cell. Receptors are located in the

cell membrane, and are coupled to second messenger systems that carry the

message into the machinery of the cell. There, such things as protein synthesis

may be controlled. Finally the receptors themselves change in response to the

amount of transmitter that is present. They up-regulate (increase in density or

sensitivity) when there is less transmitter present, and down-regulate when there

is more. These changes may be a function of information processing demand,
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individual differences, diurnal rhythms, practice, diet, and a longlist of interven-
ing variables that have to be accounted for in some way.

Support for the idea that the physiology of the brain might be divided into
separate systems defined by their neurotransmitters comes from a review by
Vanderwolf and Robinson (1981) of different arousal systems. They contrast a
cholinergic arousal system with an aminergic system that is activated by stimu-
lants. The aminergic system is supposed to stimulate activities primarily con-
cerned with active, operant, exploratory types of behavior. The cholinergic
arousal system is more concerned with receptive, consummatory, automatic
behavior. This is at least suggestive of a dimension of information processing
running from stimulus to response, with the aminergic stimulants acting more on
response selection and cholinergics more on stimulus evaluation.

Drug effects on neurotransmitters. There are drugsthat act at every step in
this complex process, and a given drug may act on more than one of the
transmitter systems and on more than one step. Drugs mayalter the manufacture
or storage of a transmitter. They may change membranes and so modify the
propagated impulse and the transmitter release. They may prevent reuptake of
the transmitter. They mayretard its destruction in the synapseorin the cell after
reuptake.

Most important, drugs may bind to a receptor and imitate the transmitter
(agonist), block the transmitter (antagonist), or even produce changes opposite to
those that the transmitter produces (negative agonist). A drug may be highly
selective andact only on one subset of receptors, or it may act on a general class
of receptors. For example, nicotine is a cholinergic agonist specific to nicotinic
receptors, and physostigmine is a cholinergic agonist that affects all cholinergic
receptors(its effect is indirect because it changes the amount of Ach available at
the synapse).

Drugsrarely act in a completely simple way. They maynotreachall points in
a neurotransmitter system equally well. They may have oneeffect at low dose
and the opposite effect at a high dose. This may be due to an excitation of
receptors at a low dose which turns into receptor blockade at a high dose, or may
be due to presynaptic effects at a low dose and postsynaptic effects at a higher
dose. Drugs may also have psychoactive metabolites that may differ between
species. Such interspecific differences may lead to incorrect inferences about
humanresponses being drawn from animal studies. Another caveat in making
inferences from animal research is that the doses used in animal studies are
frequently much higher than those used in studies with humans.

Drugstudies offer the best chance of discovering links between cognition and
chemistry. Naturally occurring changes, such as are found with age and in
disease, allow experiments that cannot be duplicated in the laboratory, and that
are of great intrinsic interest. However, the more precise experimentercontrol of
neuropharmacologicalvariables plus the advantages gained from using subjects
as their own controls make pharmacological studies very appealing.
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Specific Links Between Cognitive

and Neuropharmacological Theory

Links between particular neurotransmitters and particular cognitive and/or be-

havioral operations have been proposed. Thus, Vanderwolf and Robinson (1981)

contrast a cholinergic arousal that supports consummatory and automatic behav-

ior with a monoaminergic arousal that supports exploratory and operant behav-

ior. This recalls Hess’s (1954) ergotrophic and trophotrophic states. Oades

(1985) reviews support for the idea that dopamine enhances switching while

norepinephrine controls tuning. Soubrie (1986) argues that serotonin controls

response delay. All of these share the idea that certain transmitters may not

transmit the data being processed but rather carry information about how to

process data. Oades uses the analogy of a sound system. The tone and volume

controls supply information about how the music should be amplified but carry

no information about the music per se. These schemasall include to some degree

the appealing if tenuous assumption that a neurotransmiter may have somesingle

macroscopic purpose even though at the microscopic level its actions seem

heterogeneous and unrelated.

STUDIES EXPLORING THE LINKS BETWEEN COGNITION

AND BRAIN CHEMISTRY

Methodology

Reaction time. The additive factors method (AFM) (Sternberg, 1969) pro-

vides a research methodology for the discovery of operations or stages. With this

method one can isolate cognitive processes by manipulating variables that

change RT and then examinetheir relative effects on performance. Traditionally

task variables have been manipulated, but the same logic can be applied to

biological manipulations(i.e., a psychoactive drug). Thecritical idea here is that

the interaction between a drug and sometask variable localizes the action of the

drug to a particular stage.

For an example of the application of the AFM, consider an experiment

reported by Shwartz, Pomerantz, and Egeth (1977). Three factors were varied in

a two-choice RT paradigm. The task wasto discriminate the direction in which

an arrow pointed and to respond by pressing one of two buttons. The first

variable was intensity: The arrowswereeither bright or dim. The second variable

wasstimulus similarity: The two arrowspointedin either grossly or only slightly

different directions. The third variable was stimulus-response compatibility: The

subject had to respond by pressing either the button toward which the arrow was

pointing or the opposite button.

The results showed significant effects for all three task factors and no interac-

tions between them (see Figure 8.5). Interpreting these results in the serial stage



 

BIOCHEMICAL CORRELATES 347

 

   

500

~ Similar

7 “ Incompatible
ae 7 Dissimilar

7 o7
7 7

a”

— 450 7
O 77

7) Similar
= Compatible
_ Dissimilor

a

400}

350}

L ;
BRIGHT DIM

Figure 8.5. Mean reaction times (RT) for correct responsesin the eight
conditions of Experiment 1. (From Shwartz et al., 1977, Copyright 1977

by American Psychological Association, reprinted by permission).

modelleadsto the inference that there are three independentprocessing stagesin
this discrimination task. Stimulusintensity affects the encoding of the stimulus,
stimulus similarity affects a memory comparison stage, and stimulus-response
compatibility affects a response selection stage.
ERP latencies. Event-Related Potentials (ERP) represent changes in the

electrophysiological activity generated by neural tissue in response to some
event. The event may be related to the onset of a stimulus (stimulus-related
potentials) or to the onset of a response (movement-related potentials). In both
cases, the ERP is manifest as changes in voltage and can be detected from scalp
electrodes by averaging the EEG activity with respect to the occurrence of an
event. As shownin Figure 8.6, these voltage-time fluctuations exhibit a typical
series of peaks and valleys. The orderly sequence of these waveformsandtheir
sensitivity to different stimulus-response and task variables suggested that the
ERP mightreflect the activity of specific information processing activities as
they are activated and decay over time. This basic premise hasled to the use of
the ERP as a tool to study the chronometric properties of human information
processes to complementthe findings from behavioral and other measures.

Information abouttheserial position of an experimental effect on information
processing is provided by components of the ERP. Certain ERP components
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measure the times taken by subsets of the processes that go into generating the

RT. Thus these components provide a method for subtracting times involved in

specific processes without changing the task. We will discuss only the P3

component although other ERP componentscan be used in essentially the same

way.

P3 is a positive component occurring between 300 and 600 msec. post

stimulus that is sensitive to a variety of cognitive variables. An example of P3

latency change by stimulustask factors can be seen in Figure 8.6 (ERPsto easy-

to-discriminate and hard-to-discriminate stimuli). Variations in stimulus parame-

ters, such as defocusing the image, increase the latency of the P3 component. In

contrast, changes in response requirements in most paradigmshavelittle effect

on P3 latency.

The RT/P3 relationship. There are several important reasons for concep-

tualizing P3 latency and RT in terms of the serial model. A more formal

treatment using the AFM hasbeen presented and criticized by Meyer, Osman,

Irwin, and Yantis (1988). Using the serial model, the power of AFM can be

applied to both RT and P3 and the effects of the manipulations interpreted in

terms of specific processing stages. Using both dependentvariables also serves

to provide a convergent test of an hypothesis when some of the effects are
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difficult to interpret within an AFM framework. For example, we havefre-

quently found subadditive effects of stimulus and response complexity on RTs
(e.g., Naylor, Halliday, & Callaway, 1985). According to the logic of the AFM
this interaction meansthat stimulus and responsestages cannot be separated, and

therefore one cannotstrictly localize the effects of drugs even when theyinteract
with only one of the task variables. However, since stimulus complexity affects
only P3, we have converging evidenceofat least two processing stages. Without
the P3 data these investigators would lose an important ‘‘methodological knife’’
for isolating drug effects in terms of specific component processes.

The use of P3 latency and RTin the context of the serial model also has some

methodological implicationsthat assist in the interpretation of data. For example,

the ratio of P3 latency to RTis directly interpretable within a serial model. Since

P3 measures a subset of the components that generate a response,the ratio of P3

to RT induced by different task, drug, and subject variables can be used to

identify where a particular manipulation is acting in the model. For example,if a

drug changes P3 and RT equally this would signify that the effects are occurring

pre-stimulus-evaluation. If the drug changes RT without changing P3 then the

drug is acting post stimulus-evaluation. Using this ratio, Callaway, Halliday,

Naylor, and Schechter (1985) showed that scopolamine acted before stimulus-

evaluation while Naylor et al. showed that stimulant, methylphenidate, acted

after stimulus-evaluation. Ford and Pfefferbaum (1980) used this approach to

show that set size effects on RT occurred largely after stimulus evaluation.

Aminergic Systems

Underthe heading ‘‘aminergic systems’’ we will include those neuronal systems

whose actions are primarily mediated by norepinephrine, dopamine, or sero-

tonin. Studies of drugs that affect these systems predate current ideas about

information processing by many decades, due to the interest in the stimulant

drugs that change these neurotransmitters.

The neuropharmacological actions of stimulants are complex and involve

several neurotransmitter systems (Moore, 1977). All stimulants reduce appetite

and reduce sleepiness, all increase the availability of monoamines—including

norepinephrine (NE), dopamine (DA), serotonin, and probably other transmit-

ters. But they may also have different neuropharmacological actions. For exam-

ple, d-amphetamine and methylphenidate both increase locomotoractivity in

rats. Pretreatment with reserpine, a drug that depletes the brain of cate-

cholamines, blocks the locomotor effects of methylphenidate but not that of

d-amphetamine (Moore, 1977). A serotonin antagonist reduced the lethality of

DAMP and MP, but did not affect the lethality of phentermine (Lopataka,

Brewerton, Brooks, Cook, & Paton, 1976). MP and DAMP have grossly

different effects on the urinary excretion of monoamines and their metabolites
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(Zametkinet al., 1985). Other differences among the monoaminergic stimulants
are described in Creese (1983).

Behaviorally, stimulants are best known because they improve performance.
These improvements are usually attributed to increases in alertness or arousal.
Thus, there is also a more or less consistent relationship between stimulant-
induced speeding of RT and the apparent alertness of the subject. Stimulants
speed RT best when the subject is sleepy, fatigued, and/or bored, and when the
task demandsare relatively simple (Weiss & Laties, 1962). One ofthe earliest

indicationsthat stimulants might have a specific effect on information processing
stages, rather than a general alertness effect, came throughstudies of the effects
of methylphenidate (Ritalin) on hyperactive (ADD) children (Halliday, Calla-
way, & Naylor, 1983; Halliday, Callaway, & Lynch, 1984). In a visual vigilance
task, methylyphenidate (MP) improved the children’s performance, that is,
speeded response time, with no comparable decrease in P3 latency. This disso-
ciation of RT and P3L was reported (McCarthy & Donchin, 1981) to be the
hallmark of separate information processing stages (see pp. 332-334). The
specificity of the stimulants’ effect was confirmed (Naylor et al., 1985) by
showing the interaction between response complexity and stimulant drug dose.
Three different stimulants, phentermine (PH), d-amphetamine (DAMP), and
methylphenidate (MP), have been usedin studies based ontheserial information
processing model. However, it appears that although all stimulants affect re-
sponse processing, the specific stage of response processing involved may
depend on the stimulant used, as discussed in the next section.

Effects of stimulants on information processing. Frowein and coworkers
(198la, 1981b; Frowein, Gaillard, & Varey, 198lc; Frowein & Sanders, 1978)

have done considerable work on stimulant effects on information processing
during the AFM. Thestimulant they used was PH in suppository form, chosen
because subjects weretested for a period of 4 to 5 hours requiring a stable plasma
concentration of the drug. This proved to be an unfortunate choice becauseit is
one of the most poorly characterized stimulants, and hasreceivedlittle attention
since the development of modern receptor physiology (Yelnosky, Panasevich,
Borrelli, & Lawlor, 1969).

Response processing was divided into five independent stages: response
selection, motor programming, motorinitiation, motor adjustment, and response

execution (see Figure 8.7). Evidence for the existence of these stages was based
on the literature and supported by the AFM. RT,that is, time from stimulus to
the first measurable motor response, was sometimes divided into two compo-
nents: (a) reaction timeto initiate the response by leaving a ready key (RT/i), and
(b) movement time between leaving the ready key andstriking the response key
(MT).

Frowein found that PH did not interact with variables affecting stimulus
processing, but did interact with factors generally subsumed under response
processing. PH consistently speeded MT, the pattern of interaction suggesting
that PH speeds the response-execution stage and a temporally prior stage that he
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Figure 8.7. Task variables and inferred stages in the reaction process.

termed motor adjustment. With respect to response time, these studies provide

evidence that the drug changed response processing, they give no compelling

evidence concerning the specific stage(s) involved. It may be that response

execution and motor adjustment stages are changed by PH,while a more abstract
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motor program assembly stage is not. The differential weighting of these two

processes in the various tasks may explain why RT is speeded on sometasks but

not on others. However, this was not explicitly tested, for the tasks sampled a

restricted set of response processes.

The apparent action of MP on response processing, as evidenced by its

contrasting effects on P3 and RT in hyperactive children, was then tested more

explicitly using the SE/RS task (Callaway, 1983; Nayloret al., 1985). This task
combined easy and hard stimuli with easy and hard responses to produce four

task conditions as shown in Figure 8.8. A target “‘X’’ occurred in one of four

positions. It was made moredifficult to detect by displaying stars in the other 3

positions. In this version, the easy task was to press a key when the target
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Figure 8.8. Stimuli and response panel in the SE/RS task.
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appeared. For the hard response, one of four keys was to be pressed correspond-
ing to the one of the four positions that the target occupied.

Fight young and eight elderly normal females were tested before and after
placebo and three doses of MP (Nayloret al., 1985). As shownin Figure 8.9, for
the young women, MPspeeded RTsalthoughit had no effect on P3 latency. The
maximum dose of MP produced about 30 msec speeding of RT, while the
average change in P3 latency wasaninsignificant slowing. Stimulus complexity
and drug dose were additive. Response complexity interacted with the drug
effect such that the speeding due to MP waslargest in the hard response
condition. The interaction of MP and response complexity indicated that the
stimulant was acting on response processing.
A list of studies using stimulants and variations of the SE/RS paradigm is

given in Table 8.1. The first two experiments used the stimulants MP and
DAMP,the remainder used more specific agonists and/or antagonists. In all
cases stimulants speeded reaction time of young subjects on SE/RS, and in only
one instance did the drug affect P3 latency.

What neurochemical systems mediate the speeding ofRT? Two approachesto
this question have been taken and each has contributed some new information.
Oneis to give various blocking agents and determine which one counteracts the
enhancing effects of a particular stimulant. Alternatively, a drug that has specific
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receptor effects can be used to determine whether it behaves like a stimulant.
Several experiments with the SE/RS and other tasks have been conductedto try
to tease out the neurotransmitter bases of RT speeding with stimulants. In the
first experiment (Table 8.1, Exp. 3) the noradrenergic beta receptor blocker
propranolol (PROP) was administered following a dose of DAMP (Halliday,
Naylor, Callaway, Yano, & Walton, 1987). DAMPspeeded RT butthis effect
was not changed by PROP. The second experiment(Table 8.1, Exp. 4), a study
of the chronic effects of hypertensive medication (propranolol), showed that RT
was slowed after | year’s treatment with PROP (160—400 mgperday) andthis

effect was dose related (Halliday, Perez-Stable, Coates, Gardiner, Hauck, &

Hilliard, 1990). RT differences between baseline and three months and one year
tests were computed for each stimulus-response condition. PROPhasnosignifi-
cant effects at three months. PROP caused a significant (p < .05) slowing of RT

at the one year follow-up, and this effect interacted with response complexity.
Complex responses were slowed almost twice as much as easy responses.

The third experiment (Table 8.1, Exp. 5) used the dopamine blocker,
Pimozide (PIMO), with and without DAMP(Halliday, Naylor, Callaway, Yano,

& Walton, 1987). PIMO reduced the speeding of RT by DAMPonthe SE/RS
but the effects were not significant. However, PIMO alone speeded RT and P3L
and this effect interacted with stimulus complexity—afinding that was neither
expected nor easily explained.

In an attempt to isolate specific DAMPeffects, the fourth experiment (Table
8.1, Exp. 6) used two specifically noradrenergic drugs, clonidine (CLON) and
yohimbine (YOH) (Halliday, Callaway, & Lannon, 1989). CLON is an A2
norepinephrine presynaptic agonist that reduces noradrenalin (as measured by a
decrease in MHPG,a metabolite of noradrenalin) (Leckman, Maas, Redmond,

& Heninger, 1980). YOH is an A2 postsynaptic antagonist. Its effect is to
increase sympathetic nerve discharge, with rises in blood pressure and heart rate.
It has been found to increase MHPG (Charney & Heninger, 1986a). CLON
decreases alertness while YOHincreasesalertness and to some extent fear and
anxiety (Charney & Heninger, 1986b).

The results show that CLONsignificantly slowed mean RT on the SE/RStask
by 56 msec. and had nosignificant effects on SE/RS errors. The size of the
CLONeffect was not differentially affected by any of the task variables in the
SE/RS. YOH tended to decrease mean RT for both tasks compared to placebo
and tended to improve SE/RSaccuracy, but this effect was small. However,this
experiment also included a task in which the stimuli were sine wavegratings of
different frequencies. The processing of spatial frequency takes place at an
earlier stage than stimulus evaluation (preprocessing, see Fig. 8.1). The effect of
YQOHinteracted with spatial frequency, indicating an effect at the earlier stage
that is not manipulated in the SE/RStask.

The results of experiment 6 makeit clear that YOH wasnotacting in a similar
way to DAMPin previous experiments, and that its effect was most likely at the
preprocessing stage. Therefore experiment 7 (Table 8.1, Exp. 7) was designed to
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compare YOH and DAMP,and to use ERP componentlatencies (both P3 and
N1) to evaluate early stimulus processing. The spatial frequency task, SF/LP,
has high and low spatial frequency gratings for stimuli, and expectancy is
induced by varying the probability of the location (left or right) in which the
stimulus will appear. The subject is required to press one button in response to
high frequency gratings and the other to low. Thusthis task allows the separation
of drug effects that are pathway specific (spatial frequency dependent) from
those that are attention specific (determined by expectation) (cf. Dunne &
Hartley, 1986).

Figure 8.10 summarizes the effects of the three drugs on the SE/RStask.
Compared to placebo, DAMP speeded RT. DAMPtended to speed RT for hard
responses more than easy, but the effects were not significant. YOH decreased
NI latency, but had noeffect on errors, P3 latency or RT. CLON increased RT
by 56 msec. None of the drugs had an overall effect on P3 latency. CLON
slowed P3 latency more for the easy relative to the hard stimulus. Both DAMP
and YOH decreased NI latency.

The effects of the three drugs on the SF/LP task are summarized in Figure
8.11. DAMPhad noeffect on RT but CLONslowed RT. Thesize of this effect
waslargest for RTs to high spatial frequencies. DAMP and YOH had noeffect
on P3 latency but CLON slowed both NI and P3latency.
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Figure 8.10. The effects of d-amphetamine, yohimbine and clonidine on

reaction time, P3 latency, and N11 latency in the SE/RS task.
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Figure 8.11. The effects of d-amphetamine, yohimbine and clonidine on

reaction time, P3 latency and N11 latency in the SF/LP task.

These findings suggest that these drugs affect different component mental

processes that have differing chronological onsets and durations. First consider

N1 latency: All three drugs affect NI, CLON increases while DAMP and YOH

decrease latency. Independent of drug, NI is shorter for hard than for easy

stimuli, and shorter for low than for high spatial frequency. Thus N1 appears to

have two functional components, one sensitive to early stimulus processing, the

other a generalized drug-response componentthat reflects increases in arousal or

alertness.

As reported in several earlier studies, DAMP decreased RT and hadnoeffect

on P3 latency. Clearly DAMP speeds response processing, although these data

do not enable the identification of which particular process is speeded. CLON

increased both N1 and P3 latency in both tasks, andit also increased RT moreto

high spatial frequencies than to low. The interaction of the drug variable with the

task variable spatial frequency would suggest the locus of the drug effect to be

early stimulus processing (preprocessing). Howeverthe lack of such interaction

for N1 or P3 contradicts this interpretation. There is clearly some dissociation of

the RT and ERP data that allows for some early processes involved in the

generation of an RT to fail to appear in the ERP.

Conclusionsfrom aminergic studies. The SE/RStask has, with someconsis-

tency, shown that DAMP speeds RT but not P3. This suggested to us that
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response processing is somehow facilitated by DAMP. Unfortunately we have
not found any consistent interactions between task variables used in the SE/RS
and the drug effect that permitted us to specify the nature of this speeding.
Response processing is a broad construct and any particular method for classify-
ing its components will not meet with universal acceptance. However, there does
appear to be some agreementthat response processes can be divided into those
associated with intention and preparation and those involved in the execution of
the response. The differential effects of PIMO and DAMPalong with their
respective interactions with task variables suggests that they are not affecting the
same neurochemical systems.
A second purpose of the propranolol and pimozide experiments was to

determine if the Beta-adrenergic or Dopamine systems mediated selective as-
pects of DAMPspeeding of information processing. The results of the acute
propranolol experiment were negative, indicating that this system is probably not
involved. The failure to find a reversal of DAMPeffects with PROPis inconsis-
tent with other data showing that PROP does block the euphoria associated with
DAMPin humans(Johnsson, 1972) and the hyperactivity inducedin rats follow-
ing injections of monoamines into the nucleus accumbens (Costall, Naylor, &
Pinder, 1976). However, the results of the study of chronic propranolol do show
a slowing of RT after one year of treatment. This supports the idea ofa role for
the beta-adrenergic system in information processing.

PIMO,in combination with DAMP,tended to reduce RT speeding, but PIMO
by itself speeded RT on the SE/RS. It is difficult to specify the nature of this
effect, but we note that PIMO is a DI and D2 dopamineantagonist and that these
receptors are postsynaptic. It is possible that differential activation of these
receptors may account for the variation in PIMOeffects.

In the two studies with CLON and YOH the major finding was that CLON
significantly slowed RT in both tasks. There were no interactions between the
amount of slowing and anyofthe task factors. Thefirst study had indicated that
YOHinteracted with spatial frequency, and thusaffected early stimulus process-
ing. This lead to the prediction that YOH would decrease P3 latency. In the
second study this prediction was disconfirmed, instead YOH decreased N1
latency.

While these findings need to be replicated we suggest that noradrenergic
drugs act on visual information processes that occurrelatively early during the
encoding of the stimulus. These processes may haveto do with the preprocessing
of visual information either through feature extraction or in the selectivity of
early visual attention (see Meek, Callaway, Merrin, & Juarez, 1989). This
suggestion would be consistent with the YOH effect on N1 latency in the spatial
frequency task. No task variables in SE/RS manipulate the feature extraction
stage (prior to stimulus evaluation) so the effects of YOH and CLON on RTare
not differentially affected by either the stimulus or response complexity manipu-
lations.

These results indicate the importance of using both the RT and ERP measures
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in evaluating drug effects on information processing. If we had measured only
RT in the SF/LP task, we would have concludedthat the interaction of clonidine

and spatial frequency implied that clonidine affects only stimulus preprocessing.
If we had measured only ERP latencies we would have concluded that the
interaction of clonidine and stimulus complexity for P3 latency implied that
clonidine affects stimulus evaluation. Considered together, and in conjunction
with the NI effects, the results indicate a much more complexpicture. Firstly,
given that the two tasks tap into different aspects of information processing,
clonidine must affect more than one stage of stimulus processing. Secondly,
given an interaction with stimulus complexity for P3 and not for RT, there must
be processes contributing to the appearance of P3 that do not change RT, which
implies the existence of overlapping processes, rather than the serial ones shown

in Figure 8.1.

Cholinergic systems

The cholinergic systems of the brain depend on the neurotransmitter

acetylcholine for their operation. These systems may be subdivided according to

the characteristics of their receptors. The two main classes of receptors are

muscarinic and nicotinic. The drug scopolamine (SCOP) is a specific blocker of

muscarinic receptors. The effect of SCOP may be reversed by a cholinergic

agonist such as physostigmine (PHY) which is an antiacetylcholinesterase, that

is, it inhibits the breakdown of Achat the synapse. It is therefore an indirect

agonist, not specific to any receptor. On the other hand, arecoline (ARE) is a

direct-acting agonist whose effects are primarily muscarinic. Methscopolamine

(MSCOP)is a peripheral antimuscarinic that does not pass the blood-brain

barrier, and is therefore sometimes used as a placebo for SCOP. On the nicotinic

side, nicotine (NIC), the main psychoactive ingredient in tobacco, primarily

affects nicotinic receptors. There is no specific antinicotinic blocker analogous to

SCOPthat is safe to use with human subjects. However, SCOP does appearto

have some antinicotinic effects.

In this section we review the muscarinic and nicotinic systems separately,

while noting where there appears to be some overlap.

The Muscarinic System. Scopolamine, also known as hyoscine, is the psy-

choactive substance in the plant Datura stramonium,or ‘‘Jimson weed,’’ recog-

nized for centuries to inducealterations of thought processes and amnesia. This

century, scopolamine has been used in obstetrical anesthesia, and in motion

sickness remedies. It produces a number of side effects such as dry mouth,

paralysis of visual accommodation, and short-term memory impairment. Anti-

cholinergic side effects are present in a variety of psychiatric medications such as

drugs used to treat depression.

Effect ofscopolamine on information processing. The most reliable cognitive

effect of SCOP is its interference with verbal memory (Peterson, 1977; Drach-
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man, 1978; Drachman & Leavitt, 1974; Ghoneim & Mewaldt, 1975, 1977;
Caine, Weingartner, Ludlow, Cudahy, & Wehry, 1981). The pattern of disrup-
tion indicates the effect to be primarily at the encoding stage, althoughthere are a
few indications of an effect at the retrieval Stage (Beatty, Butters, & Janowsky,
1986; Dunne & Hartley, 1985). In many respects the effect of SCOPis similar to
the changes in memory seen with normal aging, that is, on the formation of
memory traces or on the transfer of information from short to long term memory
(Rusted, 1989). The reduction of cholinergic activity with aging has also been
well documented (Bartus, Dean, Beer, & Lippa, 1982).

Ourseries of studies of the effect of SCOP on information processing began
with the observation that elderly subjects have longer P3 latencies and reaction
times than younger subjects (Callaway, 1984; Halliday, Callaway, Naylor,
Gratzinger, & Prael, 1986). This slowing wasisolated to the stimulus evaluation
Stage of processing by the finding that an increase in stimulus complexity
produced more slowing in older than younger subjects. We therefore expected
the effect of SCOP on normal young adults to be a slowing of both reaction time
and P300, with an interaction with stimulus complexity. The progression of our
research program with SCOP is given in Table 8.2.

Twelve women (aged 19-33 years) were tested before andafter placebo, 0.6
mg and 1.2 mg oral SCOP (Callawayet al., 1985). On the SE/RS task, SCOP
slowed both RT (p < .02) and P3L (p < .05). There was a tendency for SCOPto
Slow P3L less for difficult stimuli and more for easy stimuli (F = 3.2, p < .09).
RTs to easy stimuli were also slowed more although this interaction wasstatis-
tically insignificant. The greater effect on easy stimuli is contrary to the predic-
tion that SCOP would imitate age by interacting with stimulus complexity (slow
responsesto hard stimuli the most). Rather, it suggests that SCOP slows process-
ing before P3 is generated (since it slows P3L) butnot at the stimulus evaluation
stage where stimulus complexity slows processing. This idea was supported by
an interaction of SCOPandSFgrating size for P3 latency in a SF discrimination
task (Table 8.2).

From these results we concluded that SCOP must act on a processing stage
prior to stimulus evaluation, such as preprocessing (see Figure 8.1), and there-
fore predicted that SCOP would interact with spatial frequency (SF). We de-
signed three tasksto tap different aspects of SF processing: threshold evaluation,
simple RT and choice RT. All used sine wave gratings of different frequencies as
stimuli. These procedures were designed to show the specificity of SCOP to
stimulus preprocessing as opposed to stimulus evaluation. Artificial pupils (1
mm) were used to prevent changes in accommodation and pupil size from
influencing the results.

Wepredicted that SCOP would(a) increase threshold for detection of high SF
more than for low; (b) increase the sensitivity of the high frequency channels to
contrast; and (c) be interactive with SF and additive with stimulus difficulty.

There were nosignificant drug effects. All of the task variables performedas
expected and at high levels of confidence. The drug data generally run contrary



Table 8.2. Summary of Studies with Scopolamine (SCOP)
 

2.1 Study 1 (Callaway et al., 1985)

Rationale:

SCOP: Slows P3 latency Age & barbiturates: Slow P3 latency

Slows some RTs Slow RT

Impairs memory Impair memory

Slow stimulus evaluation

Hypothesis:
SCOP,like age, will impair stimulus evaluation.

Results:

SCOPslows responsesto Easy stimuli more than responses to Hard stimuli (slows

both RT and P3 latency);

Increased spatial frequency (SF) slows P3 (acts on pre-processing);

SCOP slows P3 latency for high SF more than low.

Conclusion:
SCOP impairs stimulus pre-processing.

2.2 Study 2

Hypothesis:
SCOPwill interact with spatial frequency.
Results:

SCOP slowsreaction time, but does not interact with spatial frequency under

conditions of: (a) identification of different spatial frequency gratings; (b)
constant threshold for different gratings; or (c) discrimination of shape.

Conclusions:
SCOPeffects are due to peripheral anti-cholinergic changes, therefore the effects

observed in study disappeared whenartificial pupils were used.

2.3 Study 3 (Brandeis et al., 1988)

Rationale:
SCOP impairs performance on vigilance tasks (Warburton, 1987);
SCOP impairs response to high probability stimuli and facilitates responses to low

probability stimuli (Dunne & Hartley, 1985, 1986);
SCOP and SDATslow flash VEP and not pattern VEP.

Hypotheses:

SCOP slow early VEP componentsto flashes and to high SF gratings;
SCOP slows High SF/High Prob. responses more than Lo/Hi, Hi/Lo and Lo/Lo;

SCOP slows responses more the greater the processing demand;

SCOP slows responses (RT and P3 latency) to Easy stimuli more than to Hard.

Results:

SCOP slows responses (RT and P3 latency) to Easy stimuli more than to Hard;

For hard stimuli, SCOP slows responses to central stimuli more than peripheral;

SCOPinteracts with SF for error-rate, not RT.

Conclusions:

General: In feature detection, SCOP slows parallel processing rather than serial

processing.

Alternative: SCOP causes parallel processing to becomeserial.
Specific: SCOP slows responsesto targets defined by absent features more than

to targets defined by present features.

General: SCOP reduces responsivenessto stimuli at the “center of attention.”

Alternative: SCOP produces an increase in RT and P3latencythat is linear with

respect to display size for the absent-features condition.

Specific: SCOP slows responsesto high prob. stimuli at periphery more than to

low prob. stimuli at fovea.
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to the prediction that SCOP would raise thresholds and slow RT to high spatial
frequencies. Only in the simple RT task was there even a hint that SCOP slowed
RT more with high than with low spatial frequencies. This provides little
evidence suggesting a differential effect of SCOP on preattentive processing. At
this point the most parsimonious conclusion wasthat the drug effects found in
our 1985 study were due to peripheral changes, that is, in pupil size and
accommodation, because we had not usedartificial pupils (see Table 8.2).

With no SCOP effect on preprocessing, and reports by others that SCOP
reducesstimulus sensitivity in a vigilance task (Wesnes & Warburton, 1983) we
felt it important to replicate ourearlier findings with SCOP using artificial pupils
to control for the peripheral effects of SCOP. This study (Brandeis, Callaway,
Naylor, & Yano, 1988; Naylor, Brandeis, Halliday, Yano, & Callaway, 1988;
Brandeis, Naylor, Callaway, Halliday, Meeke, & Yano, 1990) was designed to
separate the effects of SCOP on attention and SF. Some studies have shown
SCOP to impair the processing of high SF stimuli; others have shown SCOPto
impair processing of attended information. It is unclear whether distinct or
common neural processes mediate these effects. Stimulus specific effects of
SCOPincluded slowing of early ERP componentsto flashes and slowing of P3
latency to high SF gratings (Callaway et al., 1985), but no slowing to low or
medium SFpatterns (Bajalan, Wright, & Van der Vliet, 1986). It is possible that
SCOP effects on high SF might have an attentional component: High SFs are
more difficult to see than low SFs, so moreattention might be devotedto high SF
processing.

Twelve subjects were tested on four tasks in a pre/post-double-blind placebo/
SCOP design. For three of the tasks, the relevant stimuli were either flashes or
gratings of high or low SF, and either black and white or colored. Attentional
effects were examined by varying location probability and the difficulty of
featural integration while using identical stimuli. The fourth task was the SE/RS
task. Artificial pupils (1 mm) were used in this study. Results for RT showed that
the effects of both stimulus complexity and response complexity were significant
and additive. SCOP slowed RT, and this effect interacted with stimulus com-
plexity such that responses to easy stimuli were slowed more than responsesto
hard stimuli (F = 7.46, p < .02, Easy stimulus slowing = 65 ms, Hard = 45
ms). This result is a replication of the tendency that was observed in our previous
study (Callaway et al., 1985, Easy slowing = 30 ms, Hard = 21 ms).

The P3 identified in this study appears to be the sameasthatidentified as P3
in ourearlier study (Callawayet al., 1985). The latency for the Easy stimulusis
428 ms (1985 = 424 ms), for the Hard stimulus, 460 ms (1985 = 445 ms). This
component showeda significant slowing with SCOP of 34 ms (1985 = 22 ms),
butin this analysis slowing wasnotinfluenced by stimulus complexity. NI has a
shorter latency for the hard stimulus (197 ms) than for the easy stimulus (212
ms). It showsan early effect of SCOP, with some 12 ms slowing in the active
drug condition (Table 8.2).

Figure 8.12 shows the Pz vs. ears voltage waveshapes from the current and
the previous studies (Callawayet al., 1985). Although the waveshapesare quite
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Figure 8.12. The effect of stimulus difficulty and dose of scopolamine

on the P3 component of the event related potential.

similar, they confirm that scopolamine did not reduce the lag between ‘‘EASY”’

and ‘‘HARD”’ stimulus P3 peak in the current study, as it had tendedto doin the

previous study. It appears that for both studies, scopolamine did not reduce the

timing differences between EASY and HARDstimuli during the early, ‘‘ascend-

ing’’ portion of P3, and the waveshapes for EASY and HARDstimuli actually

begin to diverge somewhatearlier after scopolamine. This comparison suggests

that the different results in the two studies are genuine, and that the differential

scopolamine effects on EASY and HARDstimuli in the 1985 study emerged

after P3 onset, at latencies in excess of 350 ms.

RT and the P3 latency measures replicated the task effects found in previous

studies. P3 latency was affected only by stimulus complexity, and RT showed

additive increases with stimulus and response complexity. NI latency was

shorter to the hard stimuli than to the easy. This indicates the purely pattern

analytic nature of N1, unrelated to cognitive load, that is, more pattern leadsto

shorter N1 latency.

An analysis of target position effects showed that the outer positions were

slower for hard, but faster for easy stimuli. This pattern replicates a study by

Mulderet al. (1984). The SCOPeffect interacted with both stimulus complexity

and position, and Figure 8.13 showsthat the ‘‘hard’’ stimuli in outer positions
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Figure 8.13. Scopolamine effect by stimulus position in the SE/RS task.

are less slowed by SCOP.It seemslikely that this position effect is also related to
changesfrom serial to parallel processing. If easy stimuli are processed automat-
ically then all locations should be equally fast (Table 8.2.).

While P3 and RT showed the expected slowing for hard targets, the NI
showed slowing for easy targets. These opposite effects of stimulus complexity
on NI and P3 latency showthat processing of easy andhard targets differs on at
least two stages and along at least two separable dimensions. N| latency may
index processes related to pattern detection which precede evaluation of target
positions.

SCOP slowed RT as well as NI and P3 map latencies, but only RT was
slowed less for hard than for easy targets. This reduced slowing for hard targets
held only for the outer display positions. SCOP thus eliminated the position
advantage for hard inner targets. This suggests that under SCOPall targets are
processed like the hard outer targets in the predrug conditions. The latencies of
N1 and P3 indicated additivity between the delays due to SCOP and stimulus
complexity. We suggest that SCOP impairs the parallel processing mode for
localization of easy targets and that RTreflects this processing modeto a greater
degree than does P3. That is, P3 indexes the timing of an alternative, serial, less
SCOP-sensitive processing mode.

Other actions of Scopolamine on information processing. In addition to the
numerousreports of the effects of SCOP on stimulus processing, there have been
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some suggestions that SCOP affects response processing. For example, SCOP

interferes with the Stroop test. This is a measure of response conflict engendered

by trying to report out loud the color of ink used to print the name of a different

color. For example if the word REDisprinted in green ink, it takes more time to

report the color (e.g., say green) than to read the word (e.g., say red) or to name

the color of a spot. The RT for naming a color used to print a conflicting color

name is slower than the RT for naming the color presented as a spot. P3L is the

same in both conditions so the effect is not due to slowing of stimulus processing

(Duncan-Johnson & Kopel, 1981). Callaway and Band (1958) found that at-

ropine (an anti-cholinergic like scopolamine) had a tendency to increase the

Stroop effect. Ostfeld and Aruguette (1962) found SCOPto increase it signifi-

cantly. Wesnes and Revell (1984) also found that SCOP disrupted performance

on the Stroop test, and that NIC reduced the effect of SCOP.

Broks et al. (1988) report that SCOP slowed RT to both valid and invalid

targets in primed location tasks in which the time between prime and target

(stimulus-onset-asynchrony-SOA) was varied, and also interacted with SOA.

According to Posner’s two-processtheory (see above), RT to valid targets would

be the result of the combinedeffects of automatic and controlled processing, with

controlled processing having greater weight at longer SOAs. RTs to invalid

targets are slowedif controlled processing in operating but not if only automatic

processing is taking place. This interaction suggests that SCOP may change the

balance between parallel and serial processing.

An alternative processing model. The simple serial model cannot explain the

effects of SCOP on the SE/RS task. Since SCOPslowsP3latency, the modelhas

SCOP acting on stimulus processing. That means it is acting either on pre-

processing or stimulus evaluation (or both). There is no SCOP x spatial

frequency interaction to suggest an action on preprocessing. There is no positive

SCOP x stimulus complexity interaction to suggest an action on stimulus

evaluation. In fact the interaction we found suggests that there are two different

processing operations at workin evaluating the stimuli in the SE/RStask, one of

which is moreefficient for easy stimuli, the other more efficient for hard stimuli.

These two modes of processing may be the same as those identified by

Treisman and Gelade (1980). One is a simultaneous search mode whichis not

slowed by increasing the number of items to be searched. Targets for simul-

taneous search must be identified by the presence of a feature. The other is a

controlled serial search mode which is slowed when the numberof items to be

searched is increased. Serial search must be usedif the target is identified by the

absence of a feature.

The target X in the easy display of the SE/RS task (see Figure 8.8) is

identified by the presence of two features (\ and/) that are not present in the other

items in the display, the dots. However, in the hard display whenthe target X is

mixed with stars, the target shares features (\ and /) with the distractors, and is

defined by the absence of a feature (+). It seems plausible that SCOPpartic-
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ularly slows the simultaneous search which is more efficient in the easy stimulus
condition. If then the slowerserial search required in the hard stimulus condition
was relatively SCOP-resistant, the observed results would occur.

The Nicotinic System. The U.S. Surgeon General’s 1988 report reviewed
findings from a large numberof studies on the cognitive effects of nicotine and
concluded that depriving smokers of nicotine degrades performance and these
deficits are reversed following nicotine. These effects have been reported on
tasks that tap sustained andselective attention, distractibility, and on cognitive
tasks in which neurocognitive processes are indexed by response speed, accu-
racy, and psychophysiological measuressuch asthe scalp event potential (ERP)
and the electroencephalogram (EEG).

There is not a large body of research relating to the chronometric effects of
nicotine, but several significant studies have been reported, many by Warburton
and his colleagues. They have examined theeffects of nicotine (Wesnes, War-
burton, & Matz, 1983) and smoking (Wesnes & Warburton, 1983) on rapid
information processing, and compared the effects of nicotine to scopolamine
(Wesnes & Warburton, 1984; Wesnes & Revell, 1984; Rusted & Warburton,
1989).

Warburton and colleagues have concluded (Warburton & Wesnes, 1985;
Warburton, 1987, 1990) that nicotine affects stimulus processing through its
effects on the cholinergic mediation of ascendingreticular activation pathways.
This conclusion is mostclearly supported by the study of Edwards, Wesnes, and
Warburton (1985) that showed nicotine decreased RT and the latency of the P300
componentof the scalp eventrelated potential using a rapid visual information
processing task. Since P300 latency has beenrelated to those cognitive processes
that underlie the evaluation of stimuli and are independentof response processes,
this finding suggests that nicotine may affect some cognitive processes and spare
others.

This study is important for two reasons.It is the only report showing that any
drug decreases the latency of P3. Most studies have found either no effect or a
drug-associated increase in latency (see Table 8.1). Secondly, according to the
serial model, the decrease in both RT and P3 indicates that nicotine acts on
stimulus and not response processes. Unfortunately the authors showed no ERP
wave forms, did not record EOG activity, gave no descriptions of their criteria
for artifact rejection, recorded only a single EEG lead, and used a crude measure
of peak latency that may have underestimated the size of the true latency
differences. They also did not have any converging evidence, such as task
manipulations, for what theoretical variables P3 reflected in their task. There
were also differences in how RT and P3 behaved over time following nicotine
(P3 was maximalat 10 min and then declined rapidly while RT was high for both
10 and 20 minutes posttesting).

Another group of studies has looked at the effects of nicotine on deprived
smokers and has demonstrated the decrementin performance following depriva-
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tion and the improvementin performance following nicotine administration after

a period of deprivation.

Snyder and Henningfield (1989) demonstrated an increase in reaction time

(RT) following 12 hours of tobacco deprivation in volunteers in a special NIDA

clinical ward. A choice RT task wasused but the nature of the task was varied to

assess serial search, logical reasoning, and digit recall. The stimuli were pre-

sented on a computerscreen, and the response for all subtasks was a two-choice

RT. Relative to a smoking baseline, RTsin all the subtasks were significantly

increased after 12 hours of deprivation. In another study by this group (Snyder,

Davis, & Henningfield, 1989) nicotine deprived smokers were studied for 10

days on the same computerized RT task. Nicotine deprivation increased RT

starting 4 hours post deprivation. This increase peaked around 24 hours and then

began to decline. However, even after 10 days of nicotine deprivation subjects

still had longer RTs than their baseline measures. The nicotine deprived increase

in RT is reversed by nicotine. Snyder and Henningfield (1989) showed that

nicotine gum (0, 2, 4 mg) reversed the nicotine deprivation increase in RT and

this effect was dose related. Snyderet al. (1989) showedthatad lib smokingafter

the 10-day deprivation period reduced RT and this effect became more prominent

with time over repeated testing in the first 8 hours. In addition, the performance

improvementsfollowing nicotine gum wherenotrelated to changesin subjective

mood. These effects were very robust, being obtained in 6-7 subjects, and

consistently obtained over different subtasks. Accuracy also changed with both

nicotine deprivation and nicotine, but the effects were more consistent for RT.

The contrast between nicotinic and muscarinic activity is less obvious in

human studies than in animal studies. Nicotine has regularly been reported to

have effects opposite to those produced by antimuscarinics, and, in all cases

where it has been tried, nicotine has reversed the effect of an antimuscarinic

(Warburton, 1990). It is not necessarily the case that NIC affects the same stage

and/or mode of information processing as SCOP. Someofthe results described

above would indicate that NIC affects stimulus processing. But other reports

(Petrie & Deary, 1989) have concluded that NIC affects response processing. An

alternative modelis that NIC has a general effect on information processing, and

thus affects all stages of information processing with no evidenceof localization.

CONCLUSION

The progression outlined in this review has been from the generalto the specific.

We began with a drug, DAMP,thathas broad stimulant effects on the aminergic

systems, both dopaminergic and noradrenergic. As it became clear that DAMP’s

effects, while clearly specific to response processing, were not going to lead to

any moredetailed parsing of this system, we adoptedthe use ofthe specific drugs

YOH and CLON. Unexpectedly, these drugs, rather than homing in on the

response processes, showed evidence of stimulus-related effects. These results

have raised fundamental questions about the interrelationship between ERP
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latencies and RT, but this does not alter our basic premise that information
processing may be chemically parsed.

In our research on the cholinergic system we haverelied on a single drug,
SCOP,and our efforts have been rewarded by the gradual realization that while
the serial model provides a useful basis for designing experiments and determin-
ing outcomes, there comesa point whereit breaks down andan alternative model
may more parsimoniously accountfor the results. Weare at this point now. We
do not knowif the cholinergic system differentially drives parallel and serial
processing, but we do know that we can generate some very specific hypotheses
to evaluate this idea. We also have more work to do in contrasting SCOP with
cholinergic agonists such as PHY and ARE.

One of the more interesting aspects of this review is that it allows the
comparison between drugsthat produce similar subjective effects. For example,
CLON and SCOPboth reduce alertness and arousal, and increase ratings of
fatigue (Profile of Mood States [POMS]) (McNair, Lorr, & Droppleman, 1971).
Howevertheir patterns of effect on performance in the SE/RS task are quite
different. SCOP slowed both RT and P3, butinteracted with stimulus complexity
only for RT. CLON slowed both RT and P3, but interacted with stimulus
complexity only for P3. Both drugs slow mean RT and NI latency by a
comparable amount. Theseeffects are not an artifact of the SE/RS task because a
recent study reports similar findings with a tracking task. Frith, McGinty,
Gergel, and Crow (1989) find that both SCOP and CLON decrease initial
performancein a tracking task. But when the subject had to learn a new, more
complicated tracking task, SCOP impaired the acquisition of the task but CLON
did not. The usefulness of the information-processing approach combining mea-
sures of RT and ERPis that differential effects of superficially similar drugs can
be clarified.

The goal of this chapter is to demonstrate that the links between cognition and
pharmacology can be explored by using low doses of drugs with a normaladult
subject population. Both the aminergic and cholinergic sections have reviewed
data that support this idea. We have shownthat different tasks (SE/RS and SE/
LP), different measures (RT and ERPlatencies), and different drugs can be used
to parse the processing of information according to its neurochemical bases.

If we are unable at this point to say exactly which processes or stages of
information processing are driven by which neurochemical systems, we hope we
have madeit clear that this area of studyis only inits infancy. With only a few
tasks, measures, and drugs, we have shownthat the processing of information
breaks down along neurochemical lines. The potential for this method in the
arena of mental health is great. In the first instance, the fourth leading cause of
death in this country is Alzheimer’s disease, a disease in which thefirst indica-
tors are decline of the higher mental processes, and which appears to be caused
by loss of cholinergic neurons. An understanding of the mechanisms ofthis
breakdownusing specific tasks and drug probes could leadto the developmentof
remedial treatments.
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Human males and females are knownto differ, on average, in their respective
intellectual strengths. Women in Western cultures tend to excel on certain verbal
abilities, such as fluency, spelling and early articulatory accuracy; tasks on
whichthereare constraintsrelated to the letter or sound to be selected (Maccoby,
1966). They tend also to be better on a function labeled ‘‘perceptual speed,”’
which requires rapid scanning to find designated target stimuli or to decide
whether two arrays are identical (Harshman, Hampson, & Berenbaum, 1983;
Maccoby, 1966). Finally, there are reports that women are better at small-
amplitude motor skills, or those requiring motor coordination within personal
space (Kimura & Vanderwolf, 1970; Ingram, 1975; Maccoby, 1966; Tiffin,
1968).

Men,in contrast, are better on certain spatialtests, particularly those requir-
ing accurate orientation to the vertical and horizontal (Witkin, Goodenough, &
Karp, 1967), or imaginal rotation of stimuli (Sanders, Soares, & D’Aguila,
1982). Another task on which they excel, albeit less obviously spatial, is the
disembedding of a simple geometric form from a more complex figure (Witkinet
al., 1967). Malesare also superior on motorskills requiring accurate targeting of
distant stimuli (Jardine & Martin, 1983; Watson & Kimura, 1989, 1991). They
also excel on tests of mathematical reasoning (Benbow, 1988). Obviously, when
we speak of average differences,it is implicit that there is great overlap between
males and females in their performance on suchtasks.

Table 9.1 shows the results across different studies in our laboratory, for
motor tasks performed in personal and extrapersonal space. Femalesaresignifi-
cantly better than males in performing isolated finger movements, or hand
postures involving such movements. However, their previously reported superi-
ority on speeded fine movementtasks like the Purdue Pegboard (Tiffin, 1968)
mayin part be related to their smaller hand size (Peters, Servos, & Day, 1990),
though Peters et al. have not ruled out a hormonal contribution. Males, in
contrast, are superior on throwing accuracy. Both patterns are present at a very
early age (Ingram, 1975; Lunn & Kimura, 1989).

Many of these sex differences may be understood within the context of
evolutionary pressures for sexual dimorphism in the hunter-gatherer society in
which our brains developed (Daly & Wilson, 1983). In this milieu, men had
chief responsibility for the hunting of both large and small game, which would
select for accurate targeting ability, initially perhaps in simple stone throwing,
ultimately in the wielding of larger manufactured weapons. The huntingof large
gamealso required accurate navigationalskills, since it took the hunter far from
the home base, sometimes for long periods of time (Lovejoy, 1981).

Womenin such societies had the primary responsibility for care of small
children, and for preparation of food, clothing, and householdarticles, activities
carried on in or near the home base. These activities would be especially
demanding of motor skills executed within reach, that is, within personal space.
If we can take present-day primitive societies as models, it appears that women
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Table 9.1. Sex Differences on Intrapersonal and Extrapersonal

Motor Tasks

Children

Task Source Boys Girls p

Hand Postures (%) Ingram (1975) 73.7 79.5 <.05

Throwing (errors/cm) Lunn & Kimura (1989) 15.8 18.8 <.04

Adults

Task Source Men Women p

Finger Flexion (%) Kimura & Vanderwolf (1970) 48.7 52.0 <.05

Throwing (errors/cm) Watson & Kimura (1989) 14.3 23.2 <.01

also were the chief contributors to foraging, again typically within sight of the

home base, or at most within a distance where landmarks would be favored as

navigation cues. The ability to make rapid identity matches might also be
differentially selected, since it would be of importance both in detecting small

changes in children, and in discriminating edible from inedible food.

Of course, many would argue that men and womenare reared quite differ-

ently, even in our present Western society, and that this is the chief basis for any

differences in cognitive strengths between the sexes. While not denying that

differential experience contributes to idiosyncratic cognitive patterns, our task

will be to indicate that certain basic biological mechanismscontribute substan-

tially to the established sex differences, and that they are in fact important

determinants of individual differences in the broad sense, quite apart from the

male/female dichotomy. Moreover, any environmental factors must operate

within these biological frameworks, making it problematic to separate experien-

tial influences from physiological ones.

Twochief areas of investigation will be reviewed. One is concerned with sex

differences in brain organization and morphology, the other with the role of sex

hormones in determining individual differences. Although sex differences in

brain organization have been assumed for sometime, direct evidence that such

variation is systematically related to variation in cognitive function or pattern is

meager. This is almost certainly because in the past it has been technically

difficult to relate these two functions within an individual. With the invention of

noninvasive brain-imaging and recording techniques, information on the relation

between brain morphology/physiology and cognitive function will undoubtedly

increase.

In contrast, the evidence that sex hormonescontribute to cognitive variation is

substantial, and muchof our chapter is concerned with such hormonalevidence.
Wedo not consider genetic evidence directly, since this topic is covered in other

contributions to this volume.
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SEX DIFFERENCES IN BRAIN ORGANIZATION

Brain Asymmetry and Commissural Connections

There is a generally accepted view in the neuropsychological literature that
cognitive functions are more bilaterally represented in females than in males.
Although a detailed review of this question is beyond the scope ofthis chapter,
some aspects of the question are pertinent to sex differences in cognitive ability,
and these are briefly reviewed. The two major variants of the bilaterality
hypothesis are (a) that assignment of particular functions to one hemisphere is
less marked in females (Bryden, 1982; McGlone, 1980); and (b) that inter-
hemispheric commissural connections are stronger in females, so that each
hemisphere normally has better access to the specialized functions of the other
hemisphere.

The supposed superiority of women for verbal abilities is explained in this
schema by the more bilateral representation of verbal functions. Paradoxically,
however, the fact that women show pooreraveragespatial ability than men has
also been attributed to the lesser specialization of the right hemisphere for such
functions in women (Bryden, 1979; Witelson, 1976). This would, of course,
mean that asymmetric organization is advantageous for spatial ability, while
bilateral representation is favored for verbal ability. While such an arrangement
is by no means impossible, it will be seen that the evidence in favor of either of
these assumptionsis sparse. There is, however, evidence in male rodents that the
right hemisphereis thickerthan the left, while in females there is a nonsignificant
trend for the left to be thicker (Diamond, Dowling, & Johnson, 1981). A recent
report of an analogous pattern in the human fetus (deLacoste, Horvath, &
Woodward, 1991) would lead one to expect that some aspects of asymmetric
functioning mightalso be different in men and women.Only future research can
determine what these might be.

It has been reported that the major commissure between the hemispheres, the
corpus callosum,is larger in its splenial (most posterior) portion in women than
in men (deLacoste & Holloway, 1982; deLacoste, Adesanya, & Woodward,in
press) [Note that Witelson (1989) disputesthis claim.] While it is alwaysrisky to
infer function from morphology, the simple inference from the sex difference in
the splenium mightbe that those functions more dependenton the posterior part
of the brain are more readily accessible to each hemisphere, through callosal
connections, in women than in men.A recentstudyrelating posterior callosum
size to verbal fluency in women (Hines, Sloan, Lawrence, Lipcamon, & Chiu,
1988) is thus somewhat paradoxical, since fluency is thought to be more depen-
dent on anterior systems (Milner, 1964). Nevertheless, it does suggest that
interhemispheric transmission may be a moresignificant factor for certain cogni-
tive functions.
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The inference that women’s brains are functionally less asymmetrically orga-

nized than men’s is based on two main lines of evidence: (a) degree of lateraliza-

tion on various perceptual tests, assumed to reflect degree of cerebral asymme-

try, with women more often showing lesser asymmetries than men (Bryden,

1982) ; and (b) the lower incidence of intellectual defects of the kind expected

after pathology to one cerebral hemisphere (McGlone, 1980). Most of the latter

data derive from standardizedtests of intelligence. While such tests are adequate

for measuring general intelligence, the subtests typically are not pure enough to

allow inferences about coherent cognitive ‘‘factors.”’

Additionally, there is a lower incidence in women of aphasia or outright

speech disorders after left-hemisphere damage (McGlone, 1977). If the lower

incidence of aphasia after left-hemisphere pathology in women were indeed

related to more bilateral speech representation, one might expect a higher

incidence of aphasia after right-hemisphere damage in women than in men.Ina

retrospective review ofall right-handed cases with unilateral right-hemisphere

damagein series seen bythefirst author, 2 of 105 men and | of 84 women were

aphasic (Kimura, 1987). The incidenceis thus under 2 percent for each sex, with

no difference between them. It therefore seems improbable that a substantial

contribution is made bythe right hemisphere in women,to basic speech function

as tested in screening for aphasia.

Nevertheless, when we look at more abstract verbal function, of the kind

tested by vocabulary, for example, we do find some evidence for a propor-

tionally greater right-hemisphere contribution in womenthan in men. Afterright-

hemisphere pathology, performance on the Vocabulary subtest of the Wechsler

Adult Intelligence Scale is more depressed in women, comparedto an age- and

sex-matched control group, than is true for men (Kimura & Harshman, 1984).

However,this is not true for all verbal functions, noris the parallel true for any

of the subtests of the Performance IQ. The effect of a right-hemisphere lesion on

the constructional tests Block Design and Object Assembly is quite comparable

in men and women (Table 9.2). Overall analysis of variance shows only a weak

trend for a side effect, no sex effect, and no sex X side interaction.

Table 9.2. Scores on Constructional Tasks in Males and Females

after Unilateral Damage
 

 

Side N Block Design Object Assembly

Left (Males) 177 22.9 (11.1) 22.7 (9.8)
Right (Males) 105 21.2 (14.1) 20.6 (10.8)
L-R 1.7NS 2.1 NS

Left (Females) 100 24.9 (11.9) 24.3 (11.1)
Right (Females) 86 23.0 (12.2) 22.7 (9.2)
L-R 1.9 NS 1.6 NS
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Figure 9.1. Performance on two spatial tasks after left- or right-

hemisphere damagein males and females.

One might argue again that tasks such as Block Design and Object Assembly

are quite complex, requiring more than spatial analysis for their performance.

Wehave recently been accumulating data on two other tasks of a more purely

spatial nature, a Hand Identification task, and a Rotation task. In the Hand

Identification task, the subject is shown line drawings of a gloved left or right

handin various orientations, and must point to one of two stuffed glovesin front

of him to indicate which is depicted. No naming or any vocal utterance is

permitted. (In a second phase of the task, not reported here, the pictures are

identified by verbally labeling the handasleft or right.) In the Rotation task, the

stimuli to be viewed are actual 3-dimensional block versions of Shepard-Metzler-

type designs.' Two mirror-image blocksare placed in front of the subject, and a

pack of cards, each containing a photograph of one of the blocks must be sorted

by placing the photos in front of the appropriate block.

Unlike the constructional tasks above,there is a significant difference overall

between groupsofpatients with unilateralleft or right pathology, as indicated by

significant effects of side of lesion on both tests (Figure 9.1). However, there is

no difference between the sexes in the magnitude of the right-hemisphere

decrement, thus no trace of a side X sex interaction. There is only a slight

tendency for women overall to be inferior to men on the Hands task, but the

effect of sex is significant for the Rotation task (F = 10.38, df = 1.56, p <01).

 

' The Hand Identification and Spatial Rotation tests were constructed and modified with the

assistance of Neil Watson and Gerry Stefanatos.
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The evidence for sex differences in perceptual asymmetry is more substantial

(Bryden, 1982). However, both those findings and the differing incidence of

aphasia in men and womenafter left-hemisphere pathology may be subject to

alternative interpretations, related to differing intrahemispheric organization of

function between the sexes (see below).

Sex Differences in Intrahemispheric Organization of Function

Although the incidence of aphasia after right-hemisphere pathology is no higher

in women than in men, when one comparesanterior and posterior brain damage

within the left hemisphere, someclear sex differences emerge. Aphasia occurs

significantly less often after left posterior damage in women than in men,but the

reverse is true for anterior damage, that is, it more often results in aphasia in

women (Table 9.3). The same has been found to be true for cases of global

aphasia, which is usually said to occur after widespread damage in the left

hemisphere. When it occurs after restricted damage, there is an anterior depen-

dence in women,and a posterior dependence in men (Cappa & Vignolo, 1988;

Vignolo, Baccardi, & Caverni, 1986). This increased dependence of speech

functions on the anterior system in females may also account for the reduced

incidence of aphasia after left-hemisphere pathology. When vascular pathology

does not involve the entire hemisphere, it more often spares the anterior than the

posterior regions, making it less likely that the critical speech areas in women

would be affected.

This sex difference in dependence on anterior and posterior systems is even

sharper for manualapraxia, a disorder in motor programming which is a common

consequenceofleft-hemisphere pathology, andis closely associated with aphasia

(Kimura, 1983, 1987). Apraxia of this kind has typically been tested in our lab

by having subjects copy meaningless movements, or by having them learn and

then perform a speeded motor sequencing task (Figure 9.2). Manual apraxia in

women occurs almost exclusively after anterior damage, while in men the

reverse pattern obtains (Table 9.4). Most of the apraxic males shown in Table

9.4 have pathology involving the left parietal lobe. Thus the greatest functional

discrepancy between males and females for speech and praxic function combined

appears to be in the parietal lobe. This is consistent also with data from

Table 9.3. Incidence of Aphasia in Males and Females after Restricted

Left-Hemisphere Pathology

Anterior Lesions Posterior Lesions

Total Aphasic Nonaphasic Total Aphasic Nonaphasic

Females 14 9 5 30 4 26

Males 18 5 13 46 19 27

X? = 4.27 (p < .04) X? = 6.73 (p < .01)
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Table 9.4. Incidence of Manual Apraxia after Restricted
Left-Hemisphere Pathologya

  

Anterior Posterior

Total Apraxic Nonapraxic Total Apraxic Nonapraxic$e

EG

Females 14 10 4 27 2 25
Males 16 2 14 43 19 24

X? = 10.8 (p < .001) X* = 10.7 (p < .001)

—————OOO

OOOO

misnaming after cortical stimulation, where parietal lobe stimulation results in
much less frequent speech disruption in women than in men (Mateer, Polen, &
Ojemann, 1982).

A parallel sex difference is found for the right hemisphere, on constructional
tasks (Figure 9.3). Women with right anterior pathology are significantly im-
paired on Block Design and Object Assembly subtests, compared both to women
with posterior pathology, and to men withanterior pathology. Men show a
reverse trend, but those with posterior pathology differ from those with anterior
pathology only in the Object Assembly subtest. This is compatible with the
previous evidence that the functional difference between anterior and posterior
systems is smaller in males, consistent with the pattern for the left hemisphere/
speech and praxis systems.

Although not shownin the figure, women with right anterior damage are not
impaired on the test for manual praxis (Copying Movements), indicating that
praxic function, like speech, is no more bilaterally organized in womenthan in
men (Kimura, 1987).

If we reexamine the perceptual asymmetry studies in the light of these
anterior/posterior differences, an alternative explanation for the lesser perceptual
asymmetries presents itself. That is, the speech systemscritical for processing
verbal input to the left hemisphere, from the right ear or the right visualfield,
may be synaptically further from the posteriorly based cortical receiving areas in
women. Thus, the difference betweenleft/right ear or visual field may beslightly
diminished, due, not to lesser brain asymmetry, but to a different intra-
hemispheric organization. It is also possible that better interhemispheric commu-
nication exists for posterior areas in women,related to increased callosalsize.
We need not, however, entirely rule out a sex difference in functional brain
asymmetry, particularly for functions dependent on the posterior brain sectors.
Precisely what these functions may be in womenisstill to be determined.

It has been suggestedthat the anterior/posterior sex difference may berelated
to the way in which male and female motorskills are organized (Kimura, 1987).
In females, small-amplitude movements within personal space, especially in-
volving the distal muscles, are more highly developed. Praxic or motor-
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Figure 9.3. Comparison ofeffects of “right’’ anterior and posterior

lesions in males and females on two constructional tasks.

programming controlover such functions would be best served by close connec-

tions with the motor cortex. In males, praxic function should in theory be

coordinated with large-amplitude movements directed at external stimuli, which

would best be served by close connections with visual areas. But however

plausible this explanation, there may be a more fundamental divergence of brain

organization in males and females, since an anterior/posterior sex difference is

seen also in rats, in which comparable praxic function does not exist (Kolb,

1990).

Wehave implied that the difference between male and female motor superi-

orities, the former directed at external targets and the latter within intrapersonal

space, is related to the demonstrated sex difference in brain organization.

However, we have no direct evidence that this is the case. What such an

hypothesis might predict is that individuals, be they male or female, with praxic

function more dependent on posterior regions, would tend to excel at targeting

tasks, while individuals with these functions more dependenton anterior regions,

would excel at intrapersonal motor skill. No data are available on this point, and

it is not clear that it could be tested from lesion data alone. We will, however,

outline below some evidence that manual praxic and articulatory functions,

known to depend on the left hemisphere in both males and females, are very

sensitive to fluctuations in estrogen.
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SEX HORMONE INFLUENCE

ON NONREPRODUCTIVE BEHAVIORS

Chronic HormoneLevels

We know,primarily from work in rodents, that fetal gonadal hormones deter-
mine whether male or female genitalia will be formed, and also whether sex-
appropriate reproductive behaviors will occur in adulthood (Gorski & Jacobson,
1982). Since the latter are under central nervous system control, early exposure
to sex hormones must somehowearly-wire the brain to achievelifelong effects
on behavior. The effect on behavior of hormonal manipulationsis still operative
in rats in the immediate postnatal period, when the genitals are already formed.
Castrating males in this period, and thus removing the effects of testosterone,
will result in an increased incidence of the female sexual response, lordosis, in
adulthood. Similarly, exposing females to androgens in this period will result in
a higher incidence of mounting in adulthood. These early ‘‘organizational’’
effects, as they are called, extend to aggressive andterritorial behavior as well,
indicating that sex differences in brain organization are by no meanslimited to
reproductive behaviors.

It is therefore reasonable to expect that early sex hormones might also
influence problem-solving behaviors. This possibility has recently been investi-
gated in rodents, in a radial-arm maze (Williams, Barnett, & Meck, 1990).
Normal male rats perform somewhat better than females rats, and moreover,
there are sex differences in mode of responding. Females may useeither the
landmark cues or the geometric cues in the room, while males prefer the
geometric cues. These findings in rats are reminiscent of anecdotal reports in
humansthat males prefer directional or geometric cues in route finding, while
females prefer landmark cues (Miller & Santoni, 1986; Ward, Newcombe, &
Overton, 1986). In the Williams study, standard early hormonal manipulation of
the kind described above resulted in a reversal of these abilities/preferences in
adult male and female rats. This finding suggests that gonadal hormoneshave a
pervasive influence on almost every aspect of sexually dimorphic behavior.

Gaulin and Fitzgerald (1989) propose that the sexual dimorphism found in
rodents for spatial ability is based on a differential need for males and females to
roam large territories. They find, in studies on several species of voles, that this
sex difference obtains only in those species in which the males are polygynous,
and thus must maintain largerterritories to find females.

In humans, where direct manipulation of gonadal hormonesis not possible,
one must rely on natural experiments, which sometimes tend to confound
hormonaleffects with rearing practices. Nevertheless, the evidence suggests that
more or less the same mechanismsoperate for humans.Asin rodents, the female
‘‘default’” form may develop in the presence of an XY genotype,if androgens
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are not presentearly in life. Human XX individuals may also be masculinized in

the presence of early androgens,to the point of exhibiting male genitalia. Other

data indicate that the nervous system and the subsequent behavior are also

affected. Thus girls with abnormal exposure to androgen or androgenic com-

pounds tend to be tomboyish (Reinisch, 1981) and to have more masculine toy

and gamepreferences than their unaffected siblings (Berenbaum & Hines, 1992).

Again, problem-solving abilities are not immune to such hormonal influ-

ences. Thus, Hier and Crowley (1982) studied a group of men with idiopathic

hypogonadotrophic hypogonadism (IHH), and presumably lifelong testosterone

deficiency, identified by delayed puberty. They were significantly worse than a

group of men with late onset of pathologically reduced testosterone on a number

of spatial tests, but not on verbal tests. Short-term androgen therapy did not

restore spatial function. Resnick, Berenbaum, Gottesman, and Bouchard (1986)

also found that girls with congenital adrenal hyperplasia (CAH), and consequent

prenatal exposure to higher-than-normal levels of androgens, were superior to

their siblings on spatial tasks. Even the slight exposure experienced in utero by

females with male co-twins is apparently effective in enhancing spatial ability

(Cole-Harding, Morstad, & Wilson, 1988). Such findings suggest that pre- and

perinatal hormonal environments havelifelong effects on intellectual function in

humans, just as in nonhumans.

The abovestudies might seem to suggest that thereis a linear relation between

androgenization and spatial ability, but this is apparently not the case. Within the

normal range of androgens, there appears to be a curvilinear relationship, with

the optimal level below that of the most androgenic males, but abovethat of the

average female (Petersen, 1976; Shute, Pellegrino, Hubert, & Reynolds, 1983).

Shute et al. reported that normal males selected for low plasmatestosterone were

superior to those at the high end on certain spatial tests; while in females, the

reverse was true, that is, highest-androgen females were superior. The low

positive correlations found between testosterone levels and performance on

spatial tasks in young men (Christiansen & Knussmann, 1987) are compatible

with a curvilinear relation, though the data are not presented in such a way as to

permit the inference directly.

Wehavefoundaneffect similar to that of Shute et al., using not the extremes

of the group only, but a simple mediansplit to divide all subjects on the basis of

saliva testosterone levels’, again in normal young men and women. Theresults

of such analyses are shown in Figure 9.4. for one spatial test, the Paper Folding

test (Ekstrom, French, Harman, & Dermen, 1976). On this test, there is a

significant sex by hormone-level interaction, indicating that high levels of

testosterone in females, and low levels of testosterone in males, are associated

 

2 Testosterone levels were determined by radioimmunoassay using a Coat-a-Count kit manufac-

tured by Diagnostic Products Corporation, 5700 West 96th St., Los Angeles. We are grateful to Dr.

A. Rees Midgeley, Dr. Jill Becker, and Ms. Monika Naegeli at the University of Michigan, Ann

Arbor, for their assistance in obtaining these values.
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with superior performance. A composite score for tests on which males normally
excel (Shepard-Metzler, Paper Folding, Mathematical Reasoning) showsa simi-
lar effect while a composite score for two perceptual speed tasks (Finding a’s,
Identical Pictures) on which females usually excel, shows no such effect
(Gouchie & Kimura, 1991). Shute et al. did not report any data for nonspatial
tests, but Christiansen and Knussmannreported fewer significant correlations of
testosterone level with verbal than with spatialtests.

The interpretation of all such findings is complicated by the fact that tes-
tosterone may exert someofits effects through aromatization to estradiol in the
brain (McEwen, 1987). Female brains are thought to be protected from mascu-
linization in early life by alpha-fetoprotein, which sequesters natural estrogen.
The suggestion has been madethatit is in fact the estrogen level whichis related
in a curvilinear fashion to spatial ability (Nyborg, 1988). Unfortunately, neither
Shute et al.’s study, nor Christiansen and Knussmann’s, nor our own, had
measures of estrogen. Until we know the levels of all the relevant hormones
within one study, such questions cannot be definitively answered.
We mustalso point out that most such studies have been donein Caucasians,

and the conclusions may not be readily generalizable to other races or ethnic
groups, in whom chronic hormone levels may be different (Ross et al., 1986;
Soma, Takayama, Kiyokawa, Akaeda, & Tokoro, 1975; Tobias, 1966). Possibly
related to such hormonalvariationis the fact that the typical male superiority for
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certain spatial tasks apparently does not hold for the Inuit (Berry, 1966), and that

the sex difference for mathematical ability is significantly less in Asians (Ben-

bow, 1988). To the extent that the physical and cognitive sexual dimorphism

differs across groups, the relation of cognitive pattern to sex hormones may also

differ. One would expect that each gene pool will be influenced by different

environmental pressures for developmentof particular abilities in preferenceto

others, as well as for development of sexual dimorphism in such abilities.

Fluctuations in Hormones

Weprovisionally assume that the levels of testosterone being measured in our

and others’ normal young subjects are relatively stable, representing long-term

states which differentiate individuals. They may in fact reflect the early organiza-

tional effects of gonadal hormones, though we have no wayof confirming this.

However, it is also known that temporary changes in hormones can affect

behavior. This effect has been studied primarily in rodents, with respect to a

variety of reproductive and nonreproductive behaviors (Beatty, 1979). There is

also a report that a locomotorskill is enhanced in female rats during oestrus,

compared with nonestrus, and that such enhancement can be reproduced in

ovariectomized females by injection of 17-beta-estradiolinto the striatum (Beck-

er, Snyder, Miller, Westgate, & Jenuwine, 1987).

In humans, the regular fluctuations in estrogen and progesterone throughout

the menstrual cycle provide another ready meansto test effects on cognitive

ability. Finding systematic variation in cognitive patterns across the cycle would

strengthen the suggestion that intellectual functioning is in part determined by

hormonalfactors. Other subjects in whom gonadal hormonesvary regularly are

those on various kinds of hormone therapy—for example, post menopausal

women. Wetested subjects from both these populations—young women

throughout the natural menstrual cycle, and postmenopausal women undergoing

hormone replacement therapy—during high and low estrogen phases.

Weadoptedthe simple hypothesis that variations in estrogen might selectively

affect abilities on which women normally excel, on the assumption that estrogen

somehowcontributed to the stable female superiority on such tasks. Predictions

for tasks on which males normally excel were less clear, but if anything were

expected to show the opposite pattern. We thus chosetests on whicheither males

or females, in turn, had demonstrated a superiority. Table 9.5 lists most of the

tests administered. In addition, we employed a more crystallized measure, not

sex-sensitive, as an index of general intelligence (Information subtest of the

WAIS, Wechsler, 1955).

In the menstrual-cycle population, we compared subjects in the low-hormone

phase 3 to 5 daysafter onset of menstruation, and in either the high estrogen-and-

progesterone midluteal phase 5 to 10 days prior to menstruation, or the high
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Table 9.5. Battery of Cognitive and Motor Tests Completed
by Spontaneously-Cycling Women
 

 

 

 

Spatial Ability Articulation

Space Relations Speeded Counting
Hidden Figures Color Reading, Naming
Portable Rod-and-FrameTest Syllable Repetition

Perceptual Speed Manual Speed/Coordination

Identical Pictures Purdue Pegboard
Number Comparisons Manual Sequence Box
Subtraction & Multiplication Finger Tapping

Verbal Fluency Deductive Reasoning

Oral Fluency Inference Test
Expressional Fluency
 

estrogen peak just prior to ovulation. The latter phase was confirmed by blood
assays (Hampson & Kimura, 1988; Hampson, 1990a,b).

The results of the study comparing menstrual and midluteal phases only, for
between-subject comparisons, is shown in Figure 9.5. The findings for both
studies indicate that, in fact, variations in female sex hormones have different
and generally opposite effects on tests which differentiate males and females.
The articulatory, complex manual, verbal fluency and some perceptual speed
tests, on which womenare often superior to men, generally showed enhancement
in the high estrogen phase, comparedto the low. Tests of Spatial ability showed
the reverse effect, in that they were depressed for womenseenfirst in the high-
estrogen phase compared to those seen in the low phase.

These results were significant in the Figure 9.5 data for composite scores of
spatial ability and articulatory ability, in opposite directions (Hampson, 1990b).
There was also a strong trend for enhancement of manual coordination in the
high phase. An unexpected finding was that estrogen/progesterone also de-
pressed deductive reasoning, although in the study looking at the pre-ovulatory
estrogen peak, where only estrogen is raised and progesterone is low, there was
no significant effect on this task (Hampson, 199Qa).

These findings suggest that estrogen is not having merely a generalized
arousing or depressing effect on cognitive function, but rather that the effects are
selective. Moreover, they are predictable from a schemathat classifies abilities
according to whether they favor males or females. Estrogen may well be
important in organizing male/female abilities pre- or perinatally, and it appears
that this influenceis still reflected in adult women throughoutthe fluctuations of
the menstrual cycle. The fact that estrogen has opposite associations with two
classes of abilities may mean that estrogen is simultaneously modulating two
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neural systems in opposite ways, a paradox noted for rodent behavior (McEwen,

1987). It is also possible that, if ‘“‘male’’ abilities and ‘‘female’’ abilities have a

tradeoff relationship, then estrogen fluctuations could merely be altering a

balance between them, rather than affecting either directly.

The possibility remained that, since the natural fluctuations in the menstrual

cycle are accompanied by many other physiological changes related to the

endogenous rhythms(including other hormonal changes which might affect the

nervous system), the cognitive changes we saw might be secondary to something

else. The data from postmenopausal women who were receiving exogenous

estrogen provided support for the view that estrogen was sufficient to produce

some of these effects (Kimura, 1989). Most of the women we assessed were on

estrogen alone, less than a third being on progesterone as well. For the latter,

progesterone was administered only in the last few days of the on-therapy phase.

All women wentoff all therapy for a few daysat the end of the treatment cycle,

and they were therefore all assessed once in the on-estrogen only phase, and

again in the off phase.

The results in Table 9.6 indicate that exogenous estrogen has a facilitating

effect on the motorandarticulatory abilities that were also sensitive to the natural

menstrual fluctuations. The effects on perceptual speed are more variable,

significant only on Finding a’s in the between-subjects condition. (Practice

effects are often a confoundin the within-subjects comparisons, thus they tend to

show weaker though very similar effects.) There are no significant changes on

the spatial tests.



Table 9.6. Relation between hormone-therapy phase and performance on variousability tasks
 

Within Subjects (N = 32)

Low Estrogen

Between Subjects, Session 1
 

 

High Estrogen Low Estrogen High Estrogen

L6
E

 

Phase Phase p* Phase (N = 17) Phase (N = 16) p*
Motor Tasks:

Manual Sequence Box

Time to Acquisition (sec) 11.8 (5.1) 10.1 (3.6) <.04 14.0 (3.5) 10.9 (4.7) <.05
Post-Acqu. 5 trials (sec) 7.3 (1.7) 6.9 (1.8) <.06 8.1 (1.4) 6.5 (1.4) <.02

Tongue Twister,

5 criterion trials (sec) 15.2 (3.3) 14.3 (3.2) <.10 16.5 (3.1) 14.5 (2.7) <.06

Perceptual Speed Tests:

Finding A’s (% correct) 32.1 (9.9) 32.3 (8.3) NS 28.5 (8.4) 35.1 (8.9) <.04
Identical Pictures
(% correct) 54.6 (12.7) 53.1 (12.1) NS 53.8 (12.3) 51.7 (11.3) NS

Spatial Tasks:

Card Rotations (% correct) 43.5 (17.4) 46.4 (18.4) NS 44.0 (15.1) 41.5 (22.6) NS
Hidden Patterns

(% correct) 42.7 (13.7) 42.0 (12.9) NS 38.7 (11.8) 39.5 (14.5) NS
 

*Two-tailed probabilities
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The effects of estrogen therapy apparently significantly outlast the cessation

of therapy, in that raised levels of estradiol in the blood can be detected for

several weeks, on a regime very similar to that of our subjects (Hammond &

Maxson, 1986). Thus, the difference in plasma estradiol between ‘‘on’’ and

‘‘off’? phases may be much smaller in the postmenopausal women than in the

younger womenthroughout the menstrualcycle. If so, it suggests that the motor

programming/articulatory skills are more sensitive to the effects of exogenous

estradiol than are the perceptual speed orspatial skills. Another possibility is that

the baseline levels of spatial ability are different in the younger and older

women, and consequently the variations in estrogen are having different effects.

Unfortunately, we did not have identical spatial tests in the two studies, to enable

direct comparison.

Shifts in Lateralization

The kindsof abilities that show significant sex differences tend to overlap with

those that are claimed to dependpreferentially on left or right hemispheres. Sex

differences in cognitive function have beenattributed to differences in asymme-

try of hemispheric organization (Geschwind & Galaburda, 1984). It became

apparent quite early in our studies on the menstrual-cycle and hormone-therapy

fluctuations, that the tasks most enhanced by estrogen were those which were

shown from neurological studies to depend on the left hemisphere. To sample

possible shifts in hemispheric activity, a dichotic words task (Kimura, 1986) was

administered in the menstrual and pre-ovulatory phases of the menstrual cycle.

The right-ear advantage was significantly larger in the preovulatory high-

estrogen phase of the cycle than in the low-estrogen phase (Figure 9.6). Al-

though both right and left scores changed, the decrement in the left-ear score

during the high phase appeared greater than the increment on the right ear

(Hampson, 1990). Nevertheless, it is fair to say that there is a shift in relative

hemispheric activity during the high-estrogen phase, such that the left hemi-

sphere is facilitated relative to the right.

CONCLUSIONS

The animalliterature suggests that androgens organize the brain pre- and peri-

natally for all sexually dimorphic behaviors, including problem-solving behav-

iors. This appears to be true in humansasin other mammals. Thus, if androgens

are present early in life, the brain may somehow be organized to enhancespatial,

mathematical, and extrapersonal targeting ability; whereas if they are not pres-

ent, brain organization appears to favor small-amplitude intrapersonal motor

skill, verbal articulation/fluency, and perceptual speed (identity matching).

However, the relation between amountof androgen and degreeofspatial ability

is apparently not linear.
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Figure 9.6. Magnitude of right-ear superiority across high-estrogen and
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In adult humans, then, some of the intellectual variation from person to
personis related to hormonal status. This holds not merely across sexes, but also
within males and within females. Moreover, intellectual patterns can vary within
an individual as hormonestatus fluctuates. Experience with the environment
must also play somerole in the specific problem-solving behaviors we acquire.
Perhaps the genetic makeup and the early hormonalorganization of the nervous
system establish a range within which experience can have aneffect.

In rodents, androgens promote the growth of the right cerebral hemisphere
relative to the left. In humans, we know thatfluctuations in estrogen may be
associated with alterations in functional brain asymmetry, with left-hemisphere
activity relatively enhanced during higher levels of estrogen. Since this is a
reversible effect, one might speculate that it is achieved by changing inter-
hemispheric inhibition, though other mechanismsare certainly possible.

In humans moreover, we see a strong sex difference in the way in which
anterior and posterior regions of the brain are organized for speech, praxic
motor, and constructional skills. There is a sharp dependence on the anterior
systems for such functions in women, even whencontrolling visuoconstructional
tasks. We have speculated that this organization is related to the differing
utilization of external or distance information in conjunction with large-
amplitude movements (more developed in males), as compared to intrapersonal
and distal motor control (more developed in females).
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Individual uniquenessin intellectual pattern can thus be viewed as an intersec-

tion between genetic makeup (which we have not discussed), prenatal brain

growth, the hormonalstatus throughoutearly life and perhaps puberty, and of

course the idiosyncratic personal experience that each of us enjoys.
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