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Cognitive abilities, including general intelligence and domain-specific abilities such as fluid reasoning,

comprehension knowledge, working memory capacity, and processing speed, are regarded as some of the

most stable psychological traits, yet there exist no large-scale systematic efforts to document the specific

patterns by which their rank-order stability changes over age and time interval, or how their stability

differs across abilities, tests, and populations. Determining the conditions under which cognitive abilities

exhibit high or low degrees of stability is critical not just to theory development but to applied contexts in

which cognitive assessments guide decisions regarding treatment and intervention decisions with lasting

consequences for individuals. In order to supplement this important area of research, we present a meta-

analysis of longitudinal studies investigating the stability of cognitive abilities. The meta-analysis relied

on data from 205 longitudinal studies that involved a total of 87,408 participants, resulting in 1,288 test–

retest correlation coefficients among manifest variables. For an age of 20 years and a test–retest interval of

5 years, we found a mean rank-order stability of ρ = .76. The effect of mean sample age on stability was

best described by a negative exponential function, with low stability in preschool children, rapid increases

in stability in childhood, and consistently high stability from late adolescence to late adulthood. This same

functional form continued to best describe age trends in stability after adjusting for test reliability.

Stability declined with increasing test–retest interval. This decrease flattened out from an interval of

approximately 5 years onward. According to the age and interval moderation models, minimum stability

sufficient for individual-level diagnostic decisions (rtt= .80) can only be expected over the age of 7 and for

short time intervals in children. In adults, stability levels meeting this criterion are obtained for over

5 years.

Public Significance Statement

This meta-analytic review finds that cognitive abilities are highly stable from adolescence to late

adulthood, but only moderately stable in young children. Stability decreases with increasing time

intervals and varies across different cognitive abilities. General intelligence was found to be the most

stable cognitive ability, but many specific cognitive abilities are similarly stable. These results provide

important standards with respect to the “shelf-life” of cognitive test scores across development and time.
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Individual differences in cognitive ability are considered to be

highly stable over time (e.g., Hunt, 2010; Mackintosh, 1998;

Neisser et al., 1996). Researchers describe cognitive ability as “the

most stable psychological trait” (Plomin & von Stumm, 2018,

p. 149), and numerous studies document a high stability of

cognitive ability (e.g., Deary et al., 2000; Larsen et al., 2008;

Schalke et al., 2013). This stability is crucial because cognitive

ability tests are frequently used to inform treatment and intervention

decisions that have long-term consequences for individuals. For

example, cognitive assessments are used for long-term decisions

in educational settings, for instance, with respect to school tracking,

provision of special education services for struggling learners,

and provision of gifted and talented enrichment opportunities

(Gottfredson & Saklofske, 2009; Nettelbeck & Wilson, 2005).

Similarly, cognitive assessments frequently inform admissions and

personnel selection decisions within work settings (Ones et al.,

2017; Salgado et al., 2002) and commonly inform decisions

with respect to the most suitable among alternative therapeutic

interventions within clinical settings (Taylor et al., 2008). All of

these applications build on the assumption that cognitive ability will

remain stable over the period that the decision is effective.

Otherwise, the fit between the individual and the test-based decision

(e.g., selected environment or treatment) may deteriorate (Cronbach

& Snow, 1977).

High stability of cognitive ability may not apply equally to all

populations, circumstances, and cognitive abilities. It is widely

recognized that the stability of cognitive ability varies with age

(e.g., McArdle et al., 2002; McCall et al., 1977) and test–retest

interval (e.g., Watkins & Smith, 2013), but the exact influence of

these moderators over the life span is less clear. Further moderators

of stability such as the mean ability level of the sample (Breit,

Scherrer, et al., 2021) and the utilized test instrument (Villado et al.,

2016) have rarely been examined systematically. Quantifying the

stability of cognitive ability and the influence of moderating

variables is best achieved by meta-analysis (Deeks et al., 2008).

With two exceptions, one confined to 15 longitudinal twin studies

and to formal comparisons of general intelligence, broad fluid

abilities, and broad crystallized abilities (Tucker-Drob & Briley,

2014), and one confined to general intelligence scores in Wechsler

and Stanford–Binet tests before 1990 (Schuerger & Witt, 1989),

there has been no comprehensive meta-analysis investigating the

stability of cognitive ability. The present study aims to close this

gap. Specifically, we integrate the results of longitudinal studies

investigating the rank-order stability of cognitive ability and

examine the moderating effects of age, test–retest interval,

measured cognitive ability, ability level, test instrument, and

geographic location. Knowledge of the stability of cognitive ability

and the factors that influence it is of great benefit for both

application and basic research. Understanding variations in

stability, that is to what extent and when there are individual

differences in cognitive change, advances test-based decision

making and our understanding of cognitive development, healthy

cognitive aging (Deary, 2014), and the nature of cognitive ability in

general (Rinaldi & Karmiloff-Smith, 2017).

Cognitive Abilities in the Psychometric Framework

Cognitive abilities can be defined as any ability that substantially

involves mental functions needed for the correct or appropriate

processing of mental information (Carroll, 2009). Their measures

are frequently based on psychometric models of cognitive abilities

(Mackintosh, 2011). The first psychometric model was devised by

Spearman (1904), who ascribed the generally positive correlations

between different measures of cognitive ability to one common

factor that is associated with every measure, albeit to varying

degrees. This factor is called “general intelligence” or “general

cognitive ability” (g) and comprises “the ability to reason, plan,

solve problems, think abstractly, comprehend complex ideas, learn

quickly and learn from experience” (Gottfredson, 1997, p. 13).

Over the course of the 20th century, a general factor ultimately

proved insufficient to explain all covariance between different

measures (e.g., Thurstone, 1938). Therefore, current psychometric

models of cognitive ability are hierarchical models that include

both a set of lower order factors representing more specific abilities

and g at the apex, reflecting the correlations between those factors

(Jensen, 1998; Mackintosh, 2011). The most recent structural

model, which integrates prominent precursor models, is the

Cattell–Horn–Carroll model of cognitive ability (CHC model;

McGrew, 1997; W. J. Schneider & McGrew, 2018). The CHC

model differentiates narrow, intermediate, and broad abilities

and puts g at the apex of the hierarchy. Of the 17 broad abilities, six

are classified as “tentative” because they require further research

to be included (i.e., emotional intelligence, kinesthetic abilities,

olfactory abilities, tactile abilities, psychomotor abilities, psycho-

motor speed). The remaining, more established broad abilities are

described in Table 1; the resulting top two levels of the CHC model

are depicted in Figure 1.

Many modern tests of cognitive ability are constructed based on

the CHCmodel or locate their scales in the model. Usually, the tests

assess g and broad abilities from the CHC, but not all broad abilities

are equally represented. A recent analysis showed that virtually all

subtests of major cognitive ability tests (i.e., Differential Abilities

Scale, second edition; Kaufman Assessment Battery for Children,

second edition; Wechsler Intelligence Scale for Children, third,

fourth, and fifth editions; Woodcock–Johnson III Tests of

Cognitive Abilities) can be factor analytically assigned to g and

one of six broad abilities. These are comprehension knowledge,

fluid reasoning, learning efficiency, processing speed, visual

processing, and working memory capacity (Caemmerer et al.,

2020). Some of the ability tests were not explicitly developed based

on the CHC model, which demonstrates the usefulness of the

model to classify the subtests of different instruments.

The Stability of Cognitive Abilities

When investigating the stability of cognitive abilities, four

different types of stability can be distinguished (Breit, Scherrer, et

al., 2021; Fryer & Elliot, 2007): mean-level change, ipsative

continuity, individual-level change, and rank-order stability. First,

mean-level change describes the average change in a score over

time. Cognitive ability generally increases during childhood and

adolescence (e.g., McArdle et al., 2002; Schroeders et al., 2015),

with abilities that require effortful processing (e.g., fluid reasoning,

learning efficiency, processing speed, visual processing, working

memory capacity) increasing faster than knowledge-based abilities

(e.g., comprehension knowledge; Baltes et al., 1999). After young

adulthood, effortful processing–based abilities begin to decrease,

whereas comprehension knowledge increases further into late
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adulthood and only declines toward the end of life (Horn & Cattell,

1967; Tucker-Drob et al., 2022; Wang & Kaufman, 1993).

These changes may not be independent but instead linked through

developmental couplings between different cognitive abilities

(e.g., Li et al., 2004). Interindividual variance in early cognitive

development or cognitive aging (Lövdén et al., 2005) is not captured
by this type of stability. Second, ipsative continuity represents the

stability of an individual’s configuration of different scores—their

ability profile—over time. Research on age differentiation effects

has shown that the strength of cognitive profiles remains relatively

uniform across childhood and adolescence and decreases toward the

end of life (Breit, Brunner, et al., 2022). There is some tentative

evidence that cognitive ability profiles have little temporal stability

in low-ability samples (McDermott et al., 1992; Watkins & Smith,

2013) but moderate stability in high-ability samples (Breit, Scherrer,

et al., 2021). Third, individual-level change represents the change in

the test score of an individual. Individual-level change is directly

relevant to many practical applications of cognitive ability testing

that involve the placement of an individual in an appropriate

educational, vocational, or social environment. If an individual

exhibits a substantial change in their abilities in any direction, the

selected environment may become inappropriate (Cronbach &

Snow, 1977). Nevertheless, individual-level change is rarely

investigated directly in cognitive ability research. Instead, research

mostly focuses on the last and most relevant stability to the present

work, rank-order stability, also known as differential continuity. It

represents the stability of individual differences in cognitive ability

and is usually assessed with test–retest Pearson product–moment

correlations (e.g., Breit, Scherrer, et al., 2022). With the

investigation of rank-order correlations and potential influencing

factors, one investigates individual differences in cognitive

development over the life span (Deary, 2014). Rank-order stability

analyses can also be regarded as an indirect analysis of the frequency

of substantial individual-level change. If a sizable percentage of

individuals in a sample exhibit large changes in cognitive ability

over time, this will affect the overall rank order. Analogously, a highT
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Table 1

CHC Abilities and Their Definitions by W. J. Schneider and McGrew (2018)

Ability Ability name Definition

Ga Auditory processing The ability to discriminate, remember, reason, and work creatively (on) auditory stimuli, which
may consist of tones, environmental sounds, and speech units.

Gc Comprehension knowledge The ability to comprehend and communicate culturally valued knowledge. Gc includes the depth
and breadth of knowledge and skills such as language, words, and general knowledge
developed through experience, learning, and acculturation.

Gf Fluid reasoning The use of deliberate and controlled procedures (often requiring focused attention) to solve novel
“on the spot” problems that cannot be solved by using previously learned habits, schemas, and
scripts.

Gl Learning efficiency The ability the ability to learn, store, and consolidate new information over periods of time
measured in minutes, hours, days, and years.

Gq Quantitative knowledge The depth and breadth of declarative and procedural knowledge and skills related to
mathematics.

Gr Retrieval fluency The rate and fluency at which individuals can produce and selectively and strategically retrieve
verbal and nonverbal information or ideas stored in long-term memory.

Grw Reading and writing The depth and breadth of declarative and procedural knowledge and skills related to written
language.

Gs Processing speed The ability to control attention to automatically, quickly, and fluently perform relatively simple
repetitive cognitive tasks. Attentional fluency or attentional speediness.

Gt Reaction and decision speed The speed of making very simple decisions or judgements when items are presented one at a
time.

Gv Visual processing The ability to make use of simulated mental imagery to solve problems—perceiving,
discriminating, manipulating, and recalling images in the “mind’s eye.”

Gwm Working memory capacity The ability to maintain and manipulate information in active attention.

Note. CHC = Cattell–Horn–Carroll model of cognitive ability

Figure 1

The Top Two Levels of the CHC Model

Note. The acronyms are defined in Table 1. CHC = Cattell–Horn–Carroll model of cognitive

ability.
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rank-order stability indicates that the proportion of individuals with

major changes relative to other individuals is low.

Genetic influences have been shown to strongly drive the rank-

order stability of cognitive ability, with some additional contribution

of shared environmental influences that are responsible for both

stability and change in cognitive abilities (Bartels et al., 2002).

Deary et al. (2012) reported the genetic correlation between

cognitive ability in childhood and old age to be as high as .62. A

meta-analysis of 15 longitudinal twin and adoption studies

supported the notion that both genetic and, to a lesser extent,

environmental factors contribute to the rank-order stability of

cognitive ability (Tucker-Drob & Briley, 2014). According to their

results, genetic influences on phenotypic stability increase during

early cognitive development and account for up to 75% of the

stability in adulthood, whereas shared environmental influences

decrease and nonshared environmental influences slightly increase

over the life span. These trajectories mostly conform to theories

proposing Gene × Environment interactions in the development of

cognitive ability. Such theories propose that (a) based on genetic

differences, individuals respond differently to the same environ-

ment, and in turn, there may be experience-activated epigenetic

processes that are robust over time and (b) individuals systemati-

cally experience different environments as a consequence of their

genotypes, caused by passive, evocative, and active selection

processes (for an in-depth discussion, see Tucker-Drob & Briley,

2014). The findings therefore imply that moderators of rank-order

stability can operate both genetically and environmentally.

Early work by Bayley (1949) showed that rank-order stability

of cognitive ability increases sharply during early and middle

childhood. In line with this finding, Tucker-Drob and Briley (2014)

found an increasing stability (test–retest correlation) over the course

of childhood in their meta-analysis of twin and adoption studies,

from just above .2 in infancy to above .7 by the age of 12 for a test–

retest interval of 6 years. Beyond early childhood, many studies

have reported substantial stabilities for very long test–retest

intervals, including impressive long-term longitudinal studies

such as the Scottish Mental Surveys, the Seattle Longitudinal

Study, and the Vietnam Era Twin Study of Aging. Findings from the

Scottish Mental Surveys, in which children’s IQ was first measured

at age 11, showed test–retest correlations of .67 for a time span of 59

years and .54 for a time span of 79 years (Deary, 2014; Deary et al.,

2013). Based on a different long-term study, Schwartzman et al.

(1987) reported a test–retest correlation of .78 between the ages of

25 and 65. Rönnlund et al. (2015) found that cognitive ability level

at age 18 accounted for 90% of ability variance at age 50 (r = .95)

and 74% at age 65 (r = .86). Similarly, high test–retest correlations

for considerable test–retest intervals in adults were found, for

example, by Hertzog and Schaie (1988) and Larsen et al. (2008).

Schuerger and Witt (1989) conducted a meta-analysis on the rank-

order stability of Wechsler and Stanford–Binet IQ test scores based

on 34 studies and reported amean test–retest correlation of .82. Even

in very old adults, studies have reported evidence for substantial

stability. For example, based on data from the Virginia Cognitive

Aging Project, Salthouse (2012a) reported 3-year stability estimates

in adults aged 80–97 ranging from .63 to .80 for different cognitive

abilities.

The available empirical findings therefore point to a substantial

long-term rank-order stability of cognitive abilities, but the precise

estimates vary. A number of potential moderating variables like age,

time span between measurements, or assessed ability may explain

this heterogeneity. Therefore, a comprehensive meta-analysis is

needed to reliably quantify the stability of cognitive abilities and the

influence of potential moderator variables.

Potential Moderators of the Rank-Order Stability of

Cognitive Abilities

Age

Systematic changes in the rank-order stability of cognitive ability

across the life span have been demonstrated many times. The

predominant view in the literature is that cognitive tests taken in

infancy have little predictive value for later cognitive ability but that

the stability rapidly increases during early cognitive development

until almost no reordering occurs anymore by early adulthood

(Tucker-Drob & Briley, 2014). The rapid increase in stability during

childhood was already described by Bayley (1949), who found

hardly any stability in infancy but stabilities over .90 at age 13.

Schuerger and Witt (1989) investigated age as a moderator in their

meta-analysis of rank-order stability of full-scale IQ test scores,

finding a positive and statistically significant logarithmic trend

(solid line in Figure 2). This finding implies a steep increase in

stability between ages 3 and 15 that slowly diminishes thereafter but

is maintained throughout adulthood. Tucker-Drob and Briley (2014)

tested the fit of different functional forms for the age trend in rank-

order stability of a variety of cognitive abilities, finding the best fit

for an exponential function that again implied a rapid increase of

stability during childhood closely approaching an asymptote after

early adulthood with no further increase (dashed line in Figure 2).

Notably, both analyses did not include samples of very old

participants, with maximum sample ages of 65 and 73 years,

respectively. Yet, it is possible that some reordering occurs in old

age, as different factors may contribute to cognitive decline than

those that contribute to cognitive changes in earlier development

(e.g., Li et al., 2004). Moreover, in their two-component theories of

intellectual development, Lindenberger and Baltes (Baltes et al.,

1999; Lindenberger & Baltes, 1994) predicted that cognitive aging

should be associated with a partial reordering of individual

differences in cognitive abilities. They hypothesized that increased

reordering will occur whenever there is greater mean-level change in

cognitive development (i.e., early childhood and late adulthood)

because greater mean-level change is expected to be associated with

greater increases in novel variation per unit of time. This reordering

would imply a decrease in stability in old age, meaning that the

stability trajectory may in fact be best described by an inverse

U-shaped function (dotted line in Figure 2) with increases in

childhood and decreases in old age. In line with this idea, some

studies reported only modest stabilities in very old samples (e.g.,

Ghisletta & Lindenberger, 2003; Gregory et al., 2009). Conversely,

there is also some evidence for the high stability of cognitive ability

in very old adults (e.g., Hopp et al., 1997), underscoring the need for

meta-analytic investigation across the life span.

Test–Retest Interval and Its Interaction With Age

A general effect of the duration of the test–retest interval on the

rank-order stability estimate is well established. Interestingly, the

effects of the interval duration do not appear to be linear. Instead, at
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first, there is a steep decrease in stability with increasing interval,

after which even large increases in the test–retest interval have little

additional effect on stability (Schuerger &Witt, 1989; Tucker-Drob

& Briley, 2014). Whereas Schuerger and Witt (1989) investigated

age and interval effects separately, Tucker-Drob and Briley (2014)

stressed the importance of considering the effect of the interval in

relation to the age of the sample. This dependence was already

observed by Bayley (1949), who found that stability deteriorates

quickly in infants and young children with increasing test–retest

interval but is much more persistent in adolescents. Tucker-Drob

and Briley (2014) focused on childhood and adolescence in their

interaction analyses because of their sparse data in adulthood. They

found a more pronounced time decay effect for younger ages, albeit

not statistically significant. Comparable analyses for older samples

or larger age ranges are lacking.

Cognitive Ability Captured

The stability of cognitive ability may depend not only on the age

of the participants and the test–retest interval but also on the

captured cognitive ability. First, g might be more stable than more

specific abilities, that is, the broad abilities of the CHC model.

Higher level abilities such as g that are measured by a multitude of

different tasks are less likely to be affected by specific learning

experiences or activities, whereas lower level abilities may be more

dependent on acquired knowledge and skills and therefore more

easily changed by experience, leading to lower stability (Reeve &

Bonaccio, 2011; Tucker-Drob & Briley, 2014). The lower stability

of broad ability scores as compared to g has been shown in

individual studies (McDermott et al., 1992; Watkins & Smith, 2013)

and meta-analytically for children (Tucker-Drob & Briley, 2014).

Moreover, Tucker-Drob and Briley (2014) proposed that various

broad abilities are dependent on genetic and environmental factors

to different degrees, potentially also leading to differences in

stability between them. When grouping abilities as either “fluid,”

characterized by effortful processing, or “crystallized,” character-

ized by knowledge dependency, they found no significant

differences in their stability. However, this analysis was based on

relatively sparse data (i.e., 33 and 21 effect sizes for fluid and

crystallized abilities, respectively). Following the CHC model, it is

necessary to investigate all broad abilities individually, as they are

assumed to rely on somewhat distinct neurological functions and

serve different purposes in human survival and reproduction (W. J.

Schneider & McGrew, 2018). Broad abilities may differ in their

developmental trajectories and stabilities beyond an effortful

processing versus knowledge divide. Ideally, not only the mean

stabilities but also the stability trajectories across the life span are

investigated for each broad ability. This kind of meta-analytic

investigation naturally requires a very broad database.

General Cognitive Ability (g) Level

The ability differentiation hypothesis states that the structure of

cognitive ability changes across the continuum of the general

cognitive ability g. Whereas the overall factor structure appears to

be constant, the relative importance of g for individual test

performances decreases with increasing g-level (Breit, Brunner, et

al., 2022; Tucker-Drob, 2009). This ability differentiation effect

implies a decrease in systematic variance in measures of general

intelligence with increasing g-level, leading to a gradual reduction

of test-score reliability (Breit, Brunner, et al., 2022). Because test–

retest correlations cannot exceed the reliability of the utilized test,
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Figure 2

Some Possible Age Moderation Trends

Note. Age moderation of rank-order stability of cognitive abilities in Schuerger and Witt (1989), Tucker-Drob and Briley

(2014), and an example of an alternative inverse U-shaped moderation trend expected based on a model in which stability is

inversely related to the absolute magnitude of mean change.
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this may cause lower estimates of rank-order stabilities of g in higher

ability samples. Up to now, there are no systematic investigations of

differences in the stability of g depending on the ability level.

Test Instrument

Cognitive ability tests vary considerably in content. One

important distinction is that between unidimensional and multidi-

mensional tests. Unidimensional tests aim to measure g, often by

using a single type of task like figural reasoning tasks (e.g., Raven,

1938). Multidimensional test batteries aim to measure a variety

of cognitive abilities with specific subtests; usually, they also

provide a g-score as an average score (e.g., Wechsler, 2003).

Multidimensional test batteries show heterogeneity in terms of test

size (i.e., number of subtests and tasks), task presentation (i.e., oral

by the administrator or in writing), test setting (i.e., individual or

group test), test reliability, as well as which specific abilities are

measured, in which order, and how they are weighted. All these

factors may affect the test–retest correlation of test scores, but

systematic investigations are lacking. In one study, greater stability

was found for the full test scores of the multidimensional Wonderlic

Personnel Test than for the unidimensional Raven’s Advanced

Progressive Matrices (Villado et al., 2016).

Sometimes, test administrators use a different test at a second

administration either to avoid retest effects (i.e., training or memory

effects) or because the test used at first testing cannot be used for the

age range of the tested sample at retest. In the latter case, it is often

possible to use a test from the same test family that is constructed

similarly but was adjusted to the target age (e.g., different Wechsler

tests). Stability estimates may differ systematically between the

same test, a test from the same test family, or a different test being

used at retest because the test–retest correlation is limited by the size

of the concurrent correlation of both tests.

Finally, it is important whether a whole test battery is used or only

parts of it. In many scientific investigations, subtests from one or

more tests are selected to measure the constructs of interest

economically. Test batteries may not only be shortened in testing

practice but also augmented, although this happens less often.

The CHC cross-battery assessment approach entails “augment or

supplement any major ability test to ensure measurement of a wider

range of broad and narrow cognitive abilities in a manner that

is consistent with contemporary theory and research and that is

predicated upon sound psychometric principles” (Flanagan et al.,

2012, p. 459). The stability estimates may be affected by such a

shortening or extension of existing test instruments because test

reliability varies with test length.

Geographic Location

Geographic location is often accompanied by differences in

culture, language, educational systems, economic opportunities,

nutrition, health care, social mobility, or physical living environ-

ment. As environmental factors contribute to stability, these

differences and their respective combinations can affect the stability

of individual differences in cognitive ability (Tucker-Drob &Briley,

2014). To our knowledge, there are no systematic comparisons of

differences in rank-order stabilities between different countries,

regions, or cultures.

Test Reliability

Test–retest correlations (i.e., rank-order stabilities) rely on the

reliability of the tests to measure the construct at both times of

measurement. They cannot exceed the square root of the product of

both reliability coefficients. Alternatively put, stability coefficients

are reduced by measurement error (i.e., unreliability of the tests).

This fact has important implications for the present meta-analysis,

as, without adjustment for test reliability, stability will be

underestimated. For example, Hopkins and Bibelheimer (1971)

reported substantially larger disattenuated test–retest correlations

(.55–.94) than uncorrected correlations (.33–.81). Moreover,

moderator analyses may be biased by test reliability if there is a

systematic relationship between the moderator variable and test

reliability. For example, cognitive ability tests and the testing

situation must be modified in various ways to be appropriate

for young children. If these modifications result in systematic

differences in test reliability between different age groups, and

reliability is not adjusted for, these age trends in reliability may be

confused for age trends in stability. Similarly, reliability may also

differ between tests of different abilities. Systematic differences in

captured cognitive abilities, length, speededness, and response

format in tests of different abilities may affect test reliability (Hong

& Cheng, 2019; Symonds, 1928). For example, processing speed

tasks are constructed very differently from tests of comprehension

knowledge. Like individual subtests for different abilities, entire test

batteries vary in content, length, speededness, and response format,

leading to differences in reliability. That is, the scores from different

test instruments or batteries (e.g., the Wechsler tests vs. the

Woodcock–Johnson tests) may appear to differ in stability because

of differences in their reliabilities. Approaches for disattenuating

stability estimates from measurement error are therefore important

both for estimating the stability of true scores and for obtaining

unbiased estimates in moderator analyses. We are not aware of any

meta-analytic investigation of the stability of cognitive abilities that

adjusted for test reliability.

The Current Meta-Analysis

Previous meta-analyses of the rank-order stability of cognitive

ability provided valuable insights into the stability of g in Wechsler

and Stanford–Binet tests (Schuerger & Witt, 1989) and the

contributions of genetic and environmental influences herein

(Tucker-Drob & Briley, 2014). However, due to their specific

research questions and an associated narrow selection of studies,

they were limited in the age range (maximum baseline age of 65 and

73 years, respectively), captured cognitive ability (g, Gf, Gc), and

test instruments (Wechsler and Stanford–Binet tests). Relatedly,

some moderators were investigated with relatively sparse data (e.g.,

cognitive ability captured) or not at all (e.g., mean g-level of the

sample, geographic location). Further, in both meta-analyses, there

was no adjustment for test reliability.

The aim of the present study therefore is to provide a

comprehensive analysis of the available evidence by meta-

analyzing the findings of longitudinal studies that investigate the

rank-order correlation (i.e., rank-order stability) of cognitive ability

and that cover the entire life span from 1 to 90 years. All hypotheses

and analyses were preregistered except Hypothesis 10 and the
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associated analyses (https://osf.io/2pn3x). We investigated the

following hypotheses:

Hypothesis 1: (a) Rank-order stability decreases with increasing

test–retest interval. (b) The decrease per additional year

diminishes with increasing intervals. In addition, we explor-

atory tested whether this effect can be better described with a

linear, a quadratic, or an exponential function.

Hypothesis 2: Rank-order stability varies with age. (a) Over all

life stages, age is nonlinearly related to stability. We expected

that rank-order stability increases with age in preschool children

and in school-aged children and adolescents, remains constant

in adults, and decreases in elderly individuals. We tested

whether this effect can be better described with a linear

function, a quadratic function, a connected linear spline, or an

exponential function. (b) As an open research question, we

investigated the interaction effects between test–retest interval

and age.

Hypothesis 3: The average rank-order stability of cognitive

ability is higher than that of other (noncognitive) personality

traits across the life span, controlling for the test–retest interval.

Hypothesis 4: The rank-order stability varies with captured

cognitive ability: The stability is higher for measures of g than

for measures of CHC broad abilities.

Hypothesis 5: The rank-order stability of g decreases with

increasing g-level. The relation of rank-order stabilities of CHC

broad abilities and g-level was investigated as an open research

question.

Hypothesis 6: As an open research question, we investigated

whether the rank-order stability of cognitive ability varies with

the test instrument used.

Hypothesis 7: (a) The rank-order stability of cognitive ability is

higher when the same test was used for both measurements

compared to varying measurement instruments from the

same test families or varying tests. (b) The rank-order stability

of cognitive ability is higher when measurement instruments

from the same test families were used compared to

varying tests.

Hypothesis 8: The rank-order stability of cognitive ability is

higher when the complete test battery is used compared to a

selection of subtests.

Hypothesis 9: As an open research question, we investigated

whether the rank-order stability of cognitive ability varies

between countries.

Hypothesis 10: As an open research question, we investigated

whether the results of the analyses for Hypotheses 2, 3, 4, and 6

are replicated in a sample of effect sizes corrected for test

reliability.

Method

Transparency and Openness

We report how we determined our sample size, all data

exclusions, all manipulations, and all measures in the study.

Because no human or animal participants were involved in the

study, ethics committee approval was not sought. We adhered to the

Preferred Reporting Items for Systematic Reviews and Meta-

Analyses 2020 guidelines for systematic reviews (Page et al., 2021).

All data and research materials are available at https://osf.io/ajufs/.

This meta-analysis was preregistered (https://osf.io/2pn3x). Any

deviations from the preregistration are reported in Supplemental

Materials.

Identification and Screening Process

The literature search for longitudinal studies reporting rank-order

stability of cognitive abilities over time was conducted following the

guidelines by Johnson and Hennessy (2019) and in consultation

with a research librarian at the University of Trier. Figure 3 depicts a

Preferred Reporting Items for Systematic Reviews and Meta-

Analyses chart (Page et al., 2021) of the preliminary identification

and screening process.

Overall, we identified 4,077 different records based on five search

strategies: (1) search for peer-reviewed articles in APA PsycInfo; (2)

search for books in APA PsycInfo; (3) search for dissertations in

APA PsycInfo; (4) search for peer-reviewed articles in ERIC; (5)

reference lists of relevant reviews and meta-analyses identified in

Steps 1–4. In Search Strategies 1–4, we used the following

keywords as the search string:

(Intelligence* or cognitive abilit* or mental abilit* or IQ or g factor or

mental test* or gma or fluid reasoning or comprehension knowledge or gf

or gc).ti,ab. AND (longitudinal or stabilit* or retest* or repeated measur*

or cross-lagged or autocorrelation* or long term or “change over

time”).ti,ab. AND (not autism not dement* not artificial not emotional

intelligence* not social intelligence* not schizophrenia not infant not

disorder not lesion* not animal* not disabilit* not sexual abuse

not depress* not defect* not injur* not ADHD not experiment* not

medication* not drug* not stimulant* not mental illness* not senile*

not disease* not patient* not therap* not concussion* not stroke* not

malnourish* not syndrome* not robot* not manipulat* not aphasia).ti,ab.

In Search Strategy 5, we used the references of four relevant reviews

or meta-analyses that were identified by Search Strategies 1–4.

The following inclusion and exclusion criteria were applied to the

identified records:

1. Cognitive ability was assessed, and ability scores were as

follows: (a) full-scale test scores from tests developed and

standardized to measure cognitive ability; (b) composite

scores comprised of subtests measuring one specific

cognitive ability, taken from a test developed and

standardized to measure cognitive ability; or (c) compo-

site scores derived from test batteries comprised of

individual scales all developed and standardized to

measure cognitive ability. Screenings reported to be

shorter than 10 min were excluded.

2. Cognitive ability was assessed longitudinally, and the same

ability was assessed at all times of measurement (e.g., Gf).

The minimum acceptable test–retest interval was 1 day.

3. The study reports primary analyses as opposed to

integrative secondary analyses in meta-analyses or

reviews.
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4. The study did not investigate a clinical sample and did not

apply an intervention to all participants between

measurements.

5. The study examined a sample that covered a sufficiently

narrow age range. An age range was considered

sufficiently narrow if it did not include more than two

of seven predefined, partially overlapping life stages:

infants (0–3), preschool (3–7), elementary school (5–14),

secondary school (10–20), young adults (16–25), adults

(25–70), and old age (70–100).

6. The test–retest intervals in the study were sufficiently

homogeneous. The range of test–retest intervals was
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Figure 3

Study Identification and Screening Process as a PRISMA Chart

Records removed before screening:
Duplicate records removed: k = 472

Records screened based on titles 
and abstracts: k = 4077

Records excluded based on following criteria:
Cognitive ability not investigated: k = 784
Not a longitudinal study: k = 1375
Review, meta-analysis, or qualitative study: k = 472
Clinical sample or intervention without control: k = 282
Not human: k = 10
Duplicate records: k = 37
Abstract not found or other reasons: k = 41

Records excluded because full texts not available: k = 111

Records assessed for eligibility 
based on full texts: k = 965

Overall records included in review:
k = 190*

Identification of studies via databases

Records excluded based on following criteria:
Autocorrelations not reported: k = 301
Cognitive ability not investigated: k = 215
Not a longitudinal study: k = 124
Review, meta-analysis, or qualitative study: k = 24
Clinical sample or intervention without control: k = 42
Other reasons: k = 70

Records sought for retrieval: k = 
1076

Records (k), subsamples (h), and 
effect sizes (e) included in 

Rank-order stability meta-analysis:
k = 190 (185 manifest; 6 latent)
h = 211 (205 manifest; 6 latent)
e = 1328 (1288 manifest; 50 latent)

Records identified from:
APA PsychInfo: k = 2889 (peer-
reviewed articles)
APA PsychInfo: k = 320 (books)
APA PsychInfo: k = 315 (dissertat.)
ERIC: k = 837 (peer-reviewed 
articles)
References of relevant reviews: k = 
188
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Note. This figure presents the literature search and gives information on the number of coded studies and effect sizes. k= number

of records, h = number of included samples, e = number of effect sizes; PRISMA = Preferred Reporting Items for Systematic

Reviews and Meta-Analyses.
aOne additional record (one subsample, six effect sizes) was added after suggestion by a reviewer.
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considered too large if the standard deviation of the

interval was more than half the size of the mean interval

length.

7. The study examined human participants.

All 4,077 articles, dissertations, or book chapters were first

screened for eligibility based on titles and abstracts by two of the

project researchers and four trained student assistants. One project

researcher validated the ratings of the coauthors in a randomly

assigned subsample of 250 records. Interrater agreement was

91.20%, and all discrepancies were resolved through discussion.

Next, two of the project researchers and four trained student

assistants assessed 965 studies for eligibility based on the full text.

Note that we contacted the corresponding authors of studies

published in 2010 or later if rank-order stabilities were not reported

to obtain these missing values. We contacted the authors of 100

studies, 33 of which responded, leading to inclusion in the meta-

analysis. A table presenting the studies included and excluded

during the full-text screening process can be found in the Open

Science Framework directory (https://osf.io/ajufs/). One researcher

validated the ratings of the coauthors in a randomly assigned

subsample of 50 records. Interrater agreement was 94%, and all

discrepancies were resolved through discussion. A total of 190

different records remained at the conclusion of the screening

process; 185 of them included 205 samples and provided 1,288

rank-order stability effect sizes based on manifest values. Six

records including six samples provided 50 rank-order stability

effect sizes based on latent factor scores. We only included studies

reporting latent correlations if standard errors (SEs) for the relevant

effects were available. Note that rank-order stability effect sizes

based on manifest values and latent factor scores were investigated

separately because these effect sizes are not comparable (i.e., in

contrast to manifest values, latent factor scores are corrected for

measurement error).

Coding Procedure, Study Variables, and Subdata Sets

All records were coded on the variables described below by four

trained student assistants, and one project researcher controlled

each coding. As many studies contained multiple scales that were

assigned to different broad CHC abilities and/or several measure-

ment points, we often estimated multiple effect sizes based on one

sample. All variables were coded on the effect size level. The

complete data set including all moderator variables is available as an

Excel sheet at https://osf.io/ajufs/. Detailed information on the 205

samples providing rank-order stability effect sizes based onmanifest

values is presented in the Supplemental Materials (Supplemental

Table S1). The frequencies of the study variables are reported in

Supplemental Table S2.

Study Variables

Effect Size

Autocorrelations rtt of participants’ cognitive ability scores over

time were coded as effect sizes of rank-order stability (e.g., rtt of Gf

at T1 with Gf at T2). If a study reported several measurement

points, all possible combinations of rtt were coded. For example, if

three measurement points were reported, three rtt effect sizes

corresponding to the correlations of T1 with T2, T1 with T3, and T2

with T3 were coded. In manifest correlations, effect size variance

was estimated according to the following formula (Borenstein et al.,

2009, p. 41; Hedges & Olkin, 2014).

V rtt
=

ð1 − r2ttÞ
2

n − 1
: (1)

In latent correlations, effect size variance was calculated by squaring

the SE. In the following, we labeled the averaged rank-order stability

ρ because ρ is the population parameter of r (Borenstein et al., 2009;

Hedges & Olkin, 2014).

Publication Type

Publication type was coded as a dichotomous variable (i.e., 0 =
peer-reviewed journal article; 1 = no peer-reviewed journal article).

Sample Size n

For each effect size, we coded the respective sample size n as a

continuous variable. If available, we coded the overlapping n of T1

and T2. If only n of T1 and n of T2 were available, we coded the

smaller n as an estimate of the overlapping n. If only n of T1 or n of

T2 was available, we coded the available n as an estimate of the

overlapping n.

Test–Retest Interval

For each effect size, we coded the test–retest interval between the

measurement points as a continuous variable in years. In cases

where the duration was reported precisely to the day, we coded it

accordingly (i.e., a 1-month interval was defined as .083 years). We

subtracted 5 from the test–retest interval and used this new variable

instead of the test–retest interval in all subsequent analyses. Thus,

the parameters in our metaregressions represented a 5-year interval

instead of a 0-year interval thereby allowing a more meaningful

interpretation.

Age

The mean age of the study participants at the first measurement

point was coded as a continuous variable in years. If the exact

information regarding participants’ age was missing, we used other

available information from the sample description (e.g., grade level)

to estimate a plausible age if possible. We subtracted 20 from age

and used this new variable instead of age. By this operation, the

parameters in subsequent metaregressions corresponded to an age

of 20 years instead of an age of 0 years. This rescaling allowed for a

more meaningful interpretation of the parameters because the

stability at age 20 is more relevant to practical testing contexts than

the stability in newborns where cognitive ability testing is not

feasible. In addition, we calculated the quadratic form of age by

squaring this variable.

Life Stage

Life stages were coded to allow modeling the age moderation

effect in terms of a connected linear spline. The effect sizes referred

either to preschool children, school-aged children and adolescents,
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adults, older adults, or to elderly individuals at T1. We assorted the

effect sizes to one of these categories based on the reported age.

Samples with age ≤6 years were assorted as preschool children.

Samples with ages >6 and ≤18 years were assorted as school-aged

children and adolescents. Samples with ages >18 and ≤65 years

were assorted as adults. Samples with ages >65 and ≤80 years were
assorted as older adults. Samples aged >80 years were assorted as

elderly (Lindenberger & Staudinger, 2018). For the categories

preschool children, school-aged children, adolescents, adults, older

adults, and elderly, we calculated five connected linear spline

variables by following the approach of Tucker-Drob and Briley

(2014). These variables represent the linear age differences within

these life stages, meaning that a linear age moderation trend was

modeled separately for each spline section (i.e., age group). They

were calculated as follows:

Preschool Children Spline (Age_1). If age is≤6, then age_1=
age; if age is >6, then age_1 = 6.

School-Aged Children and Adolescents Spline (Age_2). If

age is ≤6, then age_2 = 0; if age is between >6 and ≤18, then

age_2 = age − 6; if age is >18, then age_2 = 12.

Adult Spline (Age_3). If age is ≤18, then age_3 = 0; if age is

between >18 and ≤65, then age_3 = age − 18; if age is >65, then
age_2 = 47.

Old Adult Spline (Age_4). If age is≤65, then age_4= 0; if age

is between >65 and ≤80, then age_4 = age − 65; if age is >80, then
age_4 = 15.

Elderly Spline (Age_5). If age is ≤80, then age_5 = 0; if age is

>80, then age_5 = age − 80.

This procedure transformed the age values of the effect sizes in

each spline section to values ranging from zero to the age range

value of the spline (e.g., 18–65 years results in an age range of 0–47

years). Age values less than the minimum value of the respective

spline were set to zero, and age values greater than the maximum

value of the spline were set to the value of the age range of the spline.

Cognitive Ability Captured

The effect sizes were classified into subcategories of specific

CHC broad abilities or general intelligence. We computed one

dichotomous dummy variable for each subcategory of captured

cognitive ability (e.g., Gf: 1 = captured cognitive ability is Gf; 0 =
captured cognitive ability is not Gf). In subsequent moderator

analyses, we used g as the reference category.

General Cognitive Ability Level at T1

If available, we coded the mean IQ score (M = 100, SD = 15) at

the T1 score as a continuous variable. Sometimes the mean general

cognitive ability level was reported as z or t scores. We converted

these scores into IQ scores.

Test Instrument

Different test instruments that were used in at least four samples

were coded as separate dichotomous dummy variables (e.g., Culture

Fair Test [CFT]: 1 = instrument is CFT; 0 = instrument is not CFT).

All instruments that were used in less than four samples were

subsumed into one further dichotomous dummy variable represent-

ing all other instruments. In the subsequent moderator analyses, the

most frequently used test instrument was used as the reference

category.

Varying Measurement Instruments

Test and retest measurements of cognitive abilities were either

carried out with the same instrument (e.g., CFT at T1 and T2), with

instruments from the same test family (e.g., Wechsler Intelligence

Scale for Children–Revised at T1 and Wechsler Adult Intelligence

Scale, third edition at T2), or with different instruments (e.g., Stanford–

Binet at T1 and WISC-III at T2). We coded one dichotomous dummy

variable for each of these categories (e.g., same test family: 1 = T1

and T2were measured with tests from the same test family; 0=T1 and

T2 were not measured with tests from the same test family). In the

subsequent moderator analyses, the category referring to the use of the

same instrument was used as the reference category.

Complete Test Battery

Measurements of cognitive abilities were either carried out with a

complete test battery or based on a selection of subtests from one or

more tests. Note that we excluded all studies that used just one single

subtest as an estimate of cognitive ability because these did not

satisfy our criteria for a valid cognitive ability measure (e.g., only

the mosaic cube test from WISC as an estimate of Gv). Complete

test was coded as a dichotomous dummy variable (1 = cognitive

ability was estimated based on a selection of subtests; 0 = cognitive

ability was estimated based on the complete test).

Geographic Location

Studies were conducted in different countries. We subsumed these

countries into the following four separate dichotomous variables

according to their geographic location: North America (United States

and Canada), Europe (all European countries; e.g., France), and Asia

(all Asian countries; e.g., Japan). Countries from South and Central

America, Oceania, and Africa were carried out in less than four

samples each and therefore were coded together as one dichotomous

dummy variable representing other locations (i.e., Australia, Congo,

Ecuador, Guatemala, and New Zealand). In the subsequent moderator

analyses, the category North America was used as the reference

category becausemost effect sizes referred to this geographic location.

Reliability

Test scales have varying degrees of reliability. To control an

effect size for reliability, reliability estimates must be available for

both the test and the retest. We first searched all records for estimates

of reliability (internal consistency Cronbach’s α or split-half

reliability) based on the sample studied. As these were rarely

available, we also used the information provided in the test manuals.

We determined that the reliability estimates given in the manuals

were only appropriate if the respective test scales were used and

scored in accordance with the manuals.

Subdata Sets

Before conducting analyses, we transformed the complete data set

into 10 subdata sets based on g and the CHC broad abilities that

referred to the effect sizes (i.e., g, Ga, Gc, Gf, Gl, Gq, Grw, Gs, Gv,
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and Gwm). This transformation was essential because we aimed to

report all analyses not only for the entire data set but also for each

broad ability separately. The frequencies of the study variables in

the full data set and the subdata sets are reported in Supplemental

Table S2. Detailed descriptive statistics of the data set are provided

at the outset of the Results section.

Analyses

The goal of this meta-analysis was to summarize findings from

longitudinal studies reporting rank-order stability in cognitive

abilities throughout the life span. In many cases, we estimated more

than one effect size based on one sample, leading to a clustered data

structure with a large number of partly dependent effect sizes within

a smaller number of samples. To address this nested data structure,

we applied robust variance estimation (RVE) with the robumeta

package in R to control for the dependency of effect sizes within

studies (Hedges et al., 2010; Tipton, 2013). Of note, some of our

analyses were not possible in robumeta. Therefore, when necessary,

we also used other R packages or Mplus and clearly denote these

occurrences in the following paragraphs.

Moderator analyses were only calculated in the subdata sets that

included at least four study samples for moderators because a

minimum of four df is recommended for RVE metaregressions

(Tipton, 2015). Similarly, we only reported the results of moderators

if the df of an effect was ≥4.

Preanalyses

Outlier Analyses. Because methods for outlier analyses with

RVE are not yet available, we performed outlier analyses using the

influence function of the metafor package in R (Viechtbauer, 2010)

based on a simple random-effect model in the complete data set

including all effect sizes. Outliers were identified using the

studentized residuals, which are the ratio of a raw residual and

the sampling variance of the raw residual (Viechtbauer & Cheung,

2010). All effect sizes with absolute studentized residuals larger than

1.96 were checked for coding errors and plausibility. The influence

of the identified outliers was tested by calculating Cook’s distance,

which tests whether the average effect changes after excluding the

considered outlier (Viechtbauer & Cheung, 2010). Viechtbauer and

Cheung (2010) recommended using the identified influential

outliers for sensitivity analyses rather than routinely deleting effect

sizes based on influence statistics (i.e., based on a significant Cook’s

distance). Therefore, we did not routinely exclude effect sizes with

significant Cook’s distance but used these values for robustness tests

of the magnitude of rank-order stabilities (for more information, see

Hypothesis 3 analyses). We only excluded outlier effect sizes that

were implausible (i.e., negative autocorrelations).

Publication Bias. Publication bias occurs in meta-analyses

when an unrepresentative proportion of significant studies showing

a positive direction are included in the analyses (Duval & Tweedie,

2000; Egger et al., 1997). We applied multiple methods to test for

publication bias.

We calculated funnel plot analyses and trim-and-fill analyses of

effect sizes in the complete data set and the subdata sets. Because

funnel plot analyses using RVE are not yet available, we aggregated

multiple effect sizes from the same studies and conducted

funnel plot analyses with the funnel function of the metafor

package. Before calculating funnel plots and performing trim-and-

fill analyses, we residualized the effect sizes for age and test–retest

interval effects to ensure that any identified asymmetry in the plots

was not caused by these moderating variables. We used the best-

fitting age and test–retest interval functions (see Hypotheses 1 and

2). In addition, r effect sizes were transformed into Fisher’s z effect

sizes because r variance (Vr) depends on the magnitude of r and

therefore would lead to biased funnel plots (see Equation 1). Note

that Fisher’s z variance (Vz) does not depend on the magnitude of z

(see Equation 2).

V z =
1

n − 3
: (2)

Last, we examined whether the type of publication (i.e., peer-

reviewed journal article vs. non-peer-reviewed journal article)

significantly moderated stability. We calculated a random-effect

RVEmetaregression analysis based on the complete data set, as well

as based on the subdata sets of g and Gf including type of publication

as a dichotomous moderator. Note that the other subdata sets

contained fewer than four samples from non-peer-reviewed journal

articles.

Main Analyses

Hypothesis 1: Test–Retest Interval. We used Mplus and

followed the approach by Tucker-Drob and Briley (2014) to

investigate linear (Hypothesis 1a) and nonlinear effects (i.e.,

quadratic, exponential; Hypothesis 1b) of the test–retest interval on

stability. Equations for these models are presented in Supplemental

Table S5. We had to use Mplus instead of RVE in these analyses

because exponential functions in RVE are not yet available in

robumeta. Note that the approach of Tucker-Drob and Briley (2014)

also applies cluster robust standard errors to account for nested data

by the type is complex command in Mplus. Furthermore, this

approach provides model fit indices that allow for a comparison of

the different effect forms (i.e., to compare linear, quadratic, and

exponential effects). To make these results comparable to the RVE

analyses, we used the weighting formula from robumeta (Hedges et

al., 2010; Tipton, 2013) in Mplus (Equation 3).

w =
1

kðVar + τ
2Þ

: (3)

In the original analyses by Tucker-Drob and Briley (2014), the

weighting formula did not include the between-sample variance τ²
(Equation 4).

w =
1

k × Var
: (4)

To enter τ² into the Mplus analyses, we estimated the same models

with robumeta and used the estimated τ² from these analyses.

To keep model fit indices comparable between the linear, quadratic,

and exponential models, we entered the same τ² as an approximation

into all Mplus models (i.e., the τ² from the quadratic model). To find

the best-fitting test–retest interval form, models were evaluated

based on the Bayesian information criterion (BIC) fit index (smaller

BIC values indicate a better fit to the data).
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Hypothesis 2: Age. We used Mplus and followed the approach

of Tucker-Drob and Briley (2014) to estimate the effects of age on

stability. In the first step, linear, quadratic, connected linear spline,

and exponential effects of age were investigated without including

further predictor variables. To find the best-fitting age form, models

were evaluated based on the BIC fit index. In the second step, the

models with the best-fitting age form were controlled by the best-

fitting test–retest interval form. That is, stability was simultaneously

predicted by age and test–retest interval. In the third step, the

continuous interaction effects between test–retest interval and age

were also entered into the model. Interaction effects were evaluated

by comparing the BIC fit indices of models from Step 2 and Step 3.

Last, the same three steps were repeated based on subsamples of

preschool children, school-aged children, and adolescents to explore

whether interaction effects of age and test–retest interval can be

discovered in these more restricted age groups.

Residualizing Out Test–Retest and Age Effects Before

Conducting Hypotheses 3–9. Before testing Hypotheses 3–9,

we took into account differences between the effect sizes on test–

retest interval and age so that the variation in rank-order stability

between data sets, samples, and effect sizes could not be explained

by varying test–retest interval and age. This modification was done

by residualizing each effect size for test–retest interval and age

effects based on the functional forms that were found to be best

fitting in Hypotheses 1 and 2 (for the exact formula, see the Result

section). After this process, each effect size referred to an expected

stability for a test–retest interval of 5 years and a sample age of 20

years. That is, the parameters of the RVE metaregressions based on

the residualized effect sizes represent the average stability ρ for a

test–retest interval of 5 years and for a sample age of 20 years. Note

that the residualization process was only carried out in the complete

data set, whereupon the complete data set was divided into subdata

sets based on the CHC broad abilities that referred to the effect sizes.

Residualizing out test–retest interval and age separately in each

subdata set would sometimes lead to implausible results because in

some small subdata sets that comprised only a few samples,

implausible functions for test–retest interval or age were estimated

(e.g., in Grw, test–retest interval positively moderated the stability.

For more detail, see Hypothesis 1 Results section).

Hypothesis 3: Magnitudes of Rank-Order Stabilities. We

estimated the magnitude of rank-order stabilities by calculating

intercept-only random-effect RVE metaregressions based on the

complete data set and the subdata sets. We conducted three

robustness checks of the magnitude of rank-order stabilities. First,

we repeated the analyses without controlling for test–retest interval

and age. Second, we repeated the analyses after excluding all

influential outlier effect sizes. Third, we repeated the analyses after

excluding all effect sizes causing asymmetry (i.e., publication bias

observed by Egger’s regression).

Hypothesis 4: Cognitive Ability Captured. To test whether

captured cognitive ability was associated with the magnitude of

rank-order stability, we calculated one random-effect RVE

metaregression in the complete data set and included all

dichotomous dummy variables for each cognitive ability except

for the g-factor category of general intelligence. Thus, the g-factor

category was used as the reference category.

Hypothesis 5: General Cognitive Ability Level. To test

whether the stability of g decreases with increasing g-level, we

conducted one random-effect RVEmetaregression in the subdata set

that referred to g and included the mean g-level at T1 as a continuous

predictor of stability. To test whether the stability of CHC broad

abilities increased with increasing g-level, we conducted several

random-effect RVE metaregressions in the subdata sets that referred

to the particular abilities. In these analyses, stability was predicted

by the continuous moderator mean general intelligence level at T1.

Hypothesis 6: Test Instrument. To test whether the stability

varied by test instrument, we conducted several random-effect RVE

metaregressions and included all dichotomous dummy variables for

each test instrument as predictors of stability. In the analyses based

on the complete data set, g, Gc, Gv, and Gwm, the WISC test was

used as the reference category because it was the category with the

most effect sizes. In the analyses based on Gf, the Raven’s matrices

test was used as the reference category because it was the category

with the most effect sizes. In the analyses based on Gq and Gs, the

Woodcock–Johnson test was used as the reference category because

it was the category with the most effect sizes.

Hypothesis 7: Varying Measurement Instruments. To test

whether the stability differed based on whether varying measure-

ment instruments were used at T1 and T2, we conducted several

random-effect RVE metaregressions and included the dichotomous

dummy variables of the use of the same test, same test family, and

different tests as predictors of stability. In these analyses, the use of

the same test was used as the reference category.

Hypothesis 8: Complete Test. To test whether the stability

differed depending on whether the complete test battery was used as

an estimate of cognitive ability, we calculated several random-effect

RVE metaregressions and included the dichotomous dummy

variable complete test as a predictor in these analyses. The complete

test variable was used as the reference category.

Hypothesis 9: Geographic Location. To test whether the

stability varied between geographic locations, we calculated

random-effect RVE metaregressions including the dichotomous

dummy variable that referred to different geographic location

categories. In these analyses, North America was used as the

reference category, as it was the category with the most effect sizes.

Hypothesis 10: Using Reliability Estimates to Disattenuate for

Measurement Error. Like all correlations, stability coefficients

are attenuated by measurement error. If hypothesized moderators of

stability (e.g., age) are themselves associated with variation in

measurement error, this can lead to spurious results. When estimates

of test reliability (e.g., internal consistency) are available, such

estimates can be used to correct correlations for measurement error.

To test whether the findings from Hypotheses 2, 3, 4, and 6 are

robust to corrections for measurement error, we replicated these

analyses within a subsample of effect sizes where reliability

information was available. Each of these analyses was performed

twice. First, we carried out the analyses without adjusting for

reliability to demonstrate the original effects within this subsample

of effect size. Second, we conducted the analyses after correcting

both the effect sizes and the effect variance for measurement error by

the following formulas (Borenstein et al., 2009, p. 341).

radjusted =
roriginal

α
, (5)

V adjusted =
Voriginal

α
2

: (6)
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Where α represents the averaged reliability (rtt1 + rtt2/2) of the first

and the second measurement.

Exploratory Analyses

Simultaneous Inclusion of All Categorical Moderators. To

assess the robustness of our initial findings, we conducted a

metaregression analysis that incorporated all categorical moderators

simultaneously. This comprehensive approach was driven by chi-

square tests that indicated an uneven distribution among these

moderators (see the Data Description section).

Age Moderation Analysis Based on Age-Homogeneous

Samples. Given that some of the assessed effect sizes were

derived from very age-heterogeneous samples, we conducted an age

analysis replication with a subset of effect sizes that were

exclusively drawn from age-homogeneous samples. In this

procedure, we excluded samples with an age SD greater than 5

years, or in cases, where the age SD was not reported, samples

spanning an age range exceeding 20 years. Samples lacking any

information about age variation were also excluded. The final

analysis incorporated 1,038 effect sizes drawn from 153 samples.

Results

Description of Studies

Supplemental Table S2 reports the descriptive statistics and

frequencies of the study variables for the complete data set and for

subsets referring to different abilities or latent estimates. Effect

sizes were obtained from a wide range of sources including many

well-known longitudinal studies of cognitive development and

cognitive aging such as the Lothian Birth Cohorts of 1921

and 1936, the Berlin Aging Study, the Seattle Longitudinal Study,

the Virginia Cognitive Aging Project, the BETULA Study, the

Victoria Longitudinal Study, the Colorado Adoption Project, the

Twins Early Development Study, the LOGIC Study, Project Head

Start, and the Fullerton Longitudinal Study. We included a

substantial number of effect sizes corresponding to test–retest

correlations among manifest (i.e., not latent) variables (e = 1,288)

corresponding to a large number of samples (h = 205) with a total

sample size of n = 87,508 across all abilities. In addition, we coded

50 latent effect sizes based on six samples with a total sample size

of n = 18,107. The main meta-analysis only included the manifest

effect sizes. Thus, the following sections present the results based

on the data sets of manifest correlations, while meta-analytic results

derived from latent correlations are reported in Supplemental

Tables S8 and S9. Unfortunately, the data set based on latent

correlations was too small (i.e., df < 4) for most moderator

analyses. Therefore, these results should be interpreted with great

caution.

The mean number of participants per effect size (M = 440.53)

and the associated standard deviation (SD= 1391.10) indicate that

our meta-analysis includes, on average, rather large samples and

that there is considerable variation in sample size across studies,

ranging from n = 9 to n = 15,496. Most effect sizes referred to g

(650 effect sizes, 151 samples) followed by Gc (195 effect sizes,

76 samples) and Gf (172 effect sizes, 60 samples). Effect sizes

based on Ga, Gl, and Grw each referred to fewer than 10 samples,

which hinder complex moderator analyses based on these

abilities. The data integrated effect sizes over a wide range of

test–retest intervals (1 day to 79 years), with an average of 6.52

years (SD = 10.81). The age of the participants at first testing in

the studies also ranged widely (1.00–88.50 years), with a mean

age of 18.07 years (SD = 21.37). The percentage of females in the

sample ranged from 0.00% to 100%, with an average of 50.05%

(SD = 23.19%). Average general cognitive ability level was

available for 456 effect sizes based on 79 samples. These effect

sizes indicated an average cognitive ability level ofM = 104.19 IQ

(SD = 10.37).

Most of the records included in our meta-analysis were peer-

reviewed studies (1,202 effect sizes, 197 samples). The test

instruments varied, with the Wechsler tests being the most common

(338 effect sizes, 85 samples), followed by the Stanford–Binet test

(74 effect sizes, 24 samples). Measurements were predominantly

derived from identical tests at both measurement points (751 effect

sizes, 172 samples) and from complete tests (928 effect sizes, 161

samples). Furthermore, the majority of studies originated from

North America (808 effect sizes, 134 samples) or Europe (420 effect

sizes, 62 samples), and only a small minority of studies came from

Asia, Africa, or South America (52 effect sizes and 8 samples

combined). This indicates that a large majority of studies originated

in Western, educated, industrialized, rich, and democratic (WEIRD)

societies. The studies span a wide publication period, ranging from

1921 to 2022 (M = 1998.70, SD = 18.64), reflecting the long-

standing interest in this area of research. A closer look at the data

reveals that 773 out of 1,288 effect sizes, or approximately 60%,

were published after the year 2000, underscoring the growing

attention and continued development of this research area over the

past 2 decades. Finally, a reliability estimate for the measurements

was available for only 250 effect sizes, based on 45 samples. The

average reliability was found to be quite high (α = .89, SD = 0.07),

with the low SD indicating minimal variation between studies.

Reliability was available for at least four samples for each ability,

allowing us to conduct robustness checks for the main analyses by

controlling for reliability. Nonetheless, this subset of data is

considerably less comprehensive and not necessarily representative

of the complete data set. Therefore, we subject analyses based on the

reliability-adjusted data set to additional scrutiny, comparing the

results to those in the same reduced data set without adjusting for

reliability (i.e., all effect sizes for which reliability estimates were

available).

Supplemental Table S3 presents a correlation matrix of all

continuous variables based on the complete data set. Effect sizes (r)

showed a positive correlation with the participant’s age (r = .42, p <
.001) and a negative correlation with both the interval duration (r =
−.22, p< .001) and the year of publication (r= −.19, p< .001). The

number of participants per effect size (n) did not show a significant

correlation with r effect sizes (r = .05, p = .103) nor with the

duration of test–retest intervals (r = .01, p = .779). Conversely, it

showed a positive correlation with the year of publication (r = .11,

p < .001) and negative correlations with sample age (r = −.08, p =
.003), general cognitive ability level (r = −.15, p = .002), and

reliability of measurements (r=−.14, p= .030). Test–retest interval

length was positively correlated with general cognitive ability level

(r = .09, p = .048) and the year of publication (r = .18, p < .001).

Sample age showed a negative relationship with reliability (r =
−.18, p < .001) and a positive relationship with the year of

publication (r = .13, p < .001). General cognitive ability level, the

year of publication, and reliability did not show significant
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relationships with each other (p > .05). Taken together, the

correlations indicate that age, test–retest interval, and samples size

are associated with various other moderators including sample size

and that age and test–retest interval are associated with stability.

These results underscore the importance of controlling for the

duration of the test–retest interval and sample age, while also

considering sample size when conducting moderator analyses for

other variables.

Supplemental Table S4 presents a matrix of chi-square tests

conducted across all categorical variables based on the complete

data set. This additional analysis served to uncover possible

confounds of the categorical moderator variables due to uneven

distribution of one variable in the categories of another. The chi-

square tests revealed that none of the categorical variables

demonstrated an even distribution across the other categorical

variables. To rule out or examine any confounding influences on the

moderator analyses, we conducted an additional review of the

significant categorical moderators while controlling for the other

significant categorical moderators.

Preanalyses

Outlier Analyses

In the complete data set, 80 effect sizes showed an absolute

studentized residual larger than 1.96 and were therefore identified as

significant outliers. Cook’s distance analyses indicated that 13 of

these outlier effect sizes were influential. These effect sizes were

noted for robustness check analyses. Four outlier effect sizes were

excluded from all further analyses because they constituted negative

and therefore implausible rank-order stability coefficients (i.e.,

Bauer & Smith, 1988, reported an rtt of −.25; Jankowska et al.,

2014, reported an rtt of−.51; McArdle &Wang, 2008, reported rtt of

−.05 and −.02).

Publication Bias

Funnel plots and trim-and-fill plots based on Fisher’s z effect sizes

for the complete data set and all subdata sets are presented in

Supplemental Figures S1 and S2, respectively (for funnel plots and

trim-and-fill plots based on r, see Supplemental Figures S3 and S4).

Visually, no extraordinary asymmetry was noted. The trim-and-fill

R0 estimator indicated no significant publication bias in either data

set (p > .05). Egger’s regression analyses indicated significant

asymmetry in the complete data set (z = 2.30, p = .021) and g (z =
2.01, p= .044) and no significant asymmetry in all other subdata sets

(p > .05). Two samples causing significant asymmetry in the

complete data set and g were noted for robustness check analyses.

Finally, publication type was not significantly related with stability

in either data set (p > .05) and thus indicated no publication bias.

Main Analyses

Hypothesis 1: Test–Retest Interval

Model fit indices for models testing linear, quadratic, and

exponential test–retest interval effects on stability are reported in

Table 2. In the complete data set, and for g, Gc, and Gv, the

exponential test–retest interval function showed the best fit (i.e.,

lowest BIC). In Ga, Gc, Gl, Grw, Gs, and Gwm, the linear test–

retest interval function indicated the best fit. In Gq, the quadratic

function indicated the best fit. However, these linear and

quadratic trends were based on small data sets (df < 4) and

therefore cannot be interpreted substantively. Figure 4 depicts

the exponential test–retest interval function based on the

complete data set. The model parameters of the best-fitting models

in all data sets are reported in Table 3 (parameters of the remaining

models are reported Supplemental Table S6) and depicted in

Supplemental Figure S5. The exponential test–retest interval

functions in the complete data set, g, Gc, and Gv, indicate that

stability initially steeply decreased with each additional year of the

test–retest interval, whereas after approximately 5 years, the stability

did not further decrease with increasing duration of the test–retest

interval and approximated a fixed asymptote of .69 (complete data

set), .67 (g), .73 (Gc), and .66 (Gv).

Hypothesis 2: Age

Model fit indices for models testing different functional forms of

the age effects on stability and their interaction with test–retest

interval in Steps 1, 2, and 3 are reported in Table 2. In Step 1, the

exponential age function showed the best model fit in the complete

data set, g, Gc, Gf, Gs, Gv, and Gwm (i.e., lowest BIC). The linear

age function indicated the best model fit in Ga, Gl, and Gq. The

linear spline function showed the best model fit in Grw.

Figure 5 depicts the exponential age function as well as the linear

spline age function based on the complete data set. The model

parameters of the best-fitting models are reported in Table 3

(parameters of the remaining models are reported in Supplemental

Table S5) and depicted in Supplemental Figure S6. The exponential

age functions in the complete data set, g, Gc, Gf, Gs, Gv, and Gwm,

indicate that stability initially increased with each additional year of

age, whereas after approximately 20 years, the stability did not

further increase with increasing age and approximated a fixed

asymptote of .79 (complete data set), .84 (g), .85 (Gc), .78 (Gf), .82

(Gs), .79 (Gv), and .76 (Gwm). In Gl and Gq, linear models

indicated increasing stability with increasing age over the entire life

span. In Ga, the linear distribution could not be interpreted because

of too few samples. In Grw, the linear spline function could not be

interpreted because df < 4.

In the complete data set, the comparison of Step 2 and Step 3

analyses indicated that model fit improved after the additional

inclusion of the interaction with test–retest interval duration. This

interaction is illustrated in Figure 6, demonstrating that the effects

of the test–retest interval are more pronounced in young children

compared to adolescents or adults. In all other data sets, the

interaction of age with test–retest interval duration did not

enhance the model fit. The model parameters of the best-fitting

models are reported in Table 3. The parameters of the best-fitting

models are presented in Table 3. It is important to note that, with

only a few exceptions, the direction and significance of age effects

remained consistent, even after controlling for the test–retest

interval.

Additional exploratory analyses in a single subsample comprised

of preschool children, school-aged children, and adolescents did not
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Table 2

Model Fit Indices of Models Testing Linear and Nonlinear Test–Retest Interval and Age Effects

Data set Model LL SCF AIC BIC

H1: Test–retest interval
Complete Linear interval model −8800.756 12.804 17615.512 17651.617
Complete Quadratic interval model −8799.456 11.325 17614.912 17656.174

Complete Exponential interval model −8791.710 11.398 17599.421 17640.683

g Linear interval model −4795.353 12.230 9604.707 9636.045
g Quadratic interval model −4792.271 10.902 9600.543 9636.359
g Exponential interval model −4781.632 10.837 9579.264 9615.080

Ga Linear interval model −9.727 0.735 33.454 30.720

Ga Quadratic interval model −9.597 0.649 35.194 32.070
Ga Exponential interval model Model did not converge
Gc Linear interval model −1571.223 5.228 3156.447 3179.322

Gc Quadratic interval model −1565.579 4.875 3147.158 3173.301

Gc Exponential interval model −1561.793 4.760 3139.585 3165.728
Gf Linear interval model −1224.067 6.589 2462.134 2484.085
Gf Quadratic interval model −1223.532 5.874 2463.064 2488.151

Gf Exponential interval model −1223.979 5.790 2463.957 2489.044

Gl Linear interval model −71.896 0.944 157.792 161.746
Gl Quadratic interval model −71.825 0.888 159.649 164.169
Gl Exponential interval model −71.877 0.858 159.755 164.274

Gq Linear interval model −121.045 1.951 256.090 261.046

Gq Quadratic interval model −119.578 1.845 255.157 260.821
Gq Exponential interval model −120.551 1.795 257.101 262.766
Grw Linear interval model −61.573 1.623 137.147 136.768

Grw Quadratic interval model −61.550 1.565 139.101 138.668

Grw Exponential interval model Model did not converge
Gs Linear interval model −347.390 3.024 708.780 722.439
Gs Quadratic interval model −347.277 2.725 710.553 726.163

Gs Exponential interval model Model did not converge
Gv Linear interval model −940.658 3.217 1895.317 1915.601
Gv Quadratic interval model −939.284 3.030 1894.569 1917.752
Gv Exponential interval model −936.140 2.901 1888.280 1911.463

Gwm Linear interval model −232.239 1.272 478.478 490.967

Gwm Quadratic interval model −231.996 1.139 479.993 494.266
Gwm Exponential interval model Model did not converge

H2: Age
Step 1. Age without additional predictors
Complete Linear age model −18514.095 23.271 37086.191 37235.765

Complete Quadratic age model −18501.550 22.529 37063.101 37217.833
Complete Linear age spline model −18489.451 20.529 37044.902 37215.107
Complete Exponential age model −8488.853 22.530 37037.707 37192.439

g Linear age model slope −8322.772 20.700 16703.543 16833.375

g Quadratic age model −8309.768 20.0544 16679.535 16813.845
g Linear age spline model −8296.206 18.2360 16658.413 16806.153
g Exponential age model −8295.635 20.0338 16651.270 16785.579

Ga Linear age model slope
Ga Quadratic age model Model did not converge
Ga Linear age spline model Model did not converge
Ga Exponential age model Model did not converge
Gc Linear age model −3004.839 4.906 6067.678 6162.446

Gc Quadratic age model −2992.633 4.795 6045.266 6143.301
Gc Linear age spline model −2975.651 4.436 6017.302 6125.141
Gc Exponential age model −2970.189 4.716 6000.378 6098.414

Gf Linear age model −2469.548 5.139 4997.097 5088.035

Gf Quadratic age model −2467.304 5.000 4994.609 5088.683
Gf Linear age spline model −2465.802 4.585 4997.603 5101.084
Gf Exponential age model −2466.477 5.007 4992.955 5087.029

Gl Linear age model −162.592 1.657 369.185 381.614

Gl Quadratic age model −162.034 1.584 370.069 383.062
Gl Linear age spline model −160.296 1.408 370.591 384.715
Gl Exponential age model Model did not converge
Gq Linear age model −183.205 1.255 410.411 425.988

Gq Quadratic age model −183.182 1.269 412.364 428.650
Gq Linear age spline model −181.330 1.165 412.660 430.361
Gq Exponential age model −183.176 1.310 412.352 428.637

Grw Linear age model −58.659 0.974 161.318 160.128

(table continues)
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indicate interaction effects of age and test–retest interval (see

Supplemental Table S7 for details).

Residualization of Test–Retest and Age Effects Before

Conducting Hypotheses 3–10

The best-fitting function in analyses of Hypothesis 2 for the

complete data set included exponential effects of test–retest interval

and age and their interaction. We used estimates from this model to

residualize all effect sizes as follows:

rresidualized = robserved − ð.746 − .005e− .223× age− .002× age× interval

+ .025e− .265× intervalÞ

+ ð.746 − .005e− .223× 0− .002× 0× 0

+ .025e− .265× 0Þ: (7)

That is, we first subtracted the expected r value (i.e., the first

bracket) from the observed r value (i.e., robserved) to get the

deviation from the expected value at a given interval and age. We

then added the expected r value at interval = 0 and age = 0 (i.e., the

second bracket) to this deviation. Thus, rresidualized reflects the r

value which we predicted according to our statistical model for

robserved at interval = 0 and age = 0. Note that interval = 0

represents the interval of 5 years and age = 0 represents the age of

20 years because 5 and 20 were subtracted from the interval and age

variables, respectively, before we conducted these analyses. By

applying this formula, each effect size was transformed into a

corresponding model implied effect size for age 20 with a test–

retest interval of 5 years.

Hypothesis 3: Magnitudes of Rank-Order Stabilities

Table 4 reports the magnitudes of rank-order stabilities at the age

of 20 years and a test–retest interval of 5 years, as implied by the

best-fitting model for each data set. Estimates ranged from ρ= .65 in

Ga to ρ = .80 in g. The mean effect across all abilities was ρ = .76.

The robustness checks indicated no noticeable differences from the

main analyses (see Supplemental Table S10).
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Table 2 (continued)

Data set Model LL SCF AIC BIC

Grw Quadratic age model −58.002 0.968 162.005 160.761

Grw Linear age spline model −55.429 0.798 160.857 159.505

Grw Exponential age model Model did not converge
Gs Linear age model −815.906 2.279 1689.813 1746.399
Gs Quadratic age model −807.087 2.207 1674.174 1732.711

Gs Linear age spline model −793.624 1.920 1653.248 1717.639

Gs Exponential age model −793.805 2.096 1647.609 1706.147
Gv Linear age model −1964.122 5.149 3986.244 4070.281
Gv Quadratic age model −1961.850 5.009 3983.699 4070.634

Gv Linear age spline model −1955.352 4.581 3976.704 4072.333

Gv Exponential age model −1955.853 5.001 3971.706 4058.641
Gwm Linear age model −655.241 2.148 1368.481 1420.223
Gwm Quadratic age model −653.077 2.096 1366.154 1419.680

Gwm Linear age spline model −651.215 1.952 1368.430 1427.308

Gwm Exponential age model −651.724 2.171 1363.449 1416.974
Steps 2 and 3. Test–retest interval and age and their interaction
Complete Exponential interval + exponential age model −14780.884 9.580 29589.768 29661.976

Complete Exponential Interval × Exponential Age Model −14777.659 8.950 29585.317 29615.036

g Exponential interval + exponential age model −7625.202 9.783 15278.403 15341.081
g Exponential Interval × Exponential Age Model −7622.524 9.138 15275.049 15342.203
Ga Linear interval + linear age model −30.292 0.744 84.584 81.272

Ga Linear Interval × Linear Age Model −29.963 0.677 85.925 79.898

Gc Exponential interval + exponential age model −2456.068 3.608 4940.136 4985.886
Gc Exponential Interval × Exponential Age Model −2455.322 3.377 4940.644 4989.662
Gf Linear interval + exponential age model −1996.580 4.600 4019.160 4059.925

Gf Linear Interval × Exponential Age Model −1995.610 4.257 4019.219 4063.121

Gl Linear interval + linear age model −131.858 1.078 287.717 294.496
Gl Linear Interval × Linear Age Model −131.059 0.956 288.118 295.462
Gq Quadratic interval + linear age model −188.865 1.380 403.730 412.935

Gq Quadratic Interval × Linear Age Model −187.593 1.172 403.186 413.099

Grw Linear interval + linear age spline model −116.639 0.744 299.278 297.493
Grw Linear Interval × Linear Age Spline Model Model did not converge
Gs Linear interval + exponential age model −632.885 2.195 1291.770 1317.136

Gs Linear Interval × Exponential Age Model −632.711 2.062 1293.423 1320.740

Gv Exponential interval + exponential age model −1535.332 2.592 3098.663 3139.233
Gv Exponential Interval × Exponential Age Model Model did not converge
Gwm Linear interval + exponential age model −1989.646 4.581 4005.292 4046.057

Gwm Linear Interval × Exponential Age Model −1988.698 4.239 4005.397 4049.298

Note. All model analyses were conducted in Mplus. Best-fitting models are in bold. Complete = Complete data set including g and CHC broad abilities.
LL = loglikelihood; SCF = scaling factor; AIC = Akaike information criterion; BIC = Bayesian information criterion; H = Hypothesis; CHC = Cattell–
Horn–Carroll model of cognitive ability.
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Hypothesis 4: Cognitive Ability Captured

The captured cognitive ability significantly moderated stability.

We found a significantly lower stability in Ga (ρ = −.15, p = .043),

Gf (ρ = −.11, p < .001), Gs (ρ = −.05, p = .018), Gv (ρ = −.05, p =
.007), and Gwm (ρ = −.13, p = .002) than in the reference category

g, whereas Gc and Gq did not significantly differ from g (p> .05; for

more details, see Table 3).

Hypothesis 5: General Cognitive Ability Level

The general cognitive ability level of the sample was not

significantly related to stability in any data set (p > .05; for more

details, see Table 3). For some abilities, the analyses were

not conducted or could not be interpreted because of too few

samples.

Hypothesis 6: Test Instrument

In the complete data set and the subdata sets of g, Gf, and Gv, the

test instrument significantly moderated stability, whereas it was not

related to stability in the subdata sets of Gc, Gq, Gs, and Gwm (p >
.05; for more details, see Table 3). In Ga and Gl, these analyses were

not conducted because of too few samples. In the complete data set,

CFT (ρ = −.09, p = .019), Raven’s matrices (ρ = −.17, p < .001),

Woodcock–Johnson (ρ = −.08, p = .004), and mixed instruments

(ρ = −.04, p = .044) demonstrated significantly lower stability

than the reference category WISC. In g, Woodcock–Johnson (ρ =
−.08, p = .004) had a significantly lower stability than the reference

category WISC. In Gf, CFT (ρ = .09, p = .034), other instruments

(ρ = .13, p = .003), and mixed instruments (ρ = .16, p <

.001) demonstrated a higher stability than the reference category

Raven’s matrices. In Gv, Woodcock–Johnson (ρ = −.10, p = .036)

and the other instruments category (ρ = −.10, p = .031)

showed significantly lower stabilities than the reference

category WISC.

Hypothesis 7: Varying Measurement Instruments

In the complete data set, g, Gc, Gf, and Gwm varying

measurement instruments significantly moderated stability. The

use of different tests at the two times of measurement was associated

with a lower stability compared to the reference category same test.

In Ga, Gl, Gq, Grw, Gs, and Gv, these analyses were not conducted

or interpreted because of too few samples.

Hypothesis 8: Complete Test

In the complete data set and g, incomplete testing was associated

with lower stability than the reference category complete testing

(complete data set: ρ=−.04, p= .009; g: ρ=−.04, p= .034; for more

details, see Table 3). In Gc, Gf, Gq, Gs, Gv, and Gwm, incomplete

testing was not significantly related to stability. In Ga, Gl, and Grw,

these analyses were not conducted because of too few samples.

Hypothesis 9: Geographic Location

In the complete data set and g, we found a slightly lower stability

in Europe than in the reference category North America (complete

data set: ρ = −.05, p = .002; g: ρ = −.05, p = .024; for more details,

see Table 3). In Gc, Gf, Gq, Gs, and Gv, geographic location was not
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Figure 4

Rank-Order Stability as an Exponential Function of Test–Retest Interval Based on the Complete

Data Set

Note. Larger points represent larger weight of the effect sizes. See the online article for the color version of this

figure.
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Table 3

Moderator Analyses of Rank-Order Stability in Cognitive Ability

Data set Predictor Reference category ρ df p

95% confidence
interval I² τ²

H1: Test–retest interval
Exponential interval model
Complete Horizontal asymptote (b0) .686 114.746 <.001 [.661, .711] 96.014 .011

Test–retest interval scaling factor (b1) −.008 104.956 <.001 [−.010, −.005]
Test–retest interval growth rate (b2) −.576 .096

Exponential interval model
g Horizontal asymptote (b0) .673 66.856 <.001 [.636, .710] 96.950 .009

Test–retest interval scaling factor (b1) −.035 83.142 <.001 [−.045, −.024]
Test–retest interval growth rate (b2) −.340 .001

Linear interval model
Ga Intercept (b0) <4

Test–retest interval linear slope (b1) <4
Exponential interval model
Gc Horizontal asymptote (b0) .734 41.313 <.001 [.685, .782] 95.604 .005

Test–retest interval scaling factor (b1) −.010 41.449 <.001 [−.015, −.005]
Test–retest interval growth rate (b2) −.527 .120

Linear interval model
Gf Intercept (b0) .707 4.371 <.001 [.567, .847] 92.354 .008

Test–retest interval linear slope (b1) <4
Linear interval model
Gl Intercept (b0) <4

Test–retest interval linear slope (b1) <4
Quadratic interval model
Gq Intercept (b0) .734 5.37 <.001 [.594, .875] 98.203 .009

Test–retest interval linear slope (b1) <4
Test–retest interval quadratic slope (b2) <4

Linear interval model
Grw Intercept (b0) .800 11.88 <.001 [.624, .977] 96.389 .005

Test–retest interval linear slope (b1) <4
Linear interval model
Gs Intercept (b0) .736 21.41 <.001 [.680, .792] 93.573 .010

Test–retest interval linear slope (b1) <4
Exponential interval model
Gv Horizontal asymptote (b0) .661 30.127 <.001 [.602, .720] 91.615 .011

Test–retest interval scaling factor (b1) −.018 38.032 <.001 [−.026, −.010]
Test–retest interval growth rate (b2) −.453 .122

Linear interval model
Gwm Intercept (b0) .638 5.630 <.001 [.483, .792] 91.962 .014

Test–retest interval linear slope (b1) −.016 7.657 .427 [−.061, .028]

H2: Age
Step 1. Age without additional predictors
Exponential age model
Complete Horizontal asymptote (b0) .794 133.114 <.001 [.776, .813] 94.246 .007

Age scaling factor (b1) .004 42.479 <.001 [.003, .005]
Age growth rate (b2) −.230 <.001

Exponential age model
g Horizontal asymptote (b0) .835 99.139 <.001 [.814, .856] 95.675 .006

Age scaling factor (b1) .003 29.272 <.001 [.002, .003]
Age growth rate (b2) −.268 <.001

Linear age model
Ga Intercept (b0) <4

Age linear slope (b1) <4
Exponential age model
Gc Horizontal asymptote (b0) .847 52.020 <.001 [.821, .873] 94.259 .004

Age scaling factor (b1) .003 11.860 <.001 [.002, .003]
Age growth rate (b2) −.312 <.001

Exponential age model
Gf Horizontal asymptote (b0) .780 28.883 <.001 [.748, .812] 90.731 .007

Age scaling factor (b1) .041 33.055 <.001 [.024, .057]
Age growth rate (b2) −.095 .069

(table continues)
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Table 3 (continued)

Data set Predictor Reference category ρ df p

95% confidence
interval I² τ²

Linear age model
Gl Intercept (b0) .655 4.14 <.001 [.553, .757] 90.836 .015

Age linear slope (b1) .002 4.22 .402 [−.004, .007]
Linear age model
Gq Intercept (b0) .726 7.98 <.001 [.642, .810] 93.621 .006

Age linear slope (b1) .003 4.47 =.050 [−.000, .006]
Linear spline age model
Grw Intercept (b0) <4

Linear Spline 1 (b1) <4
Linear Spline 2 (b2) <4
Linear Spline 3 (b3) <4
Linear Spline 4 (b4) <4

Exponential age model
Gs Horizontal asymptote (b0) .822 17.19 <.001 [.800, .844] 71.786 .002

Age scaling factor (b1) <4
Age growth rate (b2) −.249 .051

Exponential age model
Gv Horizontal asymptote (b0) .786 44.046 <.001 [.754, .819] 90.588 .009

Age scaling factor (b1) .000 7.355 .002 [.000, .001]
Age growth rate (b2) −.404 .004

Exponential age model
Gwm Horizontal asymptote (b0) .755 13.508 <.001 [.702, .807] 87.783 .009

Age scaling factor (b1) .012 6.506 .042 [.001, .023]
Age growth rate (b2) −.193 .398

Step 2. Test–retest interval and age
Exponential interval, exponential age, and interval age interaction
Complete Horizontal asymptote (b0) .746 58.142 <.001 [.717, .774] 93.398 .007

Age scaling factor (b1) .005 44.483 <.001 [.004, .006]
Age growth rate (b2) −.223 <.001
Interval age interaction (b3) −.002 <.001
Test–retest interval scaling factor (b4) −.025 96.836 <.001 [−.037, −.014]
Test–retest interval growth rate (b5) −.265 .203

Exponential interval and exponential age model
g Horizontal asymptote (b0) .716 30.210 <.001 [.673, .759] 93.387 .004

Test–retest interval scaling factor (b1) −.095 48.855 <.001 [−.122, −.069]
Test–retest interval growth rate (b2) −.138 .007

Age scaling factor (b3) .003 28.989 <.001 [.002, .004]
Age growth rate (b4) −.258 <.001

Linear interval and linear age model
Ga Intercept (b0) <4

Test–retest interval linear slope (b1) <4
Age linear slope (b2) <4

Exponential interval and exponential age model
Gc Horizontal asymptote (b0) .780 23.592 <.001 [.737, .823] 92.642 .003

Test–retest interval scaling factor (b1) −.035 37.403 <.001 [−.050, −.021]
Test–retest interval growth rate (b2) −.281 .083
Age scaling factor (b3) .004 13.704 <.001 [.003, .005]
Age growth rate (b4) −.282 <.001

Linear interval and exponential age model
Gf Horizontal asymptote (b0) .780 28.335 <.001 [.746, .814] 89.946 .007

Test–retest interval linear slope (b1) <4
Age scaling factor (b2) .041 33.077 <.001 [.023, .058]
Age growth rate (b3) −.094 .074

Linear interval and linear age model
Gl Intercept (b0) <4

Test–retest interval linear slope (b1) <4
Age linear slope (b2) <4

Quadratic interval and linear age model
Gq Intercept (b0) .699 5.15 <.001 [.596, .803] 88.889 .004

Test–retest interval linear slope (b1) <4
Test–retest interval quadratic slope (b2) <4
Age linear slope (b3) <4

Linear interval and linear spline age model
Grw Intercept (b0) <4

Test–retest interval linear slope (b1) <4
Linear Spline 1 (b2) <4
Linear Spline 2 (b3) <4

(table continues)
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Table 3 (continued)

Data set Predictor Reference category ρ df p

95% confidence
interval I² τ²

Linear Spline 3 (b4) <4
Linear Spline 4 (b5) <4

Linear interval and exponential age model
Gs Horizontal asymptote (b0) .822 16.33 <.001 [.800, .845] 71.714 .002

Test–retest interval linear slope (b1) <4
Age scaling factor (b2) <4
Age growth rate (b3) −.247 <.001

Exponential interval and exponential age model
Gv Horizontal asymptote (b0) .692 18.355 <.001 [.621, .763] 87.727 .007

Test–retest interval scaling factor (b1) −.052 30.104 <.001 [−.077, −.026]
Test–retest interval growth rate (b2) −.250 .278
Age scaling factor (b3) .001 9.233 <.001 [.001, .002]
Age growth rate (b4) −.348 .004

Linear interval and exponential age model
Gwm Horizontal asymptote (b0) .712 4.729 <.001 [.637, .787] 86.555 .008

Test–retest interval linear slope (b1) −.023 7.811 .115 [−.052, .007]
Age scaling factor (b2) .045 11.178 .010 [.013, .077]
Age growth rate (b3) −.095 .074

H4: Cognitive ability captured
Complete Intercept .792 118.604 <.001 [.775, .809] 98.252 .014

Ga g −.145 4.034 .043 [−.283, −.007]
Gc g −.022 78.301 .181 [−.055, .010]
Gf g −.109 66.623 <.001 [−.146, −.072]
Gl g <4
Gq g −.049 7.806 .360 [−.166, .068]
Grw g <4
Gs g −.050 21.585 .018 [−.091, −.009]
Gv g −.045 64.584 .007 [−.077, −.013]
Gwm g −.127 20.054 .002 [−.201, −.052]

H5: General cognitive ability level
Complete Intercept .830 33.936 <.001 [.613, 1.047] 97.990 .013

Cognitive ability .000 35.163 .723 [−.002, .002]
g Intercept .907 33.242 <.001 [.705, 1.110] 97.920 .008

Cognitive ability −.001 34.290 .326 [−.003, .001]
Ga Not calculated because of h < 4 samples
Gc Intercept 1.058 9.346 .001 [.529, 1.586] 94.848 .004

Cognitive ability −.002 9.608 .316 [−.008, .003]
Gf Intercept <4 93.630 .002

Cognitive ability <4
Gl Not calculated because of h < 4 samples
Gq Not calculated because of h < 4 samples
Grw Not calculated because of h < 4 samples
Gs Intercept <4 67.568 .005

Cognitive ability <4
Gv Intercept .892 7.666 .002 [.424, 1.361] 85.624 .009

Cognitive ability −.001 7.805 .520 [−.006, .003]
Gwm Intercept <4 30.927 .001

Cognitive ability <4

H6: Test instrument
Complete Intercept .800 63.135 <.001 [.777, .824] 97.626 .011

CFT WISC −.085 5.513 .019 [−.150, −.020]
Kuhlmann WISC −.004 4.835 .925 [−.110, .102]
Raven WISC −.169 19.158 <.001 [−.239, −.099]
Stanford–Binet WISC .032 30.417 .099 [−.006, .071]
Woodcock–Johnson WISC −.083 7.541 .004 [−.131, −.035]
Other instruments WISC −.040 70.712 .056 [−.080, .001]
Mixed instruments WISC −.041 31.636 .044 [−.081, −.001]

g Intercept .800 63.356 <.001 [.776, .823] 97.824 .011
Kuhlmann WISC −.004 4.829 .932 [−.110, .103]
Stanford–Binet WISC .033 30.337 .095 [−.006, .072]
Woodcock–Johnson WISC −.083 7.530 .004 [−.130, −.035]
Other instruments WISC −.034 77.786 .084 [−.073, .005]
Mixed instruments WISC −.036 34.486 .084 [−.077, .005]

(table continues)
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Table 3 (continued)

Data set Predictor Reference category ρ df p

95% confidence
interval I² τ²

Ga WISC Not calculated because of h < 4 samples
Gc Intercept WISC .806 33.329 <.001 [.773, .839] 90.905 .003

Woodcock–Johnson WISC −.014 6.951 .692 [−.098, .069]
Other instruments WISC .004 29.591 .872 [−.046, .054]

Gf Intercept Raven .634 14.181 <.001 [.575, .694] 94.240 .011

CFT Raven .085 10.281 .034 [.008, .162]
WISC Raven .110 7.263 .081 [−.017, .238]
Woodcock–Johnson Raven .056 7.398 .220 [−.042, .154]
Other instruments Raven .127 25.716 .003 [.049, .206]
Mixed instruments Raven .157 19.402 <.001 [.090, .224]

Gl Not calculated because of h < 4 samples
Gq Intercept <4 79.271 .002

Other instruments Woodcock–Johnson −.020 5.3 .742 [−.162, .123]
Grw Not calculated because of h < 4 samples
Gs Intercept .725 4.75 <.001 [.605, .845] 79.044 .003

WISC Woodcock–Johnson −.036 8.00 .481 [−.147, .076]
Mixed instruments Woodcock–Johnson .052 9.39 .303 [−.056, .160]

Gv Intercept .789 27.263 <.001 [.758, .820] 80.497 .004
Woodcock–Johnson WISC −.096 5.734 .036 [−.183, −.009]
Other instruments WISC −.098 10.463 .031 [−.186, −.011]
Mixed instruments WISC .018 7.449 .468 [−.037, .074]

Gwm Intercept .706 4.452 <.001 [.659, .753] 84.327 .007
Woodcock–Johnson Woodcock–Johnson .034 8.434 .312 [−.038, .105]
Mixed instruments Mixed instruments −.029 9.410 .571 [−.139, .082]

H7: Varying measurement instruments
Complete Intercept .772 158.909 <.001 [.756, .787] 98.163 .013

Different tests Same test −.074 39.847 <.001 [−.113, −.035]
Same test family Same test .007 23.334 .766 [−.043, .057]

g Intercept .820 108.065 <.001 [.804, .835] 97.986 .008

Different tests Same test −.104 37.385 <.001 [−.144, −.063]
Same test family Same test −.001 19.219 .970 [−.052, .050]

Ga Not calculated because of h < 4 samples
Gc Intercept .807 54.747 <.001 [.784, .831] 92.321 .003

Different tests Same test −.161 4.161 .026 [−.290, −.032]
Same test family Same test −.051 11.446 .299 [−.155, .052]

Gf Intercept .721 51.928 <.001 [.694, .749] 94.556 .011
Different tests Same test −.161 4.275 .002 [−.229, −.092]
Same test family Same test <4

Gl Not calculated because of h < 4 samples
Gq Not calculated because of h < 4 samples
Grw Not calculated because of h < 4 samples
Gs Not calculated because of h < 4 samples
Gv Intercept .756 47.000 <.001 [.728, .784] 87.971 .008

Different tests Same test <4
Same test family Same test .001 6.989 .983 [−.111, .113]

Gwm Intercept .702 19.492 <.001 [.657, .747] 82.974 .006

Different tests Same test −.283 19.492 <.001 [−.328, −.238]
Same test family Same test <4

H8: Complete test
Complete Intercept .774 150.494 <.001 [.758, .790] 98.284 .014

Not complete test Complete test −.042 90.905 .009 [−.073, −.010]
g Intercept .813 115.258 <.001 [.797, .829] 98.321 .008

Not complete test Complete test −.046 44.762 .034 [−.088, −.004]
Ga Not calculated because of h < 4 samples
Gc Intercept .807 38.051 <.001 [.777, .837] 93.994 .004

Not complete test Complete test −.035 63.596 .171 [−.087, .016]
Gf Intercept .693 36.838 <.001 [.660, .726] 94.193 .012

Not complete test Complete test .037 43.367 .210 [−.022, .097]
Gl Not calculated because of h < 4 samples
Gq Intercept <4 91.402 .004

Not complete test Complete test −.015 5.43 .773 [−.141, .110]
Grw Not calculated because of h < 4 samples
Gs Intercept .694 5.36 <.001 [.650, .739] 91.846 .008

Not complete test Complete test .056 8.75 .103 [−.014, .126]

(table continues)
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Table 3 (continued)

Data set Predictor Reference category ρ df p

95% confidence
interval I² τ²

Gv Intercept .754 31.295 <.001 [.713, .796] 89.695 .009

Not complete test Complete test −.016 51.826 .557 [−.071, .039]
Gwm Intercept .654 7.531 <.001 [.540, .767] 86.522 .009

Not complete test Complete test .053 15.398 .350 [−.064, .171]

H9: Geographic location
Complete Intercept .780 128.319 <.001 [.763, .796] 98.007 .013

Asia North America <4
Europe North America −.050 113.646 .002 [−.082, −.018]

g Intercept .814 102.153 <.001 [.796, .831] 98.317 .011

Europe North America −.046 58.103 .024 [−.086, −.006]
Ga Not calculated because of h < 4 samples
Gc Intercept .802 53.404 <.001 [.775, .828] 93.122 .004

Europe North America −.042 19.330 .208 [−.110, .026]
Gf Intercept .724 27.554 <.001 [.686, .763] 95.390 .013

Europe North America −.033 53.672 .237 [−.089, .022]
Gl Not calculated because of h < 4 samples
Gq Intercept .781 6.42 <.001 [.714, .847] 91.112 .004

Europe North America −.018 5.89 .785 [−.172, .136]
Grw Not calculated because of h < 4 samples
Gs Intercept .716 16.10 <.001 [.661, .771] 91.312 .008

Europe North America .062 11.50 .164 [−.029, .153]
Gv Intercept .744 43.155 <.001 [.712, .777] 89.486 .009

Europe North America .007 14.987 .845 [−.065, .078]
Gwm Intercept .713 16.219 <.001 [.669, .757] 85.446 .008

Europe North America <4

H10: Reliability analyses based on effect sizes with available reliability
Exponential age model without adjusting for reliability
Complete Horizontal asymptote .801 32.614 <.001 [.768, .834] 95.832 .007

Age scaling factor .009 17.639 <.001 [.005, .013]
Age growth rate −.182 <.001

Exponential age model after adjusting for reliability
Complete Horizontal asymptote .899 32.392 <.001 [.864, .934] 95.303 .009

Age scaling factor .010 17.663 <.001 [.006, .015]
Age growth rate −.180 .005

Magnitude of ρ without adjusting for reliability
Complete Intercept .761 56.826 <.001 [.735, .788] 99.289 .013

g Intercept .826 31.391 <.001 [.799, .852] 99.499 .008
Ga Intercept <4
Gc Intercept .811 17.345 <.001 [.776, .845] 88.723 .003

Gf Intercept .707 26.793 <.001 [.667, .748] 95.875 .028

Gl Intercept .639 4.973 <.001 [.568, .709] 67.240 .003
Gq Intercept <4 51.352 .000

Grw Intercept <4 94.549 .005

Gs Intercept .733 12.332 <.001 [.666, .800] 92.661 .009

Gv Intercept .736 12.201 <.001 [.680, .791] 82.018 .006
Gwm Intercept .688 9.620 <.001 [.595, .780] 89.827 .012

Magnitude of ρ after adjusting for reliability
Complete Intercept .855 55.116 <.001 [.827, .884] 98.608 .009

g Intercept .891 30.655 <.001 [.861, .920] 99.023 .005
Ga Intercept <4 .016

Gc Intercept .879 17.503 <.001 [.846, .913] 89.627 .004

Gf Intercept .815 26.522 <.001 [.765, .865] 93.775 .023

Gl Intercept .701 4.997 <.001 [.571, .832] 87.076 .013
Gq Intercept .828 4.518 <.001 [.782, .873] 73.547 .001

Grw Intercept <4 .005

Gs Intercept .840 12.281 <.001 [.761, .919] 92.286 .012

Gv Intercept .850 12.156 <.001 [.791, .908] 79.133 .006
Gwm Intercept .777 9.562 <.001 [.681, .874] 87.445 .012

Cognitive ability captured without adjusting for reliability
Complete Intercept .818 23.255 <.001 [.782, .855] 99.050 .013

Ga g −.172 4.169 .029 [−.315, −.029]
Gc g −.006 19.648 .805 [−.058, .045]
Gf g −.124 41.108 <.001 [−.181, −.067]
Gl g <4

(table continues)
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Table 3 (continued)

Data set Predictor Reference category ρ df p

95% confidence
interval I² τ²

Gq g <4
Grw g −.035 4.169 .719 [−.286, .215]
Gs g −.090 11.762 .023 [−.165, −.015]
Gv g −.062 11.977 .117 [−.141, .018]
Gwm g −.182 8.847 .033 [−.345, −.019]

Cognitive ability captured after adjusting for reliability
Intercept .891 22.262 <.001 [.850, .932] 97.297 .006
Ga g −.166 4.146 .042 [−.323, −.009]
Gc g .000 18.925 .992 [−.051, .052]
Gf g −.073 38.394 .055 [−.147, .002]
Gl g <4
Gq g <4
Grw g −.054 4.146 .595 [−.308, .201]
Gs g −.055 11.322 .200 [−.144, .034]
Gv g −.029 11.854 .503 [−.119, .062]
Gwm g −.168 8.504 .073 [−.356, .020]

Test instrument without adjusting for reliability
Complete Intercept .791 10.929 <.001 [.738, .844] 98.742 .010

CFT WISC −.072 9.451 .054 [−.146, .002]
Raven WISC −.177 4.525 .105 [−.409, .055]
Stanford–Binet WISC <4
Woodcock–Johnson WISC −.067 10.591 .045 [−.132, −.002]
Other instruments WISC .008 23.670 .806 [−.062, .079]
Mixed instruments WISC −.103 3.199 .207 [−.302, .097]

Test instrument after adjusting for reliability
Intercept .857 10.830 <.001 [.800, .915] 98.480 .010
CFT WISC −.054 9.422 .259 [−.154, .047]
Raven WISC −.084 4.371 .581 [−.462, .294]
Stanford–Binet WISC <4
Woodcock–Johnson WISC −.058 10.690 .109 [−.131, .015]
Other instruments WISC .050 23.420 .141 [−.018, .117]
Mixed instruments WISC −.051 3.200 .636 [−.355, .252]

Exploratory analyses
1. Simultaneous inclusion of all categorical moderators
Complete Intercept .830 77.592 <.001 [.807, .853] 96.224 .010

Ga g −.119 4.346 .107 [−.278, .039]
Gc g −.022 86.966 .186 [−.054, .011]
Gf g −.062 39.666 .004 [−.102, −.021]
Gl g −.040 4.395 .503 [−.188, .108]
Gq g −.039 7.946 .380 [−.136, .058]
Grw g <4
Gs g −.056 27.911 .024 [−.104, −.008]
Gv g −.053 67.000 .002 [−.086, −.020]
Gwm g −.142 23.888 .001 [−.215, −.069]
CFT WISC −.046 9.912 .141 [−.109, .018]
Kuhlmann WISC −.032 4.961 .464 [−.138, .073]
Raven WISC −.127 36.833 .003 [−.208, −.046]
Stanford–Binet WISC .019 30.594 .298 [−.017, .054]
Woodcock–Johnson WISC −.037 11.294 .259 [−.106, .032]
Other instruments WISC −.030 66.848 .153 [−.072, .011]
Mixed instruments WISC .017 33.795 .486 [−.032, .065]
Different tests Same test −.114 32.901 <.001 [−.167, −.061]
Same test family Same test −.021 26.847 .338 [−.065, .023]
Not complete test Complete test −.027 61.537 .189 [−.068, .014]
Asia North America <4
Europe North America −.021 98.267 .153 [−.050, .008]

2. Exponential age model based on age-homogeneous samples
Complete Horizontal asymptote .793 97.100 <.001 [.772, .815] 93.706 .007

Age scaling factor .004 45.200 <.001 [.003, .005]
Age growth rate −.230 <.001

Note. Complete = complete data set including g and CHC broad abilities. As we subtracted 5 from the test–retest interval, the intercepts in models
including test–retest interval represented a 5-year interval instead of a 0-year interval. As we subtracted 20 from the age, the intercepts in models including
age represented a 20-year age instead of a 0-year age. ρ = effect size; df = degrees of freedom; H = Hypothesis; CFT = Culture Fair Test; WISC =
Wechsler Intelligence Scale for Children; CHC = Cattell–Horn–Carroll model of cognitive ability.

THE STABILITY OF COGNITIVE ABILITIES 23



significantly related to stability. In Ga, Gl, and Grw, these analyses

were not conducted because of too few samples.

Hypothesis 10: Using Reliability Estimates to Disattenuate

for Measurement Error

Exponential age effects were confirmed in the subset of effect

sizes with available reliability information (see Table 3 and

Figure 7). Both the model unadjusted for reliability and the model

adjusted for reliability demonstrated that stability initially increased

with each additional year of age, whereas after approximately 20

years, the stability did not further increase with additional aging. The

two models only substantially differed in the fixed asymptote that

was reached after approximately 20 years (unadjusted for reliability:

asymptote = .80, p < .001; adjusted for reliability: asymptote = .90,

p < .001). The age scaling factor and growth rate were almost

identical in both models (for more details, see Table 3).

In the model not adjusted for reliability, the stability estimates for

the different cognitive abilities were nearly identical to the analysis

based on all effect sizes. The most significant difference was found

in Gl (all effect sizes: ρ = .69, p < .001; only effect sizes with

available reliability information: ρ = .64, p < .001). Thus, the subset

of effect sizes with available reliability information appears

representative of the complete data set in terms of stability. The

estimates of stability in the model adjusted for reliability were

substantially higher than those unadjusted for reliability, with ρ

differences ranging from ρ = .06 in Gl to ρ = .11 in Gv (for more

details, see Table 3). Therefore, as expected, not accounting for

reliability leads to an underestimation of the stability of cognitive

abilities.

In the moderator analysis of cognitive ability captured, a slightly

different pattern emerged after adjusting for reliability compared to

the complete, unadjusted data set, particularly regarding Gf, Gs, and

Gwm (see Table 3). Without adjusting for reliability, significant

negative effects were observed for Gf (ρ = −.12, p = .001), Gs (ρ =
−.09, p = .023), and Gwm (ρ = −.18, p = .033) indicating lower

stability compared to general intelligence. Yet, after adjusting for

reliability, these effects were no longer statistically significant: Gf

(ρ = −.07, p = .055), Gs (ρ = −.06, p = .200), and Gwm (ρ = −.17,

p = .073). It is important to note that despite these changes in

statistical significance, the descriptive values remained negative,

though to a lesser extent, even after adjusting for reliability.

The moderator analysis for the test instrument also showed

substantial shifts when adjusting for reliability (see Table 3). In the

model without adjusting for reliability, the Woodcock–Johnson

test showed significantly negative effects compared to the Wechsler

test, with ρ=−.07 (p= .045). Yet, after adjusting for reliability, this

effect, although they remained negative, did not reach statistical

significance (ρ = −.06, p = .109). This finding supports the

assumption that the observed different stabilities of the tests can be

explained by differences in their reliability.

Exploratory Sensitivity Analyses

Simultaneous Inclusion of All Categorical Moderators

In the comprehensive model that simultaneously included all

categorical moderators, the effects of captured cognitive ability

showed minimal variation from the initial analyses, except for Ga,

which did not retain its statistical significance. Certain effects of

test instruments demonstrated shifts in statistical significance within

this comprehensive model. Notably, the CFT and Woodcock–

Johnson tests did not retain their initial significant difference from

the Wechsler test, while the effect sizes for Raven’s Progressive

Matrices remained relatively consistent. This finding can be partly
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Figure 5

Rank-Order Stability as Exponential (Black) and Connected Linear Spline (Blue)

Functions of Age Based on the Complete Data Set

Note. Larger points represent largerweight of the effect sizes. As reported in Supplemental Table S2,

the mean test–retest interval was 6.52 years. See the online article for the color version of this figure.
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attributed to the fact that CFT tests (37 out of 37 effect sizes, 100%)

are used for the assessment of Gf, which showed significantly lower

stability than g in the initial analyses. Furthermore, in all instances

(57 out of 57 effect sizes, 100%), theWoodcock–Johnson test scales

were utilized incompletely, which generally demonstrates lower

stability than complete tests. The comprehensive model confirmed

that using different tests leads to lower stability compared to using

the same test, while the effect of using tests from the same test

family remained statistically nonsignificant. The effects of

incomplete tests versus complete tests lost significance in the

comprehensive model, which can be attributed to the inclusion of all

Woodcock–Johnson assessments (57 out of 57 effect sizes, 100%).

Last, the effect of European samples showing less stability

compared to North American samples was not maintained in the

comprehensive model. This shift can be partly attributed to the fact

that a majority of Raven assessments (25 out of 41 effect sizes,

61%) were conducted with European samples and that European

effect sizes more often referred to incomplete assessments (147 out

of 418 effect sizes, 35% in Europe vs. 186 out of 808 effect sizes,

23% in North America).
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Table 4

Magnitude of Rank-Order Stability in Cognitive Ability for a Sample Age of 20 Years and a Test–Retest Interval of 5 Years

Data set Predictor ρ df p 95% CI I
2

τ
2

H3: Magnitude of ρ
Complete Intercept .762 197.665 <.001 [.748, .776] 98.661 .015
g Intercept .801 142.932 <.001 [.786, .817] 98.738 .010

Ga Intercept .651 3.996 <.001 [.512, .789] 90.373 .013

Gc Intercept .791 67.290 <.001 [.766, .816] 94.154 .003

Gf Intercept .708 56.745 <.001 [.680, .735] 95.602 .012
Gl Intercept .688 6.990 <.001 [.591, .786] 95.529 .025

Gq Intercept .770 10.005 <.001 [.711, .829] 93.647 .004

Grw Intercept .776 5.897 <.001 [.636, .915] 96.280 .008

Gs Intercept .738 24.135 <.001 [.694, .781] 92.028 .008
Gv Intercept .747 55.570 <.001 [.719, .775] 90.031 .009

Gwm Intercept .687 20.871 <.001 [.636, .739] 87.504 .009

Note. Parameters were estimated based on random-effects intercept-only models. Prior to the analyses, test–retest and age effects
were residualized out from the effect sizes. Therefore, in each model, the intercept can be interpreted as the magnitude of rank-order
stability for a sample age of 20 years and a test–retest interval of 5 years. Complete = complete data set including g and CHC broad
abilities. ρ = effect size; df = degrees of freedom; CI = confidence interval; CHC = Cattell–Horn–Carroll model of cognitive ability.

Figure 6

Temporal Decay of Stability of Cognitive Abilities in Childhood and Adolescence Based on the Exponential Age

and Interval Moderator Functions

Note. Each plotted line represents a different baseline age followedwith increasing time lags. See the online article for the color

version of this figure.
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Age Analysis Based on Age-Homogeneous Samples

The exponential age model based on age-homogeneous samples

(SD < 5 years) revealed stability parameters and age effects that

were nearly identical to those in the complete data set (for more

details, see Table 3). This finding implies that the inclusion of age-

heterogeneous samples did not significantly distort the results of the

age analyses performed in Hypothesis 2.

Discussion

The present study provides the first comprehensive meta-analysis

on the stability of cognitive ability over the life span. We

investigated the rank-order correlations of cognitive abilities and

their moderators in 205 samples. The analyses were conducted on

the overall data set as well as on subdata sets pertaining to general

intelligence and broad cognitive abilities, thereby covering the top

two strata of the CHCmodel, the most recent psychometric model of

cognitive ability.

Overall, cognitive abilities were exceedingly stable over

considerable time spans, with stabilities ranging from .65 to .80

for a 5-year interval and an age of 20 depending on the specific

ability. The highest stability was observed for general intelligence.

Interestingly, the more knowledge-based abilities of comprehension

knowledge, quantitative knowledge, and reading and writing were

similarly stable to general intelligence. In contrast, abilities that are

based on effortful processing, such as fluid reasoning, learning

efficiency, or working memory capacity, tended to exhibit lower

stabilities. This finding may seem counterintuitive, as effortful

processing-based abilities are usually thought to be less dependent

on environmental influences (e.g., Baltes et al., 1999) and therefore

less susceptible to environmental changes. On the other hand, in a

somewhat different argument, Tucker-Drob and Briley (2014)

hypothesized that environmental experiences relevant to

knowledge-based abilities may produce lasting stores of declarative

knowledge. A similar argument can be made from the perspective of

investment theory (Cattell, 1986). This theory proposes that during

cognitive development, fluid (or effortful processing–based)

abilities are invested in the acquisition of crystallized (or

knowledge-based) abilities. As the result of years of cumulative

investment, these crystallized abilities are acquired and automated,

such that they are better maintained even as currently available

processing power wanes with aging (see also Baltes et al., 1999) or

varies from day to day. Indeed, effortful processing abilities are

known to begin to decline at much earlier periods in adulthood than

are knowledge-based abilities (Baltes et al., 1999; Tucker-Drob,

2019). Heterogeneity in trajectories of the aging of processing

abilities at earlier period of adulthood may contribute to their lower

overall stability as compared to knowledge-based abilities (also see

Tucker-Drob et al., 2022).

We observed that the differences in stability across abilities are

diminished when test reliability is adjusted. This finding implies that

the differences are at least partially due to tests of knowledge-based

abilities being more reliable than tests of effortful processing–based

abilities. This difference in reliability may be due to a potentially

lower emphasis on speededness in knowledge tests compared to

processing-based tests, which often have strict time limits that can

attenuate reliability (Hong & Cheng, 2019). Of course, other test

properties such as the average test length or item difficulty

distribution may also contribute to systematic differences in the

reliability of knowledge-based and effortful processing–based tests.
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Figure 7

Rank-Order Stability as an Exponential Function of Test–Retest Interval Based on

Effect Sizes for Which Reliability Information Was Available

Note. Larger points represent larger weight of the effect sizes. Depicted points represent

unadjusted effect sizes. See the online article for the color version of this figure.

26 BREIT, SCHERRER, TUCKER-DROB, AND PRECKEL



Moderators

Test–Retest Interval

As expected, stability declined with increasing test–retest intervals,

and this decay leveled off with increasing intervals. This trajectory was

best described by an exponential function in those data sets that

included enough long-interval effect sizes, namely the overall data set,

general intelligence, comprehension knowledge, and visual proces-

sing. For all other abilities, there were no or very few effect sizes with

very long test–retest intervals, which make the resulting curve

trajectories difficult to interpret and less trustworthy. The exponential

trend is consistent with the results of previous meta-analytic

investigations (Schuerger&Witt, 1989; Tucker-Drob&Briley, 2014).

There was evidence for a small but significant interaction effect

between age and test–retest interval. This interaction effect implies

that the impact of test–retest interval is larger in young children than

in adolescents or adults. In 2-year-olds, an increase of test–retest

interval from 1 to 5 years results in a decrease in stability by .08. In

5-year-olds, the same increase in interval results in a decrease in

stability by .06. From the age of 8 onward, there is little additional

change, with an increase of test–retest interval from 1 to 5 years

resulting in a decrease in stability by .05. This interaction is in line

with the early findings by Bayley (1949) who observed steeper

declines in stability with increasing test–retest intervals in younger

children than in adolescents. As can be seen in Figure 6, the

interaction further implies that until the age of 8, the interval effect is

not asymptotic like in adolescents and adults but instead

continuously decreasing, especially in very young children.

Age

As hypothesized, stability increased with age and most markedly

in early childhood, with the increase leveling off over the course of

adolescence until no further increase was observable in adulthood.

This pattern is consistent with the results by Tucker-Drob and Briley

(2014), whereas the models by Schuerger and Witt (1989) implied a

further increase in stability until late adulthood (Figure 2). An

exponential curve best described the age trajectories of stability for

the complete data set and for all CHC abilities except auditory

processing, learning efficiency, and reading and writing where the

effect sizes were lacking for older samples and exponential models

often did not converge.

Stability was very high in old age (asymptoting at .77 in the

complete data set), and there was little evidence for a decrease in

stability in late adulthood, implying that cognitive change does not

appear to be more heterogeneous in late adulthood than in early

and middle adulthood. A high degree of stability in cognitive ability

into late adulthood has theoretical implications as it suggests that

the same factors or developmental mechanisms may play a role in

cognitive decline that previously influenced individual differences

in cognitive abilities. For example, the prefrontal cortex, which is

associated with executive functions and working memory, may be a

central determinant of both cognitive ability in adolescence and

adulthood (Kane & Engle, 2002) and cognitive decline in late

adulthood (Nyberg et al., 2022). Environmental selection processes

may also play a role, leading individuals to remain in similarly

cognitively challenging living environments throughout their lives

(Harden et al., 2007; van der Sluis et al., 2008), which can also

affect cognitive decline (e.g., Frick & Benoit, 2010). Importantly,

the studies meta-analyzed were composed of individuals from the

general population, and we excluded studies focusing on clinical

samples. Studies of older adults in the general population also

tend to exclude individuals with mild cognitive impairment and

dementia. Moreover, individuals with mild cognitive impairment

and dementia are more likely to drop out of longitudinal studies

compared to those experiencing milder trajectories of cognitive

decline. Thus, it is likely that the full range of heterogeneity in

aging-related trajectories among older adults was restricted in many

of the studies composing the meta-analytic data set. It remains an

open question whether, in a fully representative study of cognitive

aging, stability would begin to decrease in old age, as sizable

proportions of individuals undergo precipitous declines toward

impaired levels of cognitive functioning (Lövdén et al., 2005;

Tucker-Drob, 2019).

Interestingly, age trends in stability were very similar for both

comprehension knowledge (which shows little decline or even

mean-level gains over the course of adulthood) and processing-

based abilities such as fluid reasoning and visual processing (which

start to decline in early adulthood; Baltes et al., 1999; Tucker-Drob,

2019). Given the different mean-level trajectories over the life

span, one might also expect different mechanisms of cognitive

change and thus different patterns of reordering between these

abilities. Yet, a recent study showed that changes in knowledge-

based and processing-based abilities are correlated over the life

span: Individuals who experience a greater decline in processing-

based abilities also experience smaller gains or even a decline in

knowledge-based abilities (Tucker-Drob et al., 2022). This finding

implies that the same underlying mechanisms drive change in all

cognitive abilities (see also Li et al., 2004) or that the underlying

mechanisms are closely related, which is consistent with the

present observation of similar stability patterns over the life span in

all abilities. Of course, even if all long-term cognitive changes in

adulthood are driven by the same mechanisms, there may be

differences between specific abilities in their susceptibility to change

by shorter term environmental influences.

General Cognitive Ability Level

The effect of the cognitive ability level of the sample on stability

could only be investigated for some abilities because of insufficient

data in the others. In both the overall data set and the individual

abilities where the analysis was possible, including general

intelligence, there was no significant effect of mean cognitive

ability level on stability. This finding is somewhat inconsistent with

predictions based on the ability differentiation hypothesis. As the

ability differentiation hypothesis states that general intelligence

accounts for less systematic variance of cognitive performances in

high-ability individuals, it would predict that the stability of

composite measures of general intelligence decreases with

increasing ability level (e.g., Breit, Brunner, et al., 2022). The

absence of this effect may be due to the ability differentiation effect

being not very consistent in children (Breit, Brunner, et al., 2021),

and given the large number of studies based on samples of children

in the present meta-analysis, this may significantly reduce the

overall impact of the ability differentiation effect. Even more

importantly, the impact of the ability differentiation effect may also

not be particularly evident in meta-analytic investigations because

the variance of cognitive ability within samples is much larger
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than that between samples. The ability differentiation effect implies

rather large differences in g-factor variance between the average and

the very high or very low regions of the ability distribution but small

differences within a few IQ points around the population average

(Breit, Brunner, et al., 2022). Nevertheless, in the present analysis,

there is no evidence for the hypothesized effect of ability level—and

therefore of ability differentiation—on the stability of general

intelligence.

Test Instruments

The effect of the test instrument was investigated across three

moderator analyses. The results were consistent with our hypothe-

ses. When the same test or tests from the same test family were used

at both times of assessment, this led to greater stability estimates

than when the test instrument changed between test and retest. This

difference remained in the analysis that included all categorical

moderators. Moreover, using complete test batteries led to greater

stability than using only a selection of subtests from one or several

test batteries. We also found that unidimensional tests such as the

Raven tests displayed less stability than the Wechsler tests, whereas

other multidimensional tests such as the Stanford–Binet tests were

comparable to the Wechsler tests in stability. The only exception to

this rule was the Woodcock–Johnson test, which displayed lower

stability than the Wechsler tests, but was never used completely.

Taken together, the highest stability would be expected if the same

multidimensional intelligence test was used in its entirety at both

times of measurement. Multidimensional tests are usually more

reliable than unidimensional tests due to their greater length, and

longer test forms (e.g., complete tests) are more reliable than short

forms (e.g., a selection of subtests). We found that when adjusting

for test reliability, the differences in stability between tests were

diminished indicating that stability differences between tests can

largely be explained by test reliability.

When different tests are used at different times of measurement,

the stability is further limited by the magnitude of the concurrent

correlation between the different tests (which cannot be exceeded

by the test–retest correlation). In addition, memory effects could

contribute to the higher stability when the same test is used at both

times of measurement. When interpreting these findings, however, it

must be kept in mind that unidimensional tests generally measure

fluid reasoning, which shows less stability than knowledge-based

abilities. Thus, it cannot be completely ruled out that the lower

stability of unidimensional procedures is partly or completely due to

the lower stability of fluid reasoning. Looking at the comparison

only within fluid reasoning, Raven’s matrices are descriptively less

stable than multidimensional tests, but not significantly so.

Geographic Location

The last investigated moderator was the geographic origin of the

sample. The number of samples for each continent only allowed the

comparison between North America and Europe. The stability was

generally higher in North American samples, which was statistically

significant in the full data set and general intelligence. One

explanation is that studies based onNorth American samples may on

average use more stable test instruments than studies based on

European samples. Indeed, in the analysis including all categorical

moderators, the difference between Europe and North America no

longer reached statistical significance.

Adjusting for Reliability

A subset of effect sizes was reanalyzed while adjusting for test

reliability. Three main findings emerged from these analyses. First,

the mean stability estimate for age 20 and a test–retest interval of 5

years increased from ρ = .76 in the full, unadjusted, data set to ρ =
.86 for the disattenuated correlations. This value suggests that even

when adjusting for reliability in adults, cognitive abilities are not

perfectly stable, although the stability is very high. Second, the age

moderation curve was mostly unaffected by reliability. The low

stability in young children does not appear to be primarily due to

lower test reliability in this age group. This may seem surprising, as

one might expect lower test reliability in young children, given that

cognitive testing is more challenging in this age group, but this

problem is usually compensated for by individual testing with

extensive, age-appropriate test batteries. Conversely, in adults,

researchers often rely on shorter scales, sometimes administered in

group settings. This practice might explain the overall low

correlation between test reliability and mean sample age (r =
.05). Third, the differences in stability between knowledge-based

and effortful processing–based abilities diminished when adjusting

for reliability. While the difference in stability between general

intelligence and comprehension knowledge and reading and writing

was largely unaffected by adjusting for reliability, the difference

between general intelligence and fluid reasoning decreased from

−.12 to−.07. Similar reductions were observed for processing speed

and visual processing. Thus, reliability differences between tests of

knowledge-based and effortful processing–based abilities in part

account for the tests’ differences in stability.

The Stability of Cognitive Abilities in Comparison to

Other Constructs

Similar meta-analyses to the present one have been conducted for

other personality constructs. Six major meta-analyses on various

constructs and the present meta-analysis are summarized in Table 5.

The mean time intervals in these meta-analyses (Mdn = 4.88 years,

range = 1.65–7.06 years) were comparable to the chosen reference

interval in the present meta-analysis (5 years). The stability of

cognitive abilities was generally higher than that of Big Five

personality traits, self-esteem, vocational interests, work values, and

motivational constructs. One notable exception was the stability of

work values in 25- to 30-year-olds (ρ = .83). Yet, this specific

estimate was based on only two effects and can therefore not be

regarded as reliable.

The age moderation of the stability of cognitive abilities implied a

strong increase in stability over the course of childhood and

adolescence, leveling off around age 18, with stability remaining

constant in adulthood. The stability of personality traits increases

with age not only during childhood and adolescence but also into

adulthood until the age of 50 (Roberts & DelVecchio, 2000),

although there appears to be some heterogeneity between traits

(Bleidorn et al., 2022). Both vocational interests and self-esteem also

increased in stability during childhood and adolescence, but the

stability decreased again after early adulthood (Low et al., 2005;

Trzesniewski et al., 2003). Last, no systematic age trend was
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observable in the stability of work values (Jin & Rounds, 2012), but

this meta-analysis did not include studies with samples of young

children. Taken together, stability generally increased during

childhood and adolescence across all constructs. Differences between

constructs were observable in adulthood, with constancy of stability

in cognitive abilities and work values, decrease of stability in

vocational interests and self-esteem after early adulthood, and a

further increase in personality traits until middle adulthood.

The overall higher stability of cognitive ability compared to the

other constructs suggests that cognitive ability may be a more trait-

like construct, particularly in adolescence and adulthood, whereas

many other psychological constructs may be somewhat more state-

like construct (Geiser et al., 2017). State-like constructs have been

conceptualized as beingmore immediately responsive to—potentially

fluctuating—contexts and experiences (e.g., Conley, 1984), whereas

trait-like constructs have been conceptualized as relatively stable and

more slowly changing (Nesselroade & Liben, 1991). Genetic

contributions to both cognitive abilities and personality are especially

stable from middle to late adulthood (Briley & Tucker-Drob, 2017;

Tucker-Drob & Briley, 2014). The particularly high heritability of

cognitive abilities in adulthood may help to account for its higher

overall stability during this period (Tucker-Drob & Briley, 2014). Of

course genetic influences on cognitive abilities are likely to be

contingent on environmental contexts (Tucker-Drob et al., 2013), and

there is strong evidence that a multitude of environmental factors,

such as educational attainment, also contribute to lifelong cognitive

function (Lövdén et al., 2020; Ritchie & Tucker-Drob, 2018).

Differential developmental trends in stability of different

psychological constructs may be explained by influences specific

to those constructs. Personality traits are hypothesized to reach peak

stability with the highest levels of identity certainty in life, which is

around middle age (Bleidorn et al., 2022; Roberts & DelVecchio,

2000). Conversely, self-esteem was suggested to undergo changes

later in life when individuals review their accomplishments and

experiences (Trzesniewski et al., 2003), whereas the stability of

vocational interest may change depending on the educational or

professional stage the individual is in (Low et al., 2005). The

relatively constant high levels of stability of cognitive abilities

throughout adulthood suggest that cognitive abilities are either

relatively unaffected by such life events or that the events and

contexts relevant for adult cognitive function are highly stable over

time or correlated with one another over time.

Implications for Applied Assessment and

Longitudinal Research

The findings on the age and interval dependence of stability have

important implications for cognitive ability testing practice. Testing is

often done to inform treatment and intervention decisions or to

provide guidance regarding educational or vocational decisions.

These applications often presume that the relevant cognitive functions

are either stable over the intervention window or period of time

relevant to the educational or vocational decision or that they would

have otherwise been stable absent the intervention (Cronbach &

Snow, 1977). There are no clear conventions regarding the minimum

level of stability needed, but it has been suggested that a stability of

.70 may be sufficient for group decisions, whereas a stability of at

least .80 should be required for individual diagnostic decisions

(Watkins & Smith, 2013). The best-fitting curves for describing the
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age and interval moderation of the stability of cognitive abilities

determined in the present analyses make it possible to calculate for

each age the maximum time interval for which these specific

stabilities can still be expected. Using these curves, we may estimate

the ages at which a certain rank-order stability of test scores of

cognitive abilities may be achievable, along with the corresponding

time interval beyond which a retest is warranted because sufficient

stability can no longer be assumed. It should be noted, of course, that

rank-order stability is not an individual-level metric. Even high rank-

order stability does not preclude the possibility of large changes in

intelligence over short intervals for specific individuals. Especially in

circumstances of serious illness, neurological trauma, psychosocial

stress, or dramatic changes in educational or social experiences,

shorter retest intervalsmay bewarranted thanwould be recommended

based on the results of the present meta-analysis. Importantly,

however, the decision to reassess individuals frequently, or over short

retest intervals, must pay particular attention to validity threats

associated with retest effects (Salthouse & Tucker-Drob, 2008).

We provide estimates for general intelligence stability thresholds

based on the age and interval moderator analyses (see Supplemental

Material for computational details). Figure 8 presents the maximum

test–retest interval for which the stability criteria of .70 and .80

can still be satisfied, depending on the age of the tested person.

When applying a strict criterion of at least rtt = .80 as suitable for

individual-level decisions, this stability is not obtained in children

younger than 6 years old. In 8-year-olds, this stability can be

assumed for almost 2 years; in 12-year-olds, it can already be

assumed for approximately 4 years. At age 18 and beyond, a

stability of .80 can generally be assumed for approximately 6 years,

after which retesting would be recommended. When applying a

more liberal criterion of rtt= .70 that may be suitable for group-level

decisions, this stability can already be obtained starting at age 4. The

maximum interval for this stability increases rapidly with age,

reaching 5 years at age 6, 12 years at age 9, and 18 years at age 11.

After the age of 14, rtt > .70 stability can be assumed for the full

life span.

The resulting curves divide the age interval space into three zones.

In the leftmost zone, beyond the .70 line, adequate stability cannot

be expected. This zone mainly concerns children under 4 years of

age as well as children and adolescents between 4 and 18 years

of age in the case of excessively long intervals. In the middle

zone between the two lines, only moderate stability can be assumed.

This zone concerns children under 7 years of age, children and

adolescents with medium length to long intervals (increasing

strongly with age), and adults with time intervals longer than 6

years. Last, in the bottom right zone, high stability can be assumed.

It should be noted that the .70 and .80 values delimiting these zones

are chosen somewhat arbitrarily, they present minimum values, and

other values could be selected based on the specific question or

application context.

The interval estimations may also be used in the planning of

longitudinal studies. Cognitive abilities are often used as control

variables or predictors of performance, achievement, or motivation.

The present results can be used to determine when or how often

cognitive abilities are to be measured to obtain results that are still

relevant at the time of testing other variables. For example, school

achievement at age 16 may be predicted by general intelligence. The

results suggest that general intelligence measures as early as age 11
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Figure 8

Maximum Intervals (in Years) for Which a Stability of .70 and .80 Is Obtained for Measures of General

Intelligence, as Implied by the Age and Interval Duration Moderator Analyses of General Cognitive Ability

(Exponential Models)

Note. See the online article for the color version of this figure.
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can still be regarded as very relevant due to a stability above .80.

Measurements between the ages of 8 and 10 are still somewhat

relevant (i.e., stability >.70), whereas measurements from age 7 or

below are not stable above .70 until age 16.

A second and related implication concerns the differences in

stability between general intelligence and specific ability scores.

Previous studies have sometimes found a large discrepancy between

a very stable general intelligence score and much less stable

specific ability scores, calling into question the diagnostic utility

of the latter (e.g., Ryan et al., 2010; Watkins & Smith, 2013). Our

results provide only partial support for this notion. Specifically, we

found that knowledge-based abilities were comparably stable to

general intelligence, suggesting that their relative diagnostic

utility is not particularly limited by their stability. Conversely,

scores relating to effortful processing abilities may sometimes be

insufficiently stable to support diagnostic decisions with long-term

consequences, especially in young children, where stability is

generally lower. We observed particularly low stabilities in learning

efficiency and working memory, the latter even when adjusting for

test reliability. Thus, special caution seems warranted if these scores

are to be used as the basis of interventions or counseling.

A third implication of the present results is based on the finding

that multidimensional cognitive ability tests such as the Wechsler

and Stanford–Binet tests have a higher stability than unidimensional

tests such as CFT or Raven tests. Thus, when making decisions with

long-term consequences, multidimensional test batteries may be

preferred. Of course, unidimensional tests have advantages, such as

shorter test times, specificity of information about individual

domains of functioning, and the capability to assess many abilities

nonverbally. In practice, these advantages must be weighed against

the disadvantage of lower stability. It should be noted that the

lower stability of effortful processing–based abilities compared to

knowledge-based abilities may be at least partly responsible for

the lower stability of unidimensional tests as the unidimensional

tests in this meta-analysis were classified as fluid reasoning tests.

More frequent retesting may generally be necessary for effortful

processing–based abilities. Of course, retest effects need to be taken

into account when planning repeated testing, especially when using

the same test instrument (Hausknecht et al., 2007; Salthouse &

Tucker-Drob, 2008; Scharfen et al., 2018). There is some evidence

that when using the same test instrument for test and retest, interval

durations of at least 2 years are required to reduce the retest effects to

the level of retest effects with different test instruments (Hausknecht

et al., 2007), but retest effects have also been detected in longitudinal

studies after periods of 7 years or more (Horn & Donaldson, 1976;

Salthouse et al., 2004; Thorvaldsson et al., 2006).

Remaining Gaps in Our Knowledge About the Stability

of Cognitive Abilities

In the present meta-analysis, we were able to draw on a very broad

evidence base, covering a wide age range, very short to extremely

long test–retest intervals, and many different cognitive abilities

and tests of cognitive ability. The large number of studies and their

heterogeneity along these dimensions allow for a deeper under-

standing of the stability of cognitive ability. Still, the evidence base

is also limited in several ways.

First, effect sizes are not evenly distributed across age groups. In

general, there are fewer studies with adult samples than with

children and adolescents, especially between the ages of 30 and 50

and over 70. More data from older adults in particular would be

helpful to improve our understanding of cognitive aging. The

current results suggest that stability remains very high even in the

oldest adults, but more research is needed to confirm this finding

and to investigate possible moderators. Importantly, we did not

include studies from clinical populations, and longitudinal studies

of nonclinical populations (of the sort included in the current meta-

analysis) typically exclude individuals with conditions that may

interfere with cognitive function (e.g., those with dementia). It may

be the case that the stability of cognitive function decreases as the

prevalence of such conditions increases with advancing old age.

Longitudinal research taking an inclusive approach to following

individuals over time, regardless of the incidence of disorders of

aging, would be needed to empirically test this hypothesis.

Second, studies have predominantly been conducted with

WEIRD samples. WEIRD samples are in many ways unrepresenta-

tive of humanity as a whole (Henrich et al., 2010; Nielsen et al.,

2017). The search was limited to English reports, was conducted

in English, and was conducted in predominantly English databases.

This reduced the likelihood of finding and including appropriate

studies from non-WEIRD samples, contributing to the somewhat

biased study selection. More data from other cultural backgrounds

are needed to understand the impact of cultural, economic, and

educational factors on the stability of cognitive abilities. There is

some tentative evidence for the generalizability of factor analytic

models of intelligence across cultures (Wilson et al., 2023), but it is

unclear to what extent other properties observed inWEIRD samples,

such as high stability, are universal. In the present meta-analysis,

there were insufficient data to conduct moderator analyses

comparing African or South American samples with European or

North American samples, and there were insufficient Asian samples

to compare with European or North American samples on specific

cognitive abilities. Although some non-WEIRD samples (k= 8; 4%)

are included in the meta-analysis, the generalizability of the results

is therefore somewhat limited.

Third, the reliability of the tests was not adequately documented

in the included studies. In general, it is good scientific practice to

report the psychometric properties of the instruments used. Yet,

our study reveals that this is not routinely done for cognitive ability

tests. When published, standardized tests are used true to manual

reliability estimates can be derived from these manuals, but the

manuals are usually not freely available. Moreover, the reliability of

the samples studied may differ from that of the norming sample due

to the characteristics of the sample itself (e.g., sample homogeneity).

Even more problematic are studies that use only a subset of subtests

and combine them into short scales that are not described in

the manual or even combine self-developed tests and subtests of

established tests. In these cases, there is little evidence on the

reliability of the final test score. This unavailability of reliability

estimates limits the interpretability of low stability estimates, as they

may be due to actual rank-order changes in cognitive ability, low

test reliability, or a combination of both.

Strengths and Limitations

The present meta-analysis has several strengths. It investigated a

very broad set of studies published in the 100 years from 1921 to

2020, with mean baseline ages ranging from 1 to 88 years, test–retest
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intervals ranging from 1 day to 79 years, and data collected in 29

countries and five continents. These data were the result of an

extensive literature search based on two bibliographic databases and

preexisting reviews on the subject matter. The statistical analyses

represented the current state of the art and included wide-ranging

moderator analyses involving theoretically relevant moderator

variables. The analyses also included a detailed examination of the

stability of the broad abilities in the CHC model and adjusting for

test reliability in a subset of effect sizes.

The meta-analysis also has several limitations that need to be

considered when interpreting the results. Where possible, specific

measures were taken to minimize the consequences of these

limitations.

The first limitation is that our age moderator analyses were

based on the convergence assumption (Bell, 1953), assuming that

differences in age between samples are informative about changes

within the population. No one study investigated the stability of

cognitive abilities from early childhood to late adulthood. Instead,

we relied on the combination of information derived from across-

sample age differences and from within-sample across-occasion

stability to investigate age trends. This approach potentially

confounds age differences, cohort differences, and methodological

differences between studies, but this is only a major concern if

these confounds are systematically associated with age (Tucker-

Drob & Briley, 2014). Additionally, pertaining to the age moderator

analyses, the utilized functional forms only represent a subset of

possible mathematical functions that could be applied to approxi-

mate the empirical result patterns. Other functions, such as cubic

or logarithmic functions, could have been applied additionally.

Nevertheless, the utilized functions already covered all theoretically

plausible trajectories, and the connected linear spline was included

as a flexible function that could approximate result patterns that

strongly deviated from the other functions.

The second limitation is that any minimum requirement used

to accept or reject measures of cognitive abilities is necessarily

somewhat arbitrary. Convincing arguments could be made for

allowing the use of individual subtests or, conversely, for accepting

only the use of complete tests. Our criteria were selected to allow

the inclusion of a large and heterogeneous study base for different

cognitive abilities while still maintaining a reasonable quality of the

cognitive ability measurements. These criteria were preregistered.

Moreover, we included a moderator analysis in which we compared

the use of complete test batteries with the use of some form

of subtest selection, thereby also applying a more conservative

criterion.

The third limitation is that we did not investigate socioeconomic

status (SES) as a moderator. SES could not be included because it

was rarely reported, and the few available reports varied drastically

in the operationalization of the construct (e.g., income, education

level, International Socio-Economic Index of Occupational Status).

This heterogeneity made it impossible to integrate the results.

Previous findings suggest that the influence of genetic and

environmental factors on cognitive abilities varies strongly with

SES (Tucker-Drob & Bates, 2016; Turkheimer et al., 2003) and

that both genetic and environmental factors contribute to the

stability of cognitive abilities (Tucker-Drob & Briley, 2014). It is

therefore quite plausible to assume that SES has some influence

on stability. Future studies may address this research question

systematically.

The fourth limitation is that we did not include the studies that

reported latent correlations in the primary meta-analysis. Latent

correlations are not directly comparable to manifest correlations

because they are controlled for measurement error and therefore

generally larger. To avoid losing the information contributed by

these studies, we conducted a smaller, separate meta-analysis of

latent stability estimates. The meta-analysis based on latent stability

estimates generally indicated very similar stability to that indicated

in our primary meta-analysis.

The fifth limitation is that most studies that investigate cognitive

development in older adults exclude participants close to and

beyond the clinical range of functioning. As a consequence, older

adults are likely positively selected and also somewhat restricted in

the range of included cognitive trajectories. Depending on sample

age, this may constitute a substantial exclusion rate, with a

prevalence of dementia of 17% in those aged 75–84 years and 32%

in those aged 85 years or older in the United States (Hebert et al.,

2013). This selection bias may limit the reordering in the older

samples, as the individuals who contribute most to reordering are

excluded. In turn, this may result in an overestimation of rank-order

stability in this age range.

The sixth limitation is that our results and their implications may,

in many respects, be restricted to the nonclinical population. We do

not, for example, recommend the use of cognitive testing for long-

term predictions in young children. However, many neurodevelop-

mental disorders are characterized, among other things, by specific

cognitive deficits (Thapar et al., 2015) that can be detected early on

and that remain throughout cognitive development. In these cases,

cognitive testing may serve as a robust and valid aspect of diagnostic

screening in early childhood, despite the low stability of cognitive

abilities in the general population in this age range. These and

other special cases of deviating stability in clinical subpopulations

likely did not affect the results of this meta-analysis because of their

rarity and because clinical samples were excluded from the analyses.

Conclusion

In summary, this meta-analysis of longitudinal studies showed

that cognitive abilities exhibit high rank-order stability, reaching its

peak around age 20 and remaining at this high level throughout

adulthood and old age. The mean stability estimate for age 20 and

the test–retest interval of 5 years were ρ = .77 for the observed

correlations and ρ = .86 for the disattenuated correlations. Stability

is much lower in young children. Before age 4, stability never

exceeds .70, whereas in late adolescence, the stability no longer

drops below this value for any test–retest interval. The low stability

in young children cannot be explained by lower test reliability in

this age group; overall, the correlation between test reliability and

mean sample age is low. General intelligence and knowledge-based

abilities were found to be somewhat more stable than abilities

based on effortful processing (ρ = .77–.80 vs. ρ = .65–.75 for an age

of 20 and an interval of 5 years). Reliability differences between

tests of knowledge-based and effortful processing–based abilities in

part account for the tests’ differences in stability. Multidimensional

intelligence tests may generally be preferred over unidimensional

tests when the goal is a high stability of the test result, especially

when there is no specific need for assessing individual ability

domains. Our findings indicate that the use of cognitive testing in

diagnostic decision making in younger children in particular may
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require repetition over relatively short intervals of time, whereas

retest intervals can be longer in adults. We have provided

information on age-dependent maximum intervals (in years) for

which a stability of .70 and .80 can be expected for cognitive ability

measures.
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Deviations from the Pre-Registration

In the preregistration, we stated that 3,756 articles were screened for eligibility. 

Ultimately, however, 4,077 articles and chapters were screened, because search strategy 2 

(PsycINFO search for books) was added during the revision process. This also explains the 

different number of excluded articles.

In the preregistration, we stated that we would control for the test-retest interval (and its 

nonlinear form, if necessary) in the analyses of H2. However, we decided to test H2 in three 

subsequent steps. In step 1, we only investigated the age effects without controlling for the test-

retest interval effects. In step 2, age and test-retest interval effects were included simultaneously 

as registered. In step 3, the interaction of age and test-retest interval effects was also added. We 

deviated from preregistration to avoid convergence issues in the initial determination of the age 

effect in the first step. In steps 2 and 3, the test-retest interval was included in the analyses as 

preregistered.

Based on reviewer feedback, we added an analysis of a subset of stability effect sizes that 

were adjusted for their test reliabilities. This analysis was not preregistered and investigated 

differences in average stability and the age, test-retest-interval, and ability moderator analyses 

(H1-4) to the main dataset as an open research question. In the preregistration, we stated that 

studies reporting latent correlations would be included in the meta-analysis. However, as latent 

factors are measurement error-free, we decided it was more appropriate to include these studies 

in this exploratory analysis.

Test-Retest Interval and Age Interaction in Children and Adolescents

The analyses from H1 and H2 were repeated based on the subsample comprised of 

preschool children, school-aged children and adolescents to test possible interaction effects of 



test-retest interval and age in this subpopulation. This was done to replicate the analyses 

conducted by Tucker-Drob and Briley (2014). Model fit indices for models testing linear, 

quadratic, and exponential test-retest interval and age effects and possible interaction effects are 

reported in Table S7. As in the complete dataset, the exponential functions reached the best 

model fits in for both moderators. However, in contrast to the complete dataset, the additional 

inclusion of the test-retest interval and age interaction did not lead to an improvement in model 

fit.

Results Based on Latent Correlations

Model fit indices for models testing linear, quadratic, and exponential test-retest interval 

and age effects and possible interaction effects based on latent correlations are reported in Table 

S8. Linear test-retest interval and age effects indicated the best fit. Step 2 and step 3 analyses 

indicated that the additional inclusion of the test-retest interval and age interaction did not lead to 

an improvement in model fit. The model parameters of the best fitting models are reported in 

Table S9. Note that the dataset based on latent correlations was too small for a meaningful 

interpretation of the parameters (i.e., df < 4).

The magnitude of rank order stability was ρ =.81 (df = 4.98, p < .001, CL [.68, .95]) when 

not controlling for test-retest interval and age (-20). Unfortunately, the dataset of latent 

correlations was too small to control for test-retest interval and age (-20). However, when 

residualizing out the effects of test-retest interval and age effects based on the results of the 

manifest correlations, a rank order stability of ρ = .85 (df = 4.93, p < .001, CL [.743, .951]) was 

observed for an expected test-retest interval of five years and a sample age of 20 years. Analyses 

testing H4 to H10 were not calculated because there were too few samples (i.e., h samples < 4).



Table S1

Information on Samples Providing Rank-Order Stability Effect Sizes Based on Manifest Values.

Sample Id Source e 

Effect 
Sizes

r n Mean 
Age in 
years

Test-
Retest 
Intervals 
in years

Abilit
y

Sample 
IQ

Test Family Varying 
measureme
nt intervals

Complet
e Test

Location Reliability

1937 Stanford Binet 
Standardization

Bradway & 
Thompson, 1962

5 .59 
- .85

109 4.00 - 
13.60

9.60 - 25.50 G 112.30 - 
112.80

mixed; Stanford 
Binet

different; 
same

complete US

ADEPT Raykov, 2000 4 .70 
- .87

161 72.00 0.50 Gf ADEPT; CFT; 
PMA

same complete
; not 
complete

US

Aberdeen Birth Cohort 1921 Deary, Whiteman et 
al., 2004; Whalley et 
al., 2004

2 .63 
- .65

74 - 
144

11.00 53.00 - 
66.00

G MHT; mixed different; 
same

complete
; not 
complete

UK

Aberdeen Birth Cohort 1936 Sandu et al., 2014 4 .45 
- .84

87 11.00 - 
68.60

5.00 - 62.00 G; Gf mixed; Raven different; 
same

complete
; not 
complete

UK

Adkins, 1937 Adkins, 1937 7 .65 - .81 77 13.00 - 
15.00

1.00 G Kuhlmann; 
Morgan 
mental; Otis

same complete US

Allan & Young, 1943 Allan & Young, 1943 2 .32 - .41 49 - 
51

3.75 - 
4.00

5.25 - 5.67 G 113.00 - 
120.00

mixed different complete US

Allen, 1945 Allen, 1945 1 .69 327 7.00 2.67 G Kuhlmann same complete US
Almas et al., 2016 Almas et al., 2016 10 .59 

- .82
45 - 
57

2.50 - 
8.00

1.00 - 9.50 G 100.26 - 
109.33

Bayley; mixed; 
Wechsler

different; 
same; 
same_family

complete US .88 - .96

Arthur et al., 2010 Arthur et al., 2010 1 .84 296 35.53 1.18 G mixed same complete US
Bartoi et al., 2015 Bartoi et al., 2015 5 .62 - .91 21 11.24 1.84 G; Gc; 

Gf; Gs; 
Gwm

91.62 Wechsler same complete US .86 - .97

Basso et al., 2002 Basso et al., 2002 7 .80 
- .90

51 23.80 0.38 G; Gc; 
Gs; Gv; 
Gwm

109.40 Wechsler same complete US .86 - .98

Baudson & Preckel, 2013a Baudson & Preckel, 
2013

1 .73 51 7.00 1.00 Gf THINK same complete Germany .73

Baudson & Preckel, 2013b Baudson & Preckel, 
2013

1 .70 66 8.00 1.00 Gf THINK same complete Germany .80

Baudson & Preckel, 2013c Baudson & Preckel, 
2013

1 .61 64 9.00 1.00 Gf THINK same complete Germany .76

Bauer & Smith, 1988 Bauer & Smith, 1988 6 -.25 
- .85

14 - 
28

4.92 1.00 Gc; Gf; 
Gv; 
Gwm

Kaufmann; 
Stanford Binet

same complete US

Bauer & Smith, 1988a Bauer & Smith, 1988 1 .93 14 4.92 1.00 G 109.50 Kaufmann same complete US .94
Bauer & Smith, 1988b Bauer & Smith, 1988 1 .20 14 4.92 1.00 G 107.29 Stanford Binet same complete US
Bavarian Longitudinal Study Breeman et al., 2015 10 .26 

- .77
197 - 
229

1.67 - 
8.00

2.00 - 24.33 G 101.80 - 
106.90

mixed different complete Germany .87 - .97

Bergold & Steinmayr, 2016 Bergold & 
Steinmayr, 2016

1 .63 148 6.67 0.75 Gf CFT same complete Germany .82

Berlin Aging Study Ghisletta & 
Lindenberger, 2003

6 .68 
- .79

132 - 
206

84.50 - 
88.37

2.04 - 5.90 Gc; Gs mixed same not 
complete

Germany

Betula project Gorbach et al., 2017 9 .61 - .84 152 - 
262

56.30 - 
66.30

5.00 - 15.00 Gl; Gs mixed same not 
complete

Sweden .77 - .80

Bonn Longitudinal Study of Rudinger & Rietz, 6 .56 121 - 70.00 - 2.00 G Raven, WAIS & different complete Germany



Sample Id Source e 

Effect 
Sizes

r n Mean 
Age in 
years

Test-
Retest 
Intervals 
in years

Abilit
y

Sample 
IQ

Test Family Varying 
measureme
nt intervals

Complet
e Test

Location Reliability

Aging 1994 - .66 184 74.00 HAWE
Bonney, 1943a Bonney, 1943 1 .76 48 9.00 1.00 G mixed different complete US
Bonney, 1943b Bonney, 1943 1 .93 17 10.00 1.00 G Kuhlmann same complete US
Bonney, 1943c Bonney, 1943 1 .71 17 10.00 1.00 G Kuhlmann same complete US
Bonney, 1943d Bonney, 1943 1 .78 12 10.00 1.00 G Kuhlmann same complete US
Bradshaw, 1964 Bradshaw, 1964 3 .50 

- .66
58 10.00 2.00 G; Gc; 

Gf
111.36 California Test 

of Mental 
Maturity

same; 
same_family

complete US

Bradway-McArdle Longitudinal 
Project (McArdle & Hamagami, 
1996)

McArdle & Wang, 
2008

30 -.05 
- .91

49 - 
110

3.90 - 
57.12

8.00 - 61.00 Gc; Gf SB; SB & WAIS; 
WAIS & WJ-R

different; 
same test; 
same_family

complete US

BrainSCALE cohort Koenis et al., 2015; 
Koenis et al., 2018

4 .70 
- .78

162 - 
259

9.90 - 
12.92

2.93 - 7.95 G 101.70 - 
103.00

Wechsler same; 
same_family

not 
complete

Netherland
s

Bryant & Roffe, 1978 Bryant & Roffe, 
1978

5 .71 - .85 38 6.00 0.07 G; Gc; 
Gl; Gq; 
Gv

McCarthy 
Scales

same not 
complete

US

Bryant et al., 1990 Bryant et al., 1990 1 .71 64 3.33 3.00 G Wechsler same family complete Germany
Bub et al., 2011 Bub et al., 2011 6 .60 

- .80
194 - 
214

8.23 - 
9.31

0.94 - 2.02 Gc; Gs Woodcock-
Johnson

same not 
complete

US .85 - .89

Capwell, 1945 Capwell, 1945 1 .88 85 15.00 0.67 G 101.88 Kuhlmann same complete US
Carioti et al., 2019 Carioti et al., 2019 1 .86 128 12.00 1.00 G Wechsler same complete Italy .96
Catron & Thompson, 1979 Catron & 

Thompson, 1979
8 .72 - .91 19 18.00 0.02 - 0.33 Gc; Gv Wechsler same complete US

Catron & Thompson, 1979a Catron & 
Thompson, 1979

1 .94 19 18.00 0.02 G 117.84 Wechsler same complete US

Catron & Thompson, 1979b Catron & 
Thompson, 1979

1 .83 19 18.00 0.08 G 118.00 Wechsler same complete US

Catron & Thompson, 1979c Catron & 
Thompson, 1979

1 .74 19 18.00 0.17 G 118.95 Wechsler same complete US

Catron & Thompson, 1979d Catron & 
Thompson, 1979

1 .90 19 18.00 0.33 G 118.95 Wechsler same complete US

Colom et al., 2012 Colom et al., 2012 2 .45 
- .74

10 18.95 0.12 G; Gf mixed; Raven same complete Spain

Colom et al., 2013 Colom et al., 2013 3 .48 
- .84

28 18.20 0.25 Gc; Gf; 
Gwm

mixed same not 
complete

Spain

Colorado Adoption Project Cardon & Fulker, 
1994; Petrill et al., 
2004

80 .06 
- .80

369 - 
691

1.00 - 
12.00

1.00 - 15.00 G; Gc; 
Gs; Gv; 
Gwm

106.08 - 
113.01

Bayley; mixed; 
Stanford Binet; 
Wechsler

different; 
same; 
same_family

complete
; not 
complete

US

Committee of Socialization and 
Social Structure of the Social 
Science Research Counsil - 1962a

Rees & Palmer, 1970 3 .76 
- .79

45 - 
243

6.00 - 
12.00

5.00 - 11.00 G 117.16 - 
117.98

Stanford Binet same_family complete US .94

Committee of Socialization and 
Social Structure of the Social 
Science Research Counsil - 1962b

Rees & Palmer, 1970 3 .76 
- .83

45 - 
233

6.00 - 
12.00

5.00 - 11.00 G 114.33 - 
119.09

Stanford Binet same_family complete US .94

Crano et al., 1972 Crano et al., 1972; 
Schmidt & Crano, 
1974

5 .67 
- .83

1501 
- 
5495

10.00 2.00 G; Gc; 
Gf

98.90 Lorge-
Thorndike

same_family complete US

Croake, Keller & Catlin, 1973a Croake, Keller & 
Catlin, 1973

1 .96 11 4.25 1.00 G 98.00 Wechsler same complete US

Croake, Keller & Catlin, 1973b Croake, Keller & 
Catlin, 1973

1 .75 11 4.75 1.00 G 92.00 Wechsler same complete US

Crockett et al., 1975 Crockett et al., 1975 6 .41 - .61 42 5.59 3.79 G; Gc; 
Gv

87.46 - 
91.91

mixed; 
Wechsler

different; 
same; 
same_family

complete US



Sample Id Source e 

Effect 
Sizes

r n Mean 
Age in 
years

Test-
Retest 
Intervals 
in years

Abilit
y

Sample 
IQ

Test Family Varying 
measureme
nt intervals

Complet
e Test

Location Reliability

Cross cultural Longitudinal ‐

Analysis of Student Success
Tikhomirova et al., 
2019

12 .25 
- .60

121 - 
295

7.46 - 
9.46

1.00 - 3.00 Gf Raven same not 
complete

Kyrgyzstan
; Russia

.90

Danish Twin Registry Starnawska et al., 
2017

1 .67 480 56.00 11.00 G mixed same not 
complete

Denmark

Deary, 1995 Deary, 1995 1 .64 108 11.75 2.00 Gf Raven same complete UK
Demetriou et al., 2013a Demetriou et al., 

2013
9 .61 - .78 113 5.74 - 

7.74
1.00 - 2.00 Gf; Gs; 

Gwm
mixed same complete Cyprus .84 - .96

Demetriou et al., 2013b Demetriou et al., 
2013

3 .33 - .71 395 9.32 1.00 Gf; Gs; 
Gwm

mixed same complete Cyprus .84 - .96

Dudek et al., 1969 Dudek et al., 1969 3 .71 - .85 100 6.50 - 
7.50

1.00 - 2.00 G 106.00 - 
108.00

Wechsler same complete Canada

Dunkel et al., 2018 Dunkel et al., 2018 2 .71 
- .80

117 11.00 7.00 Gc; Gv Wechsler same_family not 
complete

US

Ellzey & Karnes, 1990 Ellzey & Karnes, 
1990

3 .33 
- .57

46 7.68 1.54 G; Gc; 
Gv

127.93 - 
134.17

Wechsler same complete US

Estrada et al., 2015 Estrada et al., 2015 1 .51 193 20.13 0.08 Gf Raven same complete US
Frischkorn et al., 2014 Frischkorn et al., 

2014
1 .57 277 13.62 1.00 Gf mixed different complete Germany .80

Fullerton Longitudinal Study Gottfried et al., 2011; 
McCoach et al., 2017

69 .15 - .85 104 - 
128

1.00 - 
15.00

0.50 - 16.00 G 108.00 - 
116.40

Bayley; 
McCarthy 
Scales; mixed; 
Wechsler

different; 
same; 
same_family

complete US

Gathercole et al., 1992 Gathercole et al., 
1992

6 .20 
- .64

80 4.58 - 
6.58

1.00 - 3.00 Gf Raven same complete UK .69 - .90

Ghisletta et al., 2019 Ghisletta et al., 2019 6 .69 
- .86

92 52.20 - 
56.46

2.21 - 4.70 Gc; Gf CFT; ETS same complete US .74

Gjerde et al., 1985 Gjerde et al., 1985 2 .60 
- .62

26 - 
27

4.00 7.00 G 119.43 - 
120.27

Wechsler same_family complete US

Glostrup 1914 Cohort Gow et al., 2012 6 .78 
- .90

505 - 
734

50.00 - 
70.00

10.00 - 
30.00

G Wechsler same complete
; not 
complete

Denmark

Gold Study (Gottschalk, 1939) Weinert & Hany, 
2000

3 .79 
- .88

86 40.70 25.00 G; Gf; 
Gv

Wechsler same complete Germany

Gold et al., 1995 Gold et al., 1995 2 .52 
- .78

316 24.75 40.00 Gc; Gv Examination M same complete Canada

Green et al., 2017 Green et al., 2017 3 .71 - .87 69 10.17 - 
11.58

1.49 - 3.27 Gf mixed same not 
complete

US

Gregory et al., 2009 Gregory et al., 2009 1 .70 121 77.60 1.50 Gf Raven same not 
complete

Australia

Grover & Hertzog, 1991 Grover & Hertzog, 
1991

6 .79 
- .94

420 62.32 2.00 Gc; Gf; 
Gq; Gs; 
Gv

mixed same not 
complete

US

Heim & Wallace, 1949 Heim & Wallace, 
1949

28 .80 
- .98

9 35.00 - 
35.12

0.02 - 0.15 G Alice Heim same complete UK

Helder et al., 2016 Helder et al., 2016 3 .75 
- .89

19 - 
21

8.93 - 
9.89

0.96 - 1.97 G 79.76 - 
81.90

Wechsler same complete US .96 - .97

Helsinki Birth Cohort Study Rantalainen et al., 
2016

4 .62 
- .78

328 20.10 47.40 G; Gq; 
Grw; 
Gv

Finnish 
Defence Forces 
Basic 
Intellectual 
Ability Test

same complete Finland

Henmon & Burns, 1923 Henmon & Burns, 
1923

1 .91 59 10.00 2.00 G Stanford Binet same complete US

Hertzig et al., 1971a Hertzig et al., 1971 1 .71 57 3.00 3.00 G 95.62 Stanford Binet same complete US



Sample Id Source e 

Effect 
Sizes

r n Mean 
Age in 
years

Test-
Retest 
Intervals 
in years

Abilit
y

Sample 
IQ

Test Family Varying 
measureme
nt intervals

Complet
e Test

Location Reliability

Hertzig et al., 1971b Hertzig et al., 1971 1 .66 110 3.00 3.00 G 122.47 Stanford Binet same complete US
Hindley& Owen, 1978 Hindley& Owen, 

1978
21 .18 - .89 84 - 

192
1.50 - 
14.00

1.50 - 15.50 G Alice Heim; 
mixed; Stanford 
Binet

different; 
same

complete UK .85 - .90

Hoekstra et al., 2007 Hoekstra et al., 2007 20 .47 
- .80

115 - 
192

5.30 - 
12.00

1.50 - 12.90 Gc; Gv mixed; RAKIT; 
Wechsler

different; 
same

complete Netherland
s

Hopkins & Bibelheimer, 1971 Hopkins & 
Bibelheimer, 1971

6 .65 
- .79

354 8.53 - 
12.50

1.00 - 5.00 G 97.70 - 
104.40

CTMM same complete US

Hopp et al., 1997 Hopp et al., 1997 6 .84 
- .90

44 81.39 1.00 - 2.17 Gc; Gv Wechsler same not 
complete

Sweden .76 - .83

Hülür et al., 2018 Hülür et al., 2018 2 .74 
- .79

112 14.70 2.00 Gc; Gf BEFKI same complete Germany .82 - .86

Interdisciplinary Study on Adult 
Development

Hülür et al., 2020 9 .73 
- .85

210 - 
268

44.00 - 
56.00

9.00 - 21.00 Gc; Gf; 
Gs

mixed; 
Wechsler

same not 
complete

Germany

Irwin, 1966 Irwin, 1966 6 .83 
- .98

29 5.92 - 
10.83

0.08 - 0.10 G; Gc; 
Gv

Wechsler same complete US

Jankowska et al., 2014 Jankowska et al., 
2014

9 -.51 
- .58

30 8.00 - 
10.80

2.80 - 5.60 G; Gc; 
Gv

77.83 - 
79.48

Wechsler same complete Poland

Jintan Child Study Taji et al., 2019 3 .42 
- .56

675 6.00 6.00 G; Gc; 
Gv

104.18 Wechsler same_family complete China

Kangas & Bradway, 1971 Kangas & Bradway, 
1971

14 .39 
- .85

48 3.75 - 
32.92

10.00 - 
38.00

G; Gc; 
Gv

109.60 - 
124.10

mixed; Stanford 
Binet; Wechsler

different; 
same; 
same_family

complete US

Kieng et al., 2017 Kieng et al., 2017 6 .60 
- .80

277 8.83 1.73 G; Gc; 
Gf; Gs; 
Gv; 
Gwm

100.80 Wechsler same complete Switzerlan
d

.96

Klonoff, 1972a Klonoff, 1972 3 .72 
- .76

27 5.00 - 
6.00

1.00 - 2.00 G 109.70 - 
115.10

Wechsler same complete Canada

Klonoff, 1972b Klonoff, 1972 3 .73 
- .77

13 6.00 - 
7.00

1.00 - 2.00 G 111.20 - 
116.30

Wechsler same complete Canada

Klonoff, 1972c Klonoff, 1972 3 .74 
- .79

23 7.00 - 
8.00

1.00 - 2.00 G 114.70 - 
115.60

Wechsler same complete Canada

Klonoff, 1972d Klonoff, 1972 3 .76 
- .82

27 8.00 - 
9.00

1.00 - 2.00 G 113.70 - 
115.90

Wechsler same complete Canada

Klonoff, 1972e Klonoff, 1972 3 .75 
- .84

16 9.00 - 
10.00

1.00 - 2.00 G 117.70 - 
118.90

Wechsler same complete Canada

Klonoff, 1972f Klonoff, 1972 3 .74 
- .84

22 10.00 - 
11.00

1.00 - 2.00 G 112.80 - 
113.70

Wechsler same complete Canada

Klonoff, 1972g Klonoff, 1972 3 .77 
- .85

17 11.00 - 
12.00

1.00 - 2.00 G 112.10 - 
115.10

Wechsler same complete Canada

Klonoff, 1972h Klonoff, 1972 3 .78 
- .89

17 12.00 - 
13.00

1.00 - 2.00 G 115.80 - 
117.50

Wechsler same complete Canada

Klonoff, 1972i Klonoff, 1972 3 .87 
- .92

11 13.00 - 
14.00

1.00 - 2.00 G 114.70 - 
117.50

Wechsler same complete Canada

Kogan & Pankove, 1972a Kogan & Pankove, 
1972

1 .75 54 10.50 5.00 G mixed different complete US

Kogan & Pankove, 1972b Kogan & Pankove, 
1972

1 .73 47 10.50 5.00 G mixed different complete US

LOGIC Study Schneider et al., 
2009

42 .26 - .81 152 - 
205

4.00 - 
18.00

1.00 - 19.00 Gf; Gv CFT; CMMS; 
Wechsler

different; 
same family; 
same test

complete Germany

Lassiter & Matthews, 1999 Lassiter & 
Matthews, 1999

1 .62 52 23.00 0.10 G 106.50 general Ability 
Measure for 

same complete US



Sample Id Source e 

Effect 
Sizes

r n Mean 
Age in 
years

Test-
Retest 
Intervals 
in years

Abilit
y

Sample 
IQ

Test Family Varying 
measureme
nt intervals

Complet
e Test

Location Reliability

Adults
Lifestyle and Cognition Follow-
up Study 2015

Grønkjær et al., 2019 1 .81 1543 20.00 41.00 G BPP same complete Denmark

Livingston et al., 2003 Livingston et al., 
2003

3 .82 
- .85

60 10.43 3.09 G; Gc; 
Gv

93.00 Wechsler same complete US

London longitudinal study of 
normal development

Hindley & Owen, 
1979

6 .55 
- .89

84 - 
193

1.50 - 
14.00

1.50 - 3.00 G Alice Heim; 
mixed; Stanford 
Binet

different; 
same

complete UK

Longitudinal Auckland 
Birthweight Collaborative study

D'Souza et al. 2016 1 .75 546 7.00 4.00 G 109.80 Wechsler same_family complete New 
Zealand

.96

Lonner et al., 1985 Lonner et al., 1985 1 .56 100 12.10 2.00 Gf Raven same complete US
Lothian Birth Cohort 1921 Deary et al., 2013; 

Deary, Whalley et 
al., 2004; Deary, 
Whiteman et al., 
2004; Gow et al, 
2011; Gow et al., 
2005

9 .51 - .84 87 - 
496

10.90 - 
87.00

1.00 - 79.00 G; Gf MHT; Raven same complete UK

Lothian Birth Cohort 1936 Deary et al., 2012; 
Gow et al, 2011; 
Okely et al., 2019; 
Ritchie et al., 2015; 
von Stumm & 
Deary, 2013

7 .54 
- .69

550 - 
1729

10.90 - 
11.00

58.59 - 
70.62

G 101.62 - 
102.10

MHT; mixed different; 
same

complete
; not 
complete

UK .81

Louisville Twin Study Giangrande et al., 
2019

10 .78 - .91 306 - 
942

7.00 - 
12.00

1.00 - 8.00 G 98.34 - 
102.82

Wechsler same complete US

Lowe et al., 1987 Lowe et al., 1987 9 .64 
- .79

37 - 
94

5.90 - 
9.83

3.93 - 11.52 G; Gc; 
Gv

77.87 - 
78.45

Wechsler same_family complete US

MAGRIP Schalke et al., 2013 4 .72 
- .87

344 11.70 40.00 Gc; Gf; 
Gs; Gv

Leistungsprüfs
ystem

same not 
complete

Luxembour
g

.90 - .99

MacArthur Longitudinal Twin 
Study

Cherny et al., 1994 3 .43 
- .67

656 - 
661

1.17 - 1.67 0.33 - 0.83 G 104.30 Bayley same complete US

Martin et al., 1977 Martin et al., 1977 2 .80 
- .83

40 20.00 0.12 G Shipley 
Institute of 
Living Scale; 
Slosson

same complete US

Matarazzo et al., 1973 Matarazzo et al., 
1973

3 .84 - .91 29 24.00 0.39 G; Gc; 
Gv

118.10 Wechsler same complete US

Mayo's Older Americans 
Normative Studies,

Ivnik et al., 1995; 
Smith et al. 1997

4 .70 
- .86

160 - 
271

69.00 - 
72.20

3.70 - 3.97 G; Gc; 
Gv

Wechsler same complete
; not 
complete

US

McArdle & Epstein, 1987 McArdle & Epstein, 
1987

6 .76 
- .87

204 6.07 - 
8.80

0.88 - 4.72 G 86.30 - 
94.30

Wechsler same complete US

McArdle et al., 2002a McArdle et al., 2002 10 .29 
- .65

161 4.00 1.80 G; Ga; 
Gc; Gf; 
Gl; Gq; 
Grw; 
Gs; Gv; 
Gwm

Woodcock-
Johnson

same not 
complete

US .82 - .95

McArdle et al., 2002b McArdle et al., 2002 10 .65 
- .83

177 8.00 1.60 G; Ga; 
Gc; Gf; 
Gl; Gq; 
Grw; 
Gs; Gv; 

Woodcock-
Johnson

same not 
complete

US .82 - .95



Sample Id Source e 

Effect 
Sizes

r n Mean 
Age in 
years

Test-
Retest 
Intervals 
in years

Abilit
y

Sample 
IQ

Test Family Varying 
measureme
nt intervals

Complet
e Test

Location Reliability

Gwm
McArdle et al., 2002c McArdle et al., 2002 10 .57 

- .92
269 16.00 1.40 G; Ga; 

Gc; Gf; 
Gl; Gq; 
Grw; 
Gs; Gv; 
Gwm

Woodcock-
Johnson

same not 
complete

US .82 - .95

McArdle et al., 2002d McArdle et al., 2002 10 .58 
- .89

280 31.00 3.00 - 3.75 G; Ga; 
Gc; Gf; 
Gl; Gq; 
Grw; 
Gs; Gv; 
Gwm

Woodcock-
Johnson

same not 
complete

US .82 - .95

McArdle et al., 2002e McArdle et al., 2002 10 .58 
- .94

218 67.00 3.10 G; Ga; 
Gc; Gf; 
Gl; Gq; 
Grw; 
Gs; Gv; 
Gwm

Woodcock-
Johnson

same not 
complete

US .82 - .95

McGhee & Lieberman, 1990a McGhee & 
Lieberman, 1990

1 .89 25 15.50 0.06 Gf TONI same complete US .85

McGhee & Lieberman, 1990b McGhee & 
Lieberman, 1990

1 .83 25 15.50 0.06 Gf TONI same complete US .85

Metropolit 1953 Danish Male 
Birth Cohort

Hegelund et al., 
2020

3 .68 
- .73

2486 
- 
7389

12.00 - 
23.50

11.50 - 
45.00

G mixed different complete
; not 
complete

Denmark

Milgram, 1971a Milgram, 1971 5 .34 - .81 27 3.00 - 
7.00

1.00 - 5.00 G 86.30 - 
93.40

Stanford Binet same complete US

Milgram, 1971b Milgram, 1971 5 .44 
- .79

32 3.00 - 
7.00

1.00 - 5.00 G 84.80 - 
89.10

Stanford Binet same complete US

Moore, 1967a Moore, 1967 2 .67 
- .73

41 3.00 2.00 - 5.00 G 110.15 Stanford Binet same complete UK

Moore, 1967b Moore, 1967 2 .64 
- .82

35 3.00 2.00 - 5.00 G 113.65 Stanford Binet same complete UK

Mortensen & Kleven, 1993 Mortensen & 
Kleven, 1993

9 .82 
- .94

141 50.00 - 
60.00

10.00 - 
20.00

G; Gc; 
Gv

100.56 Wechsler same complete Denmark

National Child Development 
Study

Kanazawa et al., 
2013

3 .66 
- .85

1446
9 - 
1549
6

7.00 - 
11.00

4.00 - 9.00 G mixed different not 
complete

UK .69 - .83

National Collaborative Perinatal 
Project

Beaver et al., 2013; 
Denno et al., 1982

2 .51 - .67 3013 
- 
4174

4.00 3.00 G 94.30 - 
96.73

mixed different complete
; not 
complete

US

Netherlands twin register Bartels et al., 2002; 
Brouwer et al., 2014; 
Hoekstra et al., 
2007; Polderman et 
al., 2006; van Soelen 
et al., 2011

33 .47 
- .80

177 - 
394

5.30 - 
12.00

1.50 - 13.00 G; Gc; 
Gv

99.90 - 
115.50

mixed; RAKIT; 
Wechsler

different; 
same; 
same_family

complete
; not 
complete

Netherland
s

Nisbet, 1957 Nisbet, 1957 3 .39 
- .48

141 22.50 24.00 G; Gc; 
Gq

Simplex group 
test

same not 
complete

UK

Nkaya et al., 1994a Nkaya et al., 1994 3 .54 
- .67

63 12.30 - 
12.34

0.04 - 0.08 Gf Raven same complete France

Nkaya et al., 1994b Nkaya et al., 1994 3 .78 88 13.30 - 0.04 - 0.08 Gf Raven same complete Congo



Sample Id Source e 

Effect 
Sizes

r n Mean 
Age in 
years

Test-
Retest 
Intervals 
in years

Abilit
y

Sample 
IQ

Test Family Varying 
measureme
nt intervals

Complet
e Test

Location Reliability

- .87 13.34
O'Connor et al., 2019 O'Connor et al., 2019 1 .46 87 4.92 1.25 G 95.92 Wechsler same not 

complete
Ireland .94

Ölhafen et al., 2013 Ölhafen et al., 2013 1 .77 15 25.20 0.06 Gf BOMAT same complete Switzerlan
d

.82

Örebo project Magnusson & 
Backteman, 1978

24 .44 
- .84

1000 10.00 - 
13.00

2.00 - 5.00 G; Gc; 
Gf; Gv

DBA; mixed different; 
same

not 
complete

Sweden .94 - .95

Paolo & Ryan, 1993 Paolo & Ryan, 1993 3 .89 
- .93

61 78.93 0.18 G; Gc; 
Gv

103.90 Wechsler same complete US

Parenting for the First Time 
project

Narvaez et al., 2013 1 .61 324 2.00 1.00 G 127.94 Bayley same complete US .90

Persson et al., 2016 Persson et al., 2016 1 .78 90 52.80 2.07 Gf CFT same complete US .95
Physical Activity and Cognition 
in Early Childhood (PACE) study 
(Carson, Abdul Rahman, & 
Wiebe, 2017)

Verswijveren et al., 
2020

1 .59 77 4.21 0.50 G 112.67 Woodcock-
Johnson

same not 
complete

Canada

Pluck et al., 2018 Pluck et al., 2018 1 .93 20 33.67 0.08 G Matrix-
Matching Test

same complete Ecuador .75

Port Pirie Cohort Study Keage et al., 2016 6 .37 
- .75

388 2.00 - 
7.00

2.00 - 10.00 G 100.72 - 
109.14

mixed; 
Wechsler

different; 
same

complete Australia

Project Head Start Krohn & Lamp, 
1999; Lamp & 
Krohn, 1990

36 .34 
- .85

65 - 
71

4.75 - 
6.75

2.00 - 4.90 G; Gc; 
Gf; Gq; 
Gv; 
Gwm

93.30 - 
93.80

Kaufmann; 
Stanford Binet

same complete US .86 - .94

Quereshi, 1968a Quereshi, 1968 3 .68 
- .80

62 5.50 0.29 G; Gc; 
Gv

Wechsler same not 
complete

US

Quereshi, 1968b Quereshi, 1968 3 .54 
- .72

68 7.00 0.29 G; Gc; 
Gv

Wechsler same not 
complete

US

Quereshi, 1968c Quereshi, 1968 3 .80 
- .92

66 9.00 0.29 G; Gc; 
Gv

Wechsler same not 
complete

US

Quereshi, 1968d Quereshi, 1968 3 .75 
- .82

64 11.00 0.29 G; Gc; 
Gv

Wechsler same not 
complete

US

Quereshi, 1968e Quereshi, 1968 3 .82 
- .89

68 13.00 0.29 G; Gc; 
Gv

Wechsler same not 
complete

US

Raguet et al., 1996 Raguet et al., 1996 1 .90 51 72.00 1.03 G 111.50 Wechsler same complete US
Randall et al., 2016 Randall et al., 2016 1 .70 318 19.05 0.12 G Wonderlic same complete US
Raz et al., 2008 Raz et al., 2008 4 .64 - .81 85 - 

87
54.29 5.26 Gc; Gf; 

Gwm
CFT; ETS; 
mixed

same complete US .95

Razavieh & Shahim, 1990 Razavieh & Shahim, 
1990

3 .76 
- .87

30 5.30 0.11 G; Gc; 
Gv

101.10 Wechsler same complete Iran

Reeve & Lam, 2005 Reeve & Lam, 2005 2 .90 
- .94

123 19.93 0.00 - 0.01 G Employee 
Aptitude 
Survey

same complete US

Reuben et al., 2019 Reuben et al., 2019 3 .49 
- .70

1989 5.00 - 
12.00

6.00 - 13.00 G 95.80 - 
96.25

Wechsler same_family not 
complete

US

Richerson et al., 2014 Richerson et al., 
2014

5 .65 
- .82

352 7.50 2.80 G; Gc; 
Gs; Gv; 
Gwm

90.30 Wechsler same complete
; not 
complete

US

Rochester Longitudinal Study Sameroff et al., 1993 1 .72 152 4.00 9.00 G Wechsler same_family not 
complete

US .89

Rose et al., 1991 Rose et al., 1991 3 .64 
- .82

45 - 
49

3.00 - 
4.00

1.00 - 2.00 G 87.80 - 
92.20

mixed; Stanford 
Binet

different; 
same

complete US

Rugg & Colloton, 1921 Rugg & Colloton, 
1921

1 .84 137 9.31 1.08 G Stanford Binet same complete US



Sample Id Source e 

Effect 
Sizes

r n Mean 
Age in 
years

Test-
Retest 
Intervals 
in years

Abilit
y

Sample 
IQ

Test Family Varying 
measureme
nt intervals

Complet
e Test

Location Reliability

Ryan et al., 2010 Ryan et al., 2010 5 .49 
- .80

43 7.77 0.91 G; Gc; 
Gs; Gv; 
Gwm

111.63 Wechsler same complete US .87 - .96

Schwartzman et al., 1987 Schwartzman et al., 
1987

3 .54 
- .82

259 64.70 40.00 G; Gc; 
Gv

Examination M same complete Canada .85 - .95

Scottish Mental Survey Deary et al., 2009 1 .66 73 11.00 66.00 G MHT same test complete Scottland
Scottish Mental Survey 1932 Deary et al., 2004; 

Deary, Whalley et 
al., 2000

2 .63 
- .78

87 - 
101

11.00 - 
77.00

1.00 - 66.00 G; Gf MHT; Raven same complete UK

Scottish Mental Survey 1947 Deary & Brett, 2015; 
Deary et al., 2008

3 .50 
- .80

107 - 
1112

11.00 0.08 - 16.17 G 111.20 - 
118.50

mixed different complete UK

Seattle Longitudinal Study Schaie, 2013 1 .85 2787 53.00 7.00 G PMA same test complete US .89
Sherman et al., 2014 Sherman et al., 2014 1 .75 45 10.16 3.00 G 118.50 Wechsler same_family complete US
Singapore-Longitudinal Aging 
Brain Study

Leong et al., 2017 18 .69 
- .93

61 - 
111

67.10 - 
71.10

2.00 - 6.00 G; Gs; 
Gwm

98.63 - 
100.14

mixed same not 
complete

Singapore

Smith et al., 1996 Smith et al., 1996 3 .66 
- .79

47 9.67 2.75 G; Gc; 
Gv

81.72 Wechsler same_family complete US

Snow et al., 1989 Snow et al., 1989 3 .85 
- .90

101 67.10 1.10 G; Gc; 
Gv

116.00 Wechsler same complete Canada .76 - .92

Sparks et al., 2013 Sparks et al., 2013 1 .68 54 6.75 10.00 G CTB same complete US .86
Starkweather, 2009 Starkweather, 2009 2 .42 

- .69
263 71.83 1.75 Gc; Gf Wechsler same not 

complete
US

Strand, 2004 Strand, 2004 4 .76 
- .89

1062
1

10.50 3.00 G; Gc; 
Gf; Gq

99.50 CAT same complete UK .91 - .94

The Harvard Growth Study Humphreys et al., 
1985

90 .53 
- .90

391 - 
495

8.00 - 
16.00

1.00 - 9.00 G mixed different; 
same; 
same_family

complete US

The LOGIC study Schneider et al., 
2014; Ziegler et al., 
2012

33 .26 - .81 118 - 
193

4.00 - 
17.00

1.00 - 20.50 Gc; Gf CFT; CMMS; 
mixed; 
Wechsler

different; 
same; 
same_family

complete
; not 
complete

Germany .86 - .97

The Third Harvard Growth Study Dauphinais & 
Bradley, 1979

1 .62 80 13.00 49.00 G mixed different complete US

Thompson & Molly, 1993a Thompson & Molly, 
1993

3 .82 
- .92

26 16.12 0.26 G; Gc; 
Gv

97.30 Wechsler same complete US

Thompson & Molly, 1993b Thompson & Molly, 
1993

3 .79 
- .95

26 16.06 1.51 G; Gc; 
Gv

102.20 Wechsler same complete US

Thompson & Sota, 1998 Thompson & Sota, 
1998

3 .74 
- .88

23 16.40 0.11 G; Gc; 
Gv

108.10 Wechsler same_family complete Canada .92 - .96

Thompson & Sota, 1998a Thompson & Sota, 
1998

3 .82 
- .92

26 16.09 0.26 G; Gc; 
Gv

97.30 Wechsler same complete Canada

Thompson & Sota, 1998b Thompson & Sota, 
1998

3 .79 
- .95

26 16.09 1.51 G; Gc; 
Gv

102.20 Wechsler same complete Canada

Thorndike, 1977 b Thorndike, 1977 1 .74 248 5.00 3.00 G 110.30 Stanford Binet same complete US
Thorndike, 1977a Thorndike, 1977 1 .70 211 4.00 3.00 G 110.20 Stanford Binet same complete US
Thorndike, 1977c Thorndike, 1977 1 .77 204 6.00 3.00 G 108.20 Stanford Binet same complete US
Tuma & Appelbaum, 1980 Tuma & 

Appelbaum, 1980
3 .89 

- .95
45 10.43 0.49 G; Gc; 

Gv
102.40 Wechsler same complete US .66 - .75

Twin Infant Project Bishop et al., 2003 28 .06 
- .81

535 - 
1395

1.00 - 
10.00

1.00 - 11.00 G Bayley; mixed; 
Stanford Binet; 
Wechsler

different; 
same

complete US

Twins Early Development Study Cowan et al., 2018; 
Haworth et al., 2007

4 .40 
- .66

948 - 
987

7.00 - 
10.00

1.00 - 3.00 G mixed different not 
complete

UK

Twins, Adoptees, Peers and 
Siblings

Segal et al., 2007 3 .42 
- .54

84 5.11 5.65 G; Gc; 
Gv

105.86 Wechsler same not 
complete

US
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r n Mean 
Age in 
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Retest 
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Abilit
y
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Complet
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UVG longitudinal study Mansukoski et al., 
2020

15 .61 - .88 1430 
- 
1273
3

6.50 - 
12.50

1.00 - 8.00 G 91.32 - 
98.09

Otis same complete Guatemala

Uka et al., 2019 Uka et al., 2019 3 .68 
- .79

96 - 
136

4.50 - 
5.08

0.58 - 1.17 Gf Raven same complete Kosovo .72

Van der Stel et al., 2013 Van der Stel et al., 
2013

3 .71 - .82 25 13.00 - 
14.00

1.00 - 2.00 G mixed same not 
complete

Netherland
s

Vance et al., 1998 Vance et al., 1998 3 .89 
- .94

166 9.80 3.00 G; Gc; 
Gv

88.60 Wechsler same_family complete US

Vietnam Era Twin Study of 
Aging

Franz et al., 2011; 
Kremen et al., 2019; 
Lyons et al., 2009; 
Lyons et al., 2017

10 .73 
- .85

795 - 
1273

19.67 - 
56.00

5.65 - 42.00 Gc AFQT same complete US; 
Vietnam

Vietnam Experience Study Larsen et al., 2008 1 .85 4321 19.92 17.90 Gc AFQT same complete US
Villado et al., 2016 Villado et al., 2016 4 .62 

- .86
307 20.08 0.12 G; Gf Raven; 

Wonderlic
same complete

; not 
complete

US .75 - .89

Virginia Cognitive Aging Project Salthouse, 2012 I; 
Salthouse, 2014

17 .66 
- .92

182 - 
659

28.80 - 
72.30

2.30 - 6.00 Gc; Gf; 
Gs; Gv; 
Gwm

mixed; Raven; 
Wechsler

same complete
; not 
complete

US

Virginia Cognitive Aging Project 
_a

Salthouse, 2012 II 10 .80 
- .96

148 28.50 0.02 - 2.70 Gc; Gf; 
Gs; Gv; 
Gwm

mixed; 
Wechsler

same not 
complete

US

Virginia Cognitive Aging Project 
_b

Salthouse, 2012 II 10 .76 
- .95

313 49.50 0.02 - 2.70 Gc; Gf; 
Gs; Gv; 
Gwm

mixed; 
Wechsler

same not 
complete

US

Virginia Cognitive Aging Project 
_c

Salthouse, 2012 II 10 .74 
- .95

268 69.50 0.02 - 2.70 Gc; Gf; 
Gs; Gv; 
Gwm

mixed; 
Wechsler

same not 
complete

US

Virginia Cognitive Aging Project 
_d

Salthouse, 2012 II 10 .63 
- .92

54 88.50 0.02 - 2.70 Gc; Gf; 
Gs; Gv; 
Gwm

mixed; 
Wechsler

same not 
complete

US

Watkins & Smith, 2013 Watkins & Smith, 
2013

5 .65 - .81 344 - 
348

8.74 2.84 G; Gc; 
Gs; Gv; 
Gwm

90.32 Wechsler same complete US .79 - .89

Welter et al., 2018 Welter et al., 2018 2 .46 
- .56

24 8.04 0.69 Gf CRT; Raven same complete Germany

West of Scotland Twenty-07 
study

Deary et al., 2009 2 .74 
- .80

524 56.10 12.80 Gq; 
Grw

Alice Heim same complete UK

Western Reserve Reading Project Hart et al., 2007 1 .72 409 6.00 1.00 G 100.41 Stanford Binet same not 
complete

US .95

Yuan et al., 2018 Yuan et al., 2018 12 .75 - .91 24 - 
37

64.00 - 
66.90

1.26 - 7.53 Gc; Gf CFT; ETS same complete US .95

Zax et al., 1972 Zax et al., 1972 4 .58 
- .68

119 - 
284

9.00 1.00 - 4.00 Gc OQST same_family complete US

Zurich Longitudinal Study on 
Cognitive Aging

Aschwanden et al., 
2017

2 .72 - .91 236 74.12 4.00 Gf; Gl mixed; Raven same not 
complete

Switzerlan
d

Zurich generational study Jenni et al., 2011 15 .56 
- .80

215 - 
245

7.00 - 
16.00

1.00 - 9.00 G 102.92 - 
111.25

AID; mixed; 
Wechsler

different; 
same; 
same_family

complete Switzerlan
d



Table S2 

Frequencies and Descriptive Statistics of Study Variables

Correlation Type Manifest Latent

Sub-Dataset All abils. g Ga Gc Gf Gl Gq Grw Gs Gv Gwm All abils.

e effect sizes 1288 650 5 195 172 13 15 7 52 134 45 50

h samples 205 151 5 76 60 8 12 7 26 60 24 6

n overall 87508 75306 1105 32634 23640 1586 13244 1957 5898 9737 4535 18107

n per effect size

- M 440.53 593.07 221 329.48 290.10 201.77 896.20 279.57 224.08 209.61 197.53 1743.10

- SD 1391.1 1764.26 53.22 924.62 957.95 70.16 2694.1 122.86 132.68 218.71 150.06 1951.82

- Minimal value 9 9 161 14 10 38 38 161 21 14 14 125

- Maximal value 15496 15496 280 10621 10621 280 10621 524 659 1000 659 12661

- Median 161 193 218 148 121 218 177 269 210 152 148 990

- Mode 495 495 269 51 51 153 65 161 369 152 169 990

r

- M .67 .67 .64 .69 .63 .69 .66 .74 .70 .66 .62 .85

- SD 0.19 0.19 0.09 0.21 0.19 0.10 0.20 0.23 0.19 0.17 0.23 0.17

- Minimal value -.51 .06 .57 -.51 -.05 .54 .38 .29 .14 .19 -.25 .38

- Maximal value .98 .98 .78 .96 .92 .91 .94 .94 .93 .97 .87 1.05

- Median .71 .71 .60 .73 .66 .71 .74 .78 .76 .66 .68 .90

- Mode .80 .78 .57 .74 .87 .54 .38 .29 .69 .54 .84 .89

Duration of the test-retest intervals (years)

- M 6.52 6.75 2.26 8.24 6.18 5.01 7.50 10.25 4.19 5.58 2.58 5.96

- SD 10.81 11.79 0.93 11.65 10.04 4.25 12.61 16.86 6.18 7.89 1.84 3.22

- Minimal value 0.003 0.003 1.40 0.02 0.02 0.07 0.07 1.40 0.02 0.02 0.02 0.50

- Maximal value 79.00 79.00 3.24 61.00 61.00 15.00 47.40 47.40 40.00 47.40 6.34 12.80

- Median 3.00 3.00 1.80 3.70 2.00 4.00 2.90 3.10 2.70 3.00 2.00 6.00

- Mode 2.00 1.00 1.40 2.00 2.00 5.00 2.00 1.80 2.00 2.00 2.00 4.00

Age (years)

- M 18.07 12.03 25.20 22.65 22.59 43.38 21.64 28.89 38.06 19.24 30.75 57.46

- SD 21.37 14.73 25.55 23.80 23.81 26.26 22.30 24.14 30.01 22.39 28.92 22.33

- Minimal value 1.00 1.00 4.00 3.00 3.90 4.00 4.00 4.00 3.00 3.00 3.00 4.25

- Maximal value 88.50 87.00 67.00 88.50 88.50 74.12 67.00 67.00 88.50 88.50 88.50 73.20

- Median 9.10 8.00 16.00 10.43 10.08 56.30 10.50 20.10 29.90 9.73 16.00 64.90

- Mode 4.00 3.00 16.00 10.00 4.00 56.30 4.75 4.00 3.00 4.00 3.00 64.90

Gender (female percentage %)

- M 50.05 48.94 53.50 47.73 54.99 52.93 50.26 46.07 54.06 48.61 57.96 53.62

- SD 23.19 27.07 0.00 23.21 16.02 2.78 15.52 20.32 9.30 18.63 12.07 1.56

- Minimal value 0.00 0.00 53.50 0.00 0.00 46.20 0.00 0.00 31.00 0.00 31.00 52.00

- Maximal value 100.00 100.00 53.50 100.00 100.00 54.50 59.15 55.00 73.00 100.00 100.00 55.00

- Median 50.00 48.97 53.50 50.00 52.00 53.40 53.50 53.50 53.50 49.75 58.23 55.00

- Mode 0.00 48.00 53.50 0.00 48.00 54.50 53.50 53.50 65.00 50.00 65.00 55.00

General cognitive ability level

- e effect sizes 456 354 0/0 37 8 0/0 2 0/0 11 32 12 0/0

- h samples 79 85 0/0 26 4 0/0 1 0/0 6 22 6 0/0

- M 104.19 105.92 0/0 97.87 97.87 0/0 96.55 0/0 100.12 97.55 99.58 0/0

- SD 10.37 9.49 0/0 12.75 6.41 0/0 4.17 0/0 6.26 13.10 6.26 0/0

- Minimal value 77.83 77.83 0/0 77.83 91.62 0/0 93.60 0/0 90.32 77.83 90.32 0/0

- Maximal value 134.17 134.17 0/0 132.37 111.36 0/0 99.50 0/0 111.63 127.93 111.63 0/0

- Median 105.93 108.03 0/0 99.90 96.25 0/0 96.55 0/0 100.14 100.56 100.02 0/0

- Mode 113.30 113.30 0/0 77.83 93.60 0/0 93.60 0/0 100.14 77.83 100.14 0/0

Publication type (e effect sizes / h samples)

- P. reviewed 1202/197 640/146 5/5 179/74 134/56 13/8 15/12 7/7 52/26 112/58 45/24 44/5

- Other 86/8 10/5 0/0 16/2 38/4 0/0 0/0 0/0 0/0 22/2 0/0 6/1

Test instrument (e effect sizes / h samples)



- Alice_Heim 32/4 30/3 0/0 0/0 0/0 0/0 1/1 1/1 0/0 0/0 0/0 1/1

- Bayley 11/6 11/6 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

- CFT 37/8 0/0 0/0 0/0 37/8 0/0 0/0 0/0 0/0 0/0 0/0 6/1

- Kuhlmann 8/6 8/6 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

- MHT 15/5 15/5 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

- Raven 41/17 0/0 0/0 0/0 41/17 0/0 0/0 0/0 0/0 0/0 0/0 0/0

- Stanford_B. 74/24 55/23 0/0 5/2 0/0 0/0 4/1 0/0 0/0 5/2 5/2 0/0

- Wechsler 338/85 150/72 0/0 93/47 7/5 0/0 0/0 0/0 6/6 76/40 6/6 0/0

- Woodcock_J. 57/7 6/6 0/0 8/6 5/5 5/5 5/5 5/5 8/6 5/5 5/5 0/0

- Other_inst. 192/48 61/25 0/0 61/21 51/19 1/1 4/4 1/1 1/1 12/8 0/0 8/3

- Mixed_inst. 483/52 314/34 0/0 28/7 31/13 7/2 1/1 0/0 37/13 36/10 29/11 35/2

Varying measurement instrument (e effect sizes / h samples)

- Different test 399/35 293/30 0/0 35/5 36/5 0/0 0/0 0/0 6/1 23/4 6/1 0/0

- Same test 751/172 303/122 0/0 123/65 121/55 0/0 0/0 0/0 46/25 79/52 39/23 43/4

- Same t. family 102/27 51/22 0/0 35/13 5/3 0/0 0/0 0/0 0/0 11/8 0/0 1/1

Complete test (e effect sizes / h samples)

- Complete test 928/16
1

585/124 0/0 107/45 123/40 0/0 7/4 2/2 9/7 80/36 15/10 7/2

- Not complete 358/57 63/32 0/0 88/33 49/22 0/0 8/8 5/5 43/19 54/25 30/14 43/4

Geographic location (e effect sizes / h samples)

- Africa 3/1 0/0 0/0 0/0 3/1 0/0 0/0 0/0 0/0 0/0 0/0 0/0

- Asia 33/5 8/3 0/0 5/3 6/1 0/0 0/0 0/0 6/1 2/2 6/1 0/0

- Europe 420/62 170/36 0/0 71/15 83/29 7/2 4/4 2/2 15/7 62/11 6/4 38/4

- N. America 808/13
4

449/108 0/0 119/59 79/29 6/6 11/8 5/5 31/18 70/47 33/19 12/2

- Oceania 8/3 7/2 0/0 0/0 1/1 0/0 0/0 0/0 0/0 0/0 0/0 0/0

- S/C America 16/2 16/2 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Publication year

- M 1998.7 1993.7 2002 2002.2 2007.3 2008.2 1996.8 2005 2009.6 1998.8 2007.4 2011.70

- SD 18.64 21.44 0 15.28 11.98 11.71 13.98 5.51 8.18 13.71 8.80 3.73

- Minimal value 1921 1921 2002 1957 1964 1978 1957 2002 1991 1966 1988 2003

- Maximal value 2022 2020 2002 2022 2022 2017 2016 2016 2020 2019 2017 2018

- Median 2004 2002 2002 2007 2012 2017 2002 2002 2012 2003 2012 2012

- Mode 2017 1985 2002 2014 2009 2017 2002 2002 2017 2009 2012 2012

Reliability

- e effect sizes 250 67 5 28 78 11 6 5 20 17 13 0/0

- h samples 45 29 5 18 28 6 6 5 14 14 11 0/0

- M .89 .91 .89 .90 .88 .85 .95 .94 .87 .84 .88 0/0

- SD 0.07 0.06 0 0.06 0.08 0.09 0.01 0 0.05 0.08 0.03 0/0

- Minimal value .66 .69 .89 .75 .69 .77 .93 .94 .79 .66 .84 0/0

- Maximal value .99 .98 .89 .97 .97 .94 .95 .94 .96 .99 .93 0/0

- Median .90 .94 .89 .92 .90 .77 .95 .94 .87 .82 .89 0/0

- Mode .90 .96 .89 .94 .90 .77 .95 .94 .87 .82 .89 0/0

Note. Descriptive statistics are reported separately for manifest and latent correlations. All abils. = dataset 
including g and broad CHC abilities. t. = test. N. America = North America. S/C America = South 
America or Central America. Note that for the continuous variables n per study, r, duration of the test-
retest intervals, age, and publication year we did not report the available e effect sizes and h samples, 
because there were no missing values on these variables. 



Table S3 
Correlations with Confidence Intervals of all Continuous Variables Based on the Complete 

Dataset.

Variable 1 2 3 4 5 6

1. r effect size       
       
2. n per effect size .05      
 [-.01, .10]      
       
3. Duration of the test-retest 
intervals

-.22** .01     

 [-.27, -.16] [-.05, .06]     
       
4. Age .42** -.08** -.04    
 [.38, .47] [-.14, -.03] [-.09, .02]    
       
5. General cognitive ability level -.07 -.15** .09* -.05   
 [-.16, .02] [-.23, -.05] [.00, .18] [-.14, .05]   
       
6. Publication year -.19** .11** .18** .13** -.09  
 [-.24, -.14] [.06, .17] [.13, .23] [.07, .18] [-.18, .01]  
       
7. α Reliability .10 -.14* .04 -.18** .03 -.09
 [-.02, .22] [-.26, -.01] [-.09, .16] [-.30, -.06] [-.22, .27] [-.21, .03]
       

Note. Values in square brackets indicate the 95% confidence interval for each correlation. * 
indicates p < .05. ** indicates p < .01.
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Table S4
Chi Square Tests of all Categorical Variables Based on the Complete Dataset.

1. Cognitive Ability 2. Publication type 3. Test instrument 4. Varying instrument 5. Complete test

Chi² df p Chi² df p Chi² df p Chi² df p Chi² df p

1. Cognitive Ability 

2. Publication type 124.08 9 < .001

3. Test instrument 1215.63 90 < .001 227.24 10 < .001

4. Varying instrument 171.89 18 < .001 70.68 2 < .001 757.65 20 < .001

5. Complete test 315.07 9 < .001 28.52 1 < .001 244.37 10 < .001 38.43 2 < .001

6. Geographic location 139.67 45 < .001 36.81 5 < .001 412.32 50 < .001 35.73 10 < .001 61.88 5 < .001
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Table S5

Equations for the Meta-Regressions Testing Linear and Non-Linear Test-Retest Interval and Age  

Effects.

Meta-Regression 
Model

Equation Description of Parameters

H1: Test-Retest Interval
Linear interval 
model

b0 = y intercept
b1 = linear slope of interval

Quadratic interval 
model

b0 = y intercept
b1 = linear slope of interval
b2 = quadratic slope of interval

Exponential 
interval model

b0 = horizontal asymptote
b1 = interval scaling factor
b2 = interval growth rate

H2: Age
Step 1. Age Without Additional Predictors

Linear age model b0 = y intercept
b1 = linear slope of age

Quadratic age 
model

b0 = y intercept
b1 = linear slope of age
b2 = quadratic slope of age

Linear spline age 
model

b0 = y intercept
b1 = linear slope through age 6
b2 = linear slope between age 6 and 18
b3 = linear slope between age 18 and 65
b4 = linear slope between age 65 and 80
b5 = linear slope after age 80

Exponential age 
model

b0 = horizontal asymptote
b1 = age scaling factor
b2 = age growth rate

Step 2. Test-Retest Interval and Age

Linear interval + 
linear age model

b0 = y intercept
b1 = linear slope of interval
b2 = linear slope of age

Linear interval + 
quadratic age 
model

b0 = y intercept
b1 = linear slope of interval
b2 = linear slope of age
b3 = quadratic slope of age
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Meta-Regression 
Model

Equation Description of Parameters

Linear interval + 
linear spline age 
model

b0 = y intercept
b1 = linear slope of interval
b2 = linear slope through age 6
b3 = linear slope between age 6 and 18
b4 = linear slope between age 18 and 65
b5 = linear slope between age 65 and 80
b6 = linear slope after age 80

Linear interval + 
exponential age 
model

b0 = y intercept of interval function
b1 = linear slope of interval
b2 = age scaling factor
b3 = age growth rate

Quadratic interval 
+ linear age model

b0 = y intercept
b1 = linear slope of interval
b2 = quadratic slope of interval
b3 = linear slope of age

Quadratic interval 
+ quadratic age 
model

b0 = y intercept
b1 = linear slope of interval
b2 = quadratic slope of interval
b3 = linear slope of age
b4 = quadratic slope of age

Quadratic interval 
+ linear spline age 
model

b0 = y intercept
b1 = linear slope of interval
b2 = quadratic slope of interval
b3 = linear slope through age 6
b4 = linear slope between age 6 and 18
b5 = linear slope between age 18 and 65
b6 = linear slope between age 65 and 80
b7 = linear slope after age 80

Quadratic interval 
+ exponential age 
model

b0 = y intercept
b1 = linear slope of interval
b2 = quadratic slope of interval
b3 = age scaling factor
b4 = age growth rate

Exponential 
interval + linear age 
model

b0 = horizontal asymptote
b1 = interval scaling factor
b2 = growth rate
b3 = linear slope of age

Exponential 
interval + quadratic 
age model

b0 = horizontal asymptote
b1 = interval scaling factor
b2 = growth rate
b3 = linear slope of age
b4 = quadratic slope of age
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Meta-Regression 
Model

Equation Description of Parameters

Exponential 
interval + linear 
spline age model

b0 = horizontal asymptote
b1 = interval scaling factor
b2 = growth rate
b3 = linear slope through age 6
b4 = linear slope between age 6 and 18
b5 = linear slope between age 18 and 65
b6 = linear slope between age 65 and 80
b7 = linear slope after age 80

Exponential 
interval + 
exponential age 
model

b0 = horizontal asymptote
b1 = interval scaling factor
b2 = interval growth rate
b3 = age scaling factor
b4 = age growth rate

Step 3. Interaction of Test-Retest Interval and Age

Linear interval × 
linear age model

b0 = y intercept
b1 = linear slope of interval
b2 = linear slope of age
b3 = interaction between linear slope of 
interval and linear slope of age

Linear interval × 
quadratic age 
model

b0 = y intercept
b1 = linear slope of interval
b2 = linear slope of age
b3 = quadratic slope of age
b4 = interaction between linear slope of 
interval and linear slope of age

Linear interval × 
linear spline age 
model

b0 = y intercept
b1 = linear slope of interval
b2 = linear slope through age 6
b3 = linear slope between age 6 and 18
b4 = linear slope between age 18 and 65
b5 = linear slope between age 65 and 80
b6 = linear slope after age 80
b7 = interaction between linear slope of 
interval and linear slope through age 6
b8 = interaction between linear slope of 
interval and linear slope between age 6 
and 18
b9 = interaction between linear slope of 
interval and linear slope between age 18 
and 65
b10 = interaction between linear slope of 
interval and linear slope between age 65 
and 80
b11 = interaction between linear slope of 
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Meta-Regression 
Model

Equation Description of Parameters

interval and linear slope after age 80

Linear interval × 
exponential age 
model

b0 = horizontal asymptote
b1 = linear slope of interval
b2 = age scaling factor
b3 = age growth rate
b4 = interaction between interval and age

Quadratic interval 
× linear age model

b0 = y intercept
b1 = linear slope of interval
b2 = quadratic slope of interval
b3 = linear slope of age
b4 = interaction between linear slope of 
interval and linear slope of age

Quadratic interval 
× quadratic age 
model

b0 = y intercept
b1 = linear slope of interval
b2 = quadratic slope of interval
b3 = linear slope of age
b4 = quadratic slope of age
b5 = interaction between linear slope of 
interval and linear slope of age

Quadratic interval 
× linear spline age 
model

b0 = y intercept
b1 = linear slope of interval
b2 = quadratic slope of interval
b3 = linear slope through age 6
b4 = linear slope between age 6 and 18
b5 = linear slope between age 18 and 65
b6 = linear slope between age 65 and 80
b7 = linear slope after age 80
b8 = interaction between linear slope of 
interval and linear slope through age 6
b9 = interaction between linear slope of 
interval and linear slope between age 6 
and 18
b10 = interaction between linear slope of 
interval and linear slope between age 18 
and 65
b11 = interaction between linear slope of 
interval and linear slope between age 65 
and 80
b12 = interaction between linear slope of 
interval and linear slope after age 80

Quadratic interval 
× exponential age 
model

b0 = horizontal asymptote
b1 = linear slope of interval
b2 = quadratic slope of interval
b3 = age scaling factor
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Meta-Regression 
Model

Equation Description of Parameters

b4 = age growth rate
b5 = interaction between interval and age

Exponential 
interval × linear age 
model

b0 = horizontal asymptote
b1 = interval scaling factor
b2 = interval growth rate
b3 = interaction between interval and age
b4 = linear slope of age

Exponential 
interval × quadratic 
age model

b0 = horizontal asymptote
b1 = interval scaling factor
b2 = interval growth rate
b3 = interaction between interval and age
b4 = linear slope of age
b5 = quadratic slope of age

Exponential 
interval × linear 
spline age model

b0 = horizontal asymptote
b1 = interval scaling factor
b2 = interval growth rate
b3 = interaction between interval and age 
through age 6
b3 = interaction between interval and age 
between age 6 and 18
b4 = interaction between interval and age 
between age 18 and 65
b5 = interaction between interval and age 
between age 65 and 80
b6 = interaction between interval and age 
after age 80
b7 = linear slope through age 6
b8 = linear slope between age 6 and 18
b9 = linear slope between age 18 and 65
b10 = linear slope between age 65 and 80
b11 = linear slope after age 80

Exponential 
interval × 
exponential age 
model

b0 = horizontal asymptote
b1 = age scaling factor
b2 = age growth rate
b3 = interaction between interval and age
b4 = interval scaling factor
b5 = interval growth rate
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Table S6

Parameters of Models Testing Linear and Non-Linear Test-Retest Interval and Age Effects that 

Did not Reach the Best Fit.

  Dataset Predictor ρ df p 95% 
Confidence 

Interval

I² τ²

 H1: Test-Retest Interval            

Linear interval model

  Complet
e

Intercept (b0)
 

.739 189.68
7

< .001 [.721, .756] 96.064 .011

    Test-retest interval linear slope (b1) -.002 16.297 < .001 [-.003, -.001]

Quadratic interval model

  Complet
e

Intercept (b0) .733 140.59
1

< .001 [.713, .752] 96.047 .011

  Test-retest interval linear slope (b1) -.005 39.454 .016 [-.008, -.001]

  Test-retest interval quadratic slope (b2) .000 19.290 .104 [.000, .000]

Linear interval model

  g Intercept (b0) .769 135.91
2

< .001 [.747, .790] 97.055 .010

  Test-retest interval linear slope (b1) -.003 12.238 < .001 [-.004, -.002]

Quadratic interval model

  g Intercept (b0) .758 98.851 < .001 [.733, .784] 96.984 .009

  Test-retest interval linear slope (b1) -.007 26.521 .009 [-.013, -.002]

  Test-retest interval quadratic slope (b2) .000 20.008 .050 [.000, .000]

Quadratic interval model

  Ga Intercept (b0) < 4  89.264 .012

  Test-retest interval linear slope (b1) < 4     

  Test-retest interval quadratic slope (b2) < 4     

Exponential interval model

Ga Model did not converge

Linear interval model

  Gc Intercept (b0) .787 67.866 < .001 [.755, .818] 95.808 .005

  Test-retest interval linear slope (b1) -.002 6.313 .178 [-.005, .001]

Quadratic interval model

  Gc Intercept (b0) .765 27.467 < .001 [.717, .812] 95.857 .005

  Test-retest interval linear slope (b1) -.010 14.780 .089 [-.021, .002]

  Test-retest interval quadratic slope (b2) .000 13.923 .160 [.000, .001]

Quadratic interval model

  Gf Intercept (b0) .707 11.906 < .001 [.656, .758] 92.221 .008

  Test-retest interval linear slope (b1) -.002 7.683 .687 [-.015, .010]

  Test-retest interval quadratic slope (b2) .000 5.669 .684 [-.001, .001]

Exponential interval model

  Gf Horizontal asymptote (b0) .707 4.37 < .001 [.567, .847] 92.354 .008

  Interval scaling factor (b1) < 4     

Interval growth rate (b2) .039 .256

Quadratic interval model

  Gl Intercept (b0) < 4  94.697 .023
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  Dataset Predictor ρ df p 95% 
Confidence 

Interval

I² τ²

  Test-retest interval linear slope (b1) < 4     

  Test-retest interval quadratic slope (b2) < 4     

Exponential interval model

  Gl Horizontal asymptote (b0) < 4 96.081 .028

  Test-retest interval scaling factor (b1) < 4     

Test-retest interval growth rate (b2) -.134 .521

Linear interval model

  Gq Intercept (b0)
 

.755 9.08 < .001 [.669, .842] 98.197 .009

  Test-retest interval linear slope (b1) < 4     

Exponential interval model

  Gq Horizontal asymptote (b0) < 4  98.016 .008

  Test-retest interval scaling factor (b1) < 4     

Test-retest interval growth rate (b2) -.082

Quadratic interval model

  Grw Intercept (b0)
 

< 4 96.831 .006

  Test-retest interval linear slope (b1) < 4     

Test-retest interval quadratic slope (b2) < 4

Exponential interval model

Grw Model did not converge

Quadratic interval model

  Gs Intercept (b0) .736 21.41 < .001 [.681, .792] 93.574 .01

Test-retest interval linear slope (b1) < 4

  Test-retest interval quadratic (b2) < 4     

Exponential interval model

Gs Model did not converge

Linear interval model

  Gv Intercept (b0) .741 54.886 < .001 [.707, .775] 92.381 .012

  Test-retest interval linear slope (b1) -.003 4.939 .060 [-.007, .000]

Quadratic interval model

  Gv Intercept (b0)
 

.719 19.950 < .001 [.657, .782] 92.409 .012

  Test-retest interval linear slope (b1) -.011 11.760 .166 [-.027, .005]

  Test-retest interval quadratic slope (b2) .000 9.544 .271 [.000, .001]

Quadratic interval model

  Gwm Intercept (b0)
 

< 4 91.717 .014

Test-retest interval linear slope (b1) .007 4.260 0.844 [-.086, .101]

  Test-retest interval quadratic slope (b2) .006 9.779 0.373 [-.008, .019]

Exponential interval model

Gwm Model did not converge

 H2: Age

 
           

Step 1. Age without additional predictors

Linear age model

  complete Intercept (b0)
 

.735 193.46
6

< .001 [.718, .751] 95.791 .010

  Age linear slope (b1) .002 45.300 < .001 [.001, .002]
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  Dataset Predictor ρ df p 95% 
Confidence 

Interval

I² τ²

Quadratic age model

  Intercept (b0) .781 69.800 < .001 [.758, .803] 95.296 .009

Age linear slope (b1) .005 74.628 < .001 [.004, .007]

  Age quadratic slope (b2) .000 37.630 < .001 [.000, .000]

Linear spline age model

  complete Intercept (b0)
 

1.31
6

29.336 < .001 [1.026, 1.605] 94.634 .009

  Linear spline 1 (b1) .043 25.320 < .001 [.024, .063]

  Linear spline 2 (b2) .008 82.236 .001 [.003, .013]

  Linear spline 3 (b3) .000 44.651 .765 [-.002, .001]

  Linear spline 4 (b4) .000 11.249 0.939 [-.008, .009]

  Linear spline 5 (b5) < 4     

Linear age model

  g Intercept (b0)
 

.773 104.01
2

< .001 [.752, .793] 97.274 .011

  Age linear slope (b1) .003 19.255 < .001 [.001, .004]

Quadratic age model

  g Intercept (b0)
 

.839 44.438 < .001 [.806, .872] 97.089 .010

  Age linear slope (b1) .007 51.276 < .001 [.005, .009]

  Age quadratic slope (b2) .000 33.385 < .001 [.000, .000]

Linear spline age model

  g Intercept (b0)
 

1.50
3

28.372 < .001 [1.211, 1.795] 96.242 .008

  Linear spline 1 (b1) .054 24.312 < .001 [.034, .074]

  Linear spline 2 (b2) .008 57.567 .002 [.003, .013]

  Linear spline 3 (b3) -.001 18.246 .436 [-.002, .001]

  Linear spline 4 (b4) < 4     

  Linear spline 5 (b5) < 4     

Quadratic age model

Ga Model did not converge

Linear spline age model

Ga Model did not converge

Exponential age model

Ga Model did not converge

Linear age model

  Gc Intercept (b0)
 

.772 59.333 < .001 [.739, .805] 95.450 .005

  Age linear slope (b1) .002 25.612 .006 [.001, .003]

Quadratic age model

  Gc Intercept (b0)
 

.813 35.513 < .001 [.779, .846] 95.150 .005

  Age linear slope (b1) .006 33.357 < .001 [.003, .009]

  Age quadratic slope (b2) .000 16.119 .003 [.000, .000]

Linear spline age model

  Gc Intercept (b0)
 

2.36
6

4.216 .004 [1.208, 3.524] 94.599 .005

  Linear spline 1 (b1) < 4     

  Linear spline 2 (b2) .013 36.109 .006 [.004, .022]

  Linear spline 3 (b3) .000 23.552 .789 [-.002, .002]
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  Dataset Predictor ρ df p 95% 
Confidence 

Interval

I² τ²

  Linear spline 4 (b4) < 4     

  Linear spline 5 (b5) < 4     

Linear age model

  Gf Intercept (b0)
 

.696 42.752 < .001 [.663, .728] 91.690 .008

  Age linear slope (b1) .002 27.967 < .001 [.001, .003]

Quadratic age model

  Gf Intercept (b0)
 

.720 27.660 < .001 [.680, .761] 90.655 .007

  Age linear slope (b1) .004 22.529 .002 [.002, .007]

  Age quadratic slope (b2) .000 12.946 .061 [.000, .000]

Linear spline age model

  Gf Intercept (b0)
 

1.04
4

8.035 .076 [-.137, 2.226] 90.820 .007

  Linear spline 1 (b1) .029 7.277 .444 [-.055, .113]

  Linear spline 2 (b2) .009 23.079 .112 [-.002, .019]

  Linear spline 3 (b3) .001 21.282 0.308 [-.001, .004]

  Linear spline 4 (b4) -.005 8.649 0.125 [-.013, .002]

  Linear spline 5 (b5) .015 5.048 0.011 [.005, .024]

Quadratic age model

  Gl Intercept (b0)
 

.655 4.137 < .001 [.553, .757] 90.836 .015

  Age linear slope (b1) .002 4.217 .402 [-.004, .007]

  Age quadratic slope (b2) < 4     

Linear spline age model

  Gl Intercept (b0)
 

< 4  77.551 .006

  Linear spline 1 (b1) < 4  

  Linear spline 2 (b2) < 4     

  Linear spline 3 (b3) < 4     

  Linear spline 4 (b4) < 4     

Exponential age model

Gl Model did not converge

Quadratic age model

  Gq Intercept (b0)
 

< 4  94.021 .007

  Age linear slope (b1) .004 5.53 .356 [-.006, .013]    

  Age quadratic slope (b2) .000 5.24 .876 [0, 0]    

Linear spline age model

  Gq Intercept (b0) < 4  93.15 .007

  Linear spline 1 (b1) < 4     

  Linear spline 2 (b2) -.004 4.7 .729 [-.030, .023]    

  Linear spline 3 (b3) .004 2.55 .239     

  Linear spline 4 (b5) < 4     

Exponential age model

  Gq Horizontal asymptote (b0) < 4  93.811 .006

  Age scaling factor (b1) .258 5.16 .039 [.020, .496]    

Age growth rate (b2) -.015

Linear age model
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  Dataset Predictor ρ df p 95% 
Confidence 

Interval

I² τ²

  Grw Intercept (b0)
 

< 4  97.84 .015

  Age linear slope (b1) < 4     

Quadratic age model

  Grw Intercept (b0)
 

< 4  98.244 .023

  Age linear slope (b1) < 4     

  Age quadratic slope (b2) < 4     

Exponential age model

Grw Model did not converge

Linear age model

  Gs Intercept (b0)
 

.699 16.3 < .001 [.632, .766] 91.217 .007

  Age linear slope (b1) .003 14.00 .010 [.001, .005]    

Quadratic age model

  Intercept (b0)
 

.747 15.96 < .001 [.702, .791]    

  Age linear slope (b1) .008 14.84 .002 [.004, .013]    

  Age quadratic slope (b2) .000 6.49 .018 [.000, .000]    

Linear spline age model

  Gs Intercept (b0)
 

< 4  76.731 .002

  Linear spline 1 (b1) < 4     

  Linear spline 2 (b2) .014 8.84 .001 [.008, .020]    

  Linear spline 3 (b3) .001 8.48 .311 [-.001, .002]    

  Linear spline 4 (b4) -.012 4.47 .104 [-.027, .004]    

  Linear spline 5 (b5) .013 4.72 .258 [-.014, .041]    

Linear age model

  Gv Intercept (b0)
 

.727 51.471 < .001 [.692, .763] 92.341 .012

  Age linear slope (b1) .002 17.440 .006 [.001, .003]

Quadratic age model

  Gv Intercept (b0)
 

.759 24.313 < .001 [.716, .803] 91.681 .011

  Age linear slope (b1) .005 25.702 .008 [.001, .008]

  Age quadratic slope (b2) .000 13.073 .057 [.000, .000]

Linear spline age model

  Intercept (b0) < 4  91.221 .011

  Linear spline 1 (b1) < 4     

  Linear spline 2 (b2) .006 29.260 .180 [-.003, .016]

  Linear spline 3 (b3) .000 15.889 .927 [-.003, .003]

  Linear spline 4 (b4) < 4     

  Linear spline 5 (b5) < 4     

Linear age model

  Gwm Intercept (b0)
 

.663 16.552 < .001 [.590, .736] 91.569 .014

  Age linear slope (b1) .002 9.284 .051 [.000, .004]

Age quadratic model

  Gwm Intercept (b0)
 

.706 11.000 < .001 [.641, .771] 89.677 .011

  Age linear slope (b1) .006 11.831 .021 [.001, .011]

  Age quadratic slope (b2) .000 4.984 .099 [.000, .000]
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  Dataset Predictor ρ df p 95% 
Confidence 

Interval

I² τ²

Linear spline age model

  Gwm Intercept (b0)
 

< 4  88.926 .011

  Linear spline 1 (b1) < 4     

  Linear spline 2 (b2) .012 9.519 .098 [-.003, .027]

  Linear spline 3 (b3) -.001 7.149 .785 [-.005, .004]

  Linear spline 4 (b4) < 4     

  Linear spline 5 (b5) < 4     

 Step 3. Test-Retest Interval, Age, and Interval-Age Interaction

Step 2. Test-Retest Interval and Age InteractionExponential interval and exponential age model

  Complet
e

Horizontal asymptote (b0) .716 47.024 < .001 [.683, .749] 93.710 .007

  Test-retest interval scaling factor (b1) -.059 78.241 < .001 [-.080, -.038]

Test-retest interval growth rate (b2) -.158 .065

  Age scaling factor (b3) .006 47.778 < .001 [.005, .007]

Age growth rate (b4) -.211 < .001

Exponential interval, exponential age, and interval-age interaction

  g Horizontal asymptote (b0) .752 31.226 < .001 [.712, .792] 93.146 .004

Age scaling factor (b1) .004 33.163 < .001 [.003, .004]

Age growth rate (b2) -.247 < .001

Interval-age-interaction (b3) -.002 .001

  Test-retest interval scaling factor (b4) -.065 49.062 < .001 [-.087, -.043]

Test-retest interval growth rate (b5) -.164 .013

Linear interval, linear age, and interval-age interaction

  Ga Intercept (b0)
 

< 4  91.941 .018

  Interval linear slope (b1) < 4     

  Age linear slope (b2) < 4     

  Interval-age-interaction (b3) < 4     

Exponential interval, exponential age, and interval-age interaction

  Gc Horizontal asymptote (b0) .785 24.274 < .001 [.743, .828] 92.650 .003

Age scaling factor (b1) .004 14.016 < .001 [.003, .005]

Age growth rate (b2) -.283 < .001

Interval-age-interaction (b3) -.001 .003

  Test-retest interval scaling factor (b4) -.030 37.842 < .001 [-.044, -.017]

Test-retest interval growth rate (b5) -.297 .109

Linear interval, exponential age, and interval-age interaction

  Gf Horizontal asymptote (b0) .776 30.103 < .001 [.742, .811] 90.101 .007

  Interval linear slope (b1) < 4     

  Age scaling factor (b2) .028 27.081 < .001 [.015, .041]

Age growth rate (b3) -.122 .026

Interval-age-interaction (b4) -.002 < .001

Linear interval, exponential age, and interval-age interaction

  Gl Intercept (b0)
 

< 4  88.639 .013

  Interval linear slope (b1) < 4     

  Age linear slope (b2) < 4     
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  Dataset Predictor ρ df p 95% 
Confidence 

Interval

I² τ²

  Interval-age-interaction (b3) < 4     

Quadratic interval, linear age, and interval-age interaction

  Gq Intercept (b0)
 

< 4  90.025 .005

  Interval linear slope (b1) < 4     

  Interval quadratic slope (b2) < 4     

  Age linear slope (b3) < 4     

  Interval-age-interaction (b4) < 4     

Linear interval, linear spline age, and interval-age interaction

  Grw Intercept (b0)
 

< 4

  Interval linear slope (b1) < 4

  Linear spline 1 (b2) < 4     

Linear spline 2 (b3) < 4

Linear spline 3 (b4) < 4

Linear spline 4 (b5) < 4

Exponential interval, exponential age, and interval-age interaction

  Gv Model did not converge

Linear interval, exponential age, and interval-age interaction

  Gwm Intercept (b0)
 

.713 4.625 < .001 [.644, .782] 86.247 .008

  Interval linear slope (b1) -.023 7.821 .110 [-.052, .006]

  Age growth rate (b2) .037 9.570 .013 [.010, .064]

Age scaling factor (b3) -.122 .027

Interval-age-interaction (b4) -.002 < .001

Note. Complete = Complete dataset including g and CHC broad abilities. As we subtracted 5 from the test-retest 
interval, the intercepts in models including test-retest interval represented a 5-year interval instead of a 0-year 
interval. As we subtracted 20 from the age, the intercepts in models including age represented a 20-year age instead 
of a 0-year age. Because of this, the intercepts in models including five linear spline predictors represents a 20-year 
age instead (because 20 years were added to the intercept for each linear spline predictor).
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Table S7

Model Fit Indices of Models Testing Linear and Non-Linear Test-Retest Interval and Age Effects  

in a Subsample of Children and Adolescents.

Dataset Model LL SCF AIC BIC

H1: Test-retest interval

Complete Linear interval model -6775.405 13.207 13564.810 13599.123

Complete Quadratic interval model -6773.039 11.716 13562.079 13601.292

Complete Exponential interval model -6764.997 11.674 13545.994 13585.208

H2a: Age

Step 1. Age without additional predictors

Complete Linear age model -7402.816 10.894 14827.633 14881.552

Complete Quadratic age model -7400.525 10.064 14825.050 14883.870

Complete Exponential age model -7399.514 10.111 14823.029 14881.850

Step 2 and 3. Test-retest interval and age and their interaction

Complete Exponential interval + Exponential age 
model

-9795.789 9.776 19619.578 19688.202

Complete Exponential interval × Exponential age 
model

-9792.965 9.080 19615.931 19689.457

Note. All models were conducted in Mplus based on the subsample of preschool children and school-aged 
children and adolescents. Best fitting models are written in bold.



Supplemental Materials A

Table S8

Model Fit Indices of Models Testing Linear and Non-Linear Test-Retest Interval and Age Effects  

Based on a Subsample of Latent Correlations.

Dataset Model LL SCF AIC BIC

H1: Test-retest interval

Latent Linear interval model -244.936 4.175 503.871 517.255

Latent Quadratic interval model -244.649 3.637 505.297 520.593

Latent Exponential interval model -244.479 3.604 504.959 520.255

H2a: Age

Step 1. Age without additional predictors

Latent Linear age model -468.321 6.076 980.642 1022.706

Latent Quadratic age model -468.321 5.814 982.642 1026.618

Latent Linear spline age model -467.924 5.334 985.848 1033.649

Latent Exponential age model Model did not converge

Step 2 and 3. Test-retest interval and age and their interaction

Latent Linear interval + linear age -455.898 4.888 935.796 958.740

Latent Linear interval × linear age -455.845 4.512 937.690 962.547

Note. All models were conducted in Mplus based on the subsample of 44 latent correlation effect sizes. 
Best fitting models are written in bold.
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Table S9

Moderator Analyses of Rank-Order Stability in Cognitive Ability Based on Latent Correlations.

Dataset Predictor Reference category ρ df p 95% 
Confidence 

Interval

I² τ²

H1: Test-Retest Interval

Latent Intercept .794 3.74 < .001 [.636, .951] 98.904 .025

Test-retest interval linear slope .019 2.36 .261 [-.029, .067]

H2: Age.

Step 1. Age without additional predictors.

Latent Intercept .725 1.31 .046 [.040, 1.410] 98.832 .030

Age linear slope .003 2.25 .222 [-.005, .012]

Step2. Test-Retest Interval and Age

Latent Intercept .732 1.750 .021 [.294, 1.169] 98.924 .032

Test-retest interval linear slope .005 1.750 .491 [-.022, .031]

Age linear slope .003 2.60 .219 [-.003, .009]

Note. All models were conducted based on the subsample of 44 latent correlation effect sizes.
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Table S10

Robustness Checks for the Magnitude of Rank-Order Stability Analyses in Cognitive Ability

Dataset Predictor ρ df p 95% 
Confidence 

Interval

I² τ²

Robustness Check 1. Magnitude of ρ Without Controlling for Test-Retest Interval and Age

Complete Intercept .736 194.38
9

< .001 [.718, .753] 96.102 .011

G Intercept .763 142.26
5

< .001 [.741, .785] 97.333 .010

Ga Intercept .639 3.987 < .001 [.526, .752] 85.081 .009

Gc Intercept .785 69.160 < .001 [.754, .816] 96.102 .005

Gf Intercept .716 55.925 < .001 [.686, .746] 92.737 .008

Gl Intercept .680 6.988 < .001 [.579, .781] 96.270 .029

Gq Intercept .746 10.542 < .001 [.659, .833] 98.158 .009

Grw Intercept .768 5.882 < .001 [.595, .941] 97.596 .009

Gs Intercept .736 24.291 < .001 [.680, .792] 93.328 .010

Gv Intercept .737 56.654 < .001 [.701, .772] 93.037 .013

Gwm Intercept .681 21.306 < .001 [.618, .745] 92.425 .015

Robustness Check 2. Magnitude of ρ After Deleting Influential Outlier Effect Sizes

Complete Intercept .762 197.65
3

< .001 [.748, .776] 98.659 .015

G Intercept .802 142.91
6

< .001 [.786, .817] 98.736 .010

Ga Intercept .651 3.996 < .001 [.512, .789] 90.373 .013

Gc Intercept .791 67.290 < .001 [.766, .816] 94.154 .003

Gf Intercept .708 56.745 < .001 [.680, .735] 95.602 .012

Gl Intercept .688 6.990 < .001 [.591, .786] 95.529 .025

Gq Intercept .770 10.005 < .001 [.711, .829] 93.647 .004

Grw Intercept .776 5.897 < .001 [.636, .915] 96.280 .008

Gs Intercept .738 24.129 < .001 [.695, .781] 91.977 .008

Gv Intercept .747 55.570 < .001 [.719, .775] 90.031 .009

Gwm Intercept .688 20.835 < .001 [.638, .739] 87.102 .009

Robustness Check 3. Magnitude of ρ After Deleting Effect Sizes Causing Asymmetry

Complete Intercept .764 186.77
5

< .001 [.750, .778] 95.056 .006

G Intercept .801 135.81
5

< .001 [.787, .816] 96.343 .006

Note. Robustness check 1 was conducted based on effect sizes that were not residualized by test-retest 
and age effects. Robustness check 2 was conducted after influential outlier effect sizes were deleted from 
the datasets. Complete = Complete dataset including G and all Stratum II abilities.
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Figure S1

Funnel Plots Based on Fishers’ z Effect Sizes.

Notes. Funnel plots were conducted based on aggregated effect sizes from same studies. Prior to the 
analyses, test-retest and age effects were residualized out. 
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Figure S2

Trim-and-Fill Plots Based on Fishers’ z Effect Sizes.

Notes. Funnel plots were conducted based on aggregated effect sizes from same studies. Prior to the 
analyses, test-retest and age effects were residualized out. 
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Figure S3

Funnel Plots Based on r Effect Sizes

Notes. Funnel plots were conducted based on aggregated effect sizes from the same studies. Prior 
to the analyses, test-retest and age effects were residualized out.
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Figure S4

Trim-and-Fill Plots Based on r Effect Sizes.

Notes. Trim-and-fill plots were conducted based on aggregated effect sizes from the same studies. Prior to 
the analyses, test-retest and age effects were residualized out.



Supplemental Materials A

Figure S5

Best Fitting Test-Retest Interval Duration Moderation Curves for all Abilities.
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Figure S6

Best Fitting Age Moderation Curves for all Abilities.
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