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W
hat factors influence attraction to the political left and 
right? Theories that highlight stable individual differ-
ences in personality now occupy an important place 

beside classic sociological and economic approaches focused on 
individual and group interests1–6. While diverse, much of this litera-
ture emphasizes dispositions and traits related to negativity bias—a 
tendency to pay more attention and give more weight to negative 
and threatening stimuli relative to positive and rewarding stimuli. 
In theory, a focus on negative potential outcomes creates a dispo-
sition to favour existing arrangements and certain outcomes over 
mixed gambles7,8. In the political realm, social order and the status 
quo provide predictability, while diversity, reform and change are 
risky prospects with the potential for either gain or loss. In turn, 
negativity bias should be associated with a preference for right-wing 
policies that promote stability in social and economic arrange-
ments4. In this view, there is an enduring political conflict between 
two ‘primal mindsets’: one focused on order and stability and one 
on reform and progress3.

Evidence for this theory tends to fall into one of two categories. 
First, many studies examine the association of political ideology to 
self-reported dispositions and traits related to negativity bias and 
its implications, such as the need for cognitive closure, threat and 
disgust sensitivity and openness to experience5,9. This work often, 
and increasingly, relies on large samples that are reasonably repre-
sentative of the broader population of interest1,2,6,10,11. Yet such stud-
ies assume the exogeneity of traits to political ideology, as well as the 
unbiased reporting of such traits. If traits are instead endogenous 
to political preferences or if citizens misrepresent, or systematically 
misperceive, their own traits, the conclusions of such studies would 
be suspect. There is reason to be concerned. Recent work suggests 
that citizens exaggerate the degree to which they possess traits pro-
totypical for their political in-group12 and variation in traits over 
short periods of time may be driven by political variables13–15. It is 
thus critical to supplement existing work with alternative research 
designs that do not rely solely on self-reported personality.

Indeed, a growing literature examines the association of ideol-
ogy to revealed indicators of negativity bias3, such as patterns of 
decision-making under ambiguity16,17, physiological responses 
to threatening stimuli18,19 and neural activation in response to 
threat and uncertainty20–22. This work has the virtue of bypassing 
self-report. In many cases, there is also a strong argument for exo-
geneity, as indicators of negativity bias are derived from apolitical 

stimuli and often involve uncontrolled processes. On the down-
side, the procedures involved, especially in studies using psycho-
physiological or neuroscientific methods, often require substantial 
resources in time and money, and the physical presence of partici-
pants. This limits the size and representativeness of samples and 
creates concerns with replicability and generalizability. Consistent 
with these concerns, recent attempts at replicating a link between 
ideology and psychophysiological indicators of negativity bias (for 
example, changes in skin conductance) have largely failed23–26.

Thus, the literature on the negativity bias hypothesis lacks stud-
ies with both of two critical characteristics: (1) large, diverse samples 
and (2) revealed, rather than self-reported, traits. The primary aim 
of the present study is to fill this gap. We examine the negativity bias 
hypothesis using five distinct behavioural measures in four national 
samples with an analytical sample size of about 4,000 respondents. 
As we rely on several different operationalizations of negativity bias, 
we ensure that any conclusions drawn are not specific to a single 
measurement approach. The large size of our sample also allows 
for more precise estimates of the relationship of negativity bias to 
ideology. Whereas small-sample studies tend to focus on statistical 
significance at the expense of effect size, we can more clearly rule 
out important subsets of the parameter space.

Our first three behavioural measures of negativity bias attempt 
conceptual replications of previous research using smaller and less 
representative samples. First, we measure the cognitive accessibil-
ity of threatening concepts (for example, disease and murder) using 
a lexical decision task in which respondents attempt to recognize 
positive, negative and neutral words as quickly as possible27. Second, 
we measure attentional biases to threatening images using a flanker 
task in which respondents attempt to categorize target images (for 
example, a seal pup and a gun) as positive or negative in the pres-
ence of positive or negative distractor images28. Third, we measure 
biases in learning negative over positive stimuli using a computer 
game called BeanFest17. Our fourth and fifth measures extend this 
research to examine the relationship between political ideology and 
individual differences in loss aversion—perhaps the most intuitive 
conceptualization of negativity bias and one that ties the literature 
to behavioural decision theory. We apply two different methods for 
eliciting individual differences in loss aversion under risk29,30. We 
also collected data for a measure of loss aversion under ambiguity31. 
However, for reasons discussed in the Supplementary Methods, 
we have less confidence in these data and thus do not report the 

Negativity bias, personality and political ideology

Christopher D. Johnston   1 ✉ and Gabriel J. Madson2

Research suggests that right-wing ideology is associated with negativity bias: a tendency to pay more attention and give more 
weight to negative versus positive stimuli. This work typically relies on either self-reported traits related to negativity bias in 
large, often-representative, samples or physiological and behavioural indicators of negativity bias in small convenience sam-
ples. We extend this literature and examine the relationship of negativity bias to political ideology using five distinct behav-
ioural measures of negativity bias in four national samples of US residents with a total analytical sample size of about 4,000 
respondents. We also examine the association of these behavioural measures to four of the most common self-report measures 
of personality in the literature on ideology. Across a wide range of tests, we find no consistent evidence for a relationship of 
negativity bias to either ideology or self-reported personality.

Nature HuMaN BeHaviour | VOL 6 | MAY 2022 | 666–676 | www.nature.com/nathumbehav666

mailto:cdj19@duke.edu
http://orcid.org/0000-0001-6704-7629
http://crossmark.crossref.org/dialog/?doi=10.1038/s41562-022-01327-5&domain=pdf
http://www.nature.com/nathumbehav


ARTICLESNATURE HUMAN BEHAVIOUR

results in the main text. Interested readers can find these results in 
Supplementary Tables 14, 21 and 28. They are consistent with the 
results for the other five measures.

All five of our measurement tasks are incentivized. That is, 
respondents had the opportunity to win monetary prizes (paid as 
gift cards) if they performed each task properly and well. This was 
done to encourage attentiveness, effort and truthful revelation of 
preferences.

We also contribute to the literature in two other ways. First, we 
provide a large-sample examination of the association between 
behavioural indicators of negativity bias and the most commonly 
studied self-report personality variables in the literature on ideol-
ogy. These include the need for non-specific cognitive closure32, 
openness to experience33, conservation versus openness to change 
values34 and authoritarian childrearing values35. Strong relationships 
between behavioural measures of negativity bias and self-report 
measures of personality would provide evidence for a possible path-
way through which basic attentional and evaluative dispositions 
operate, namely, core values and traits36.

Second, we explore the relationship of negativity bias to multiple 
dimensions of left–right political preferences and across levels of 
political engagement—that is, interest in and knowledge of politics. 
Recent work has argued that relationships between traits and ide-
ology vary across ideological dimensions9,11,37,38. Despite growing 
constraint over time39,40, mass belief systems are multidimensional 
in the sense that they are well-described by models positing dis-
tinct, correlated dimensions of values and policy preferences, with 
social (for example, abortion) and economic (for example, taxes 
and spending) dimensions most prominent37,41. Recent work finds 
that traits conceptually related to negativity bias (for example, need 
for closure) are more strongly associated with political identity and 
social policy preferences relative to economic policy preferences9,37 
and occasionally promote left-wing economic views42–44. Further, 
in models that condition on respondents’ political engagement, 
these traits promote right-wing views among the engaged but often 
left-wing views among the unengaged11,38,45,46. We extend this line of 
work and examine the relationship of behavioural indicators of neg-
ativity bias to several measures of political preferences, including 
identification with the political left and right (Democrats and lib-
erals versus Republicans and conservatives), general conservatism 
(average conservatism across all issues), economic conservatism 
and social conservatism. In all cases, we also test for interactions 
with political engagement.

On the basis of our review of the existing literature, we test the 
following hypotheses:

 (1) Negativity bias will be associated with right-wing political pref-
erences in general but will be more strongly associated with 
right-wing identity, general conservatism and social conserva-
tism compared to economic conservatism.

 (2) Negativity bias will be associated with self-reported personal-
ity traits commonly used to predict right-wing political pref-
erences, including: (low) openness to experience, the prioriti-
zation of conservation values over openness to change values, 
authoritarian childrearing values and the need for non-specific 
cognitive closure.

 (3) Political engagement will positively moderate the relationship 
between negativity bias and right-wing political preferences.

results
To test for an unconditional relationship between negativity bias and 
right-wing political preferences (hypothesis 1), we report six sets of 
estimates: one set for each of our five measures of negativity bias and 
one for a dataset that combines the samples for all five measures. 
The combined dataset ignores differences across negativity bias 
measures, leveraging the gains in efficiency from the larger sample 

at the expense of conceptual clarity. Each set of models includes four 
ordinary least squares regressions—one for each measure of ideol-
ogy. Each model regresses the respective dependent variable on the 
respective measure of negativity bias and a set of standard control 
variables, which include age, gender, race and ethnicity, education, 
household income and employment status. All statements below 
concerning statistical significance are based on whether or not the 
95% confidence interval (CI) for the estimated quantity includes 
zero and are thus two-tailed tests. We report one-tailed significance 
tests in Supplementary Tables 38–41, along with two types of adjust-
ments of P values to control the false discovery rate. As we show 
in Supplementary Figs. 6–11, our study is sufficiently powered to 
detect even small effect sizes.

In addition, we report Bayes factors in the direction of the null for 
all quantities of interest in Tables 1–3. Following a previous study47, 
we calculate the Savage–Dickey density ratio for each estimated 
coefficient. This ratio estimates the factor change in the probability 
of the null from prior to posterior by taking the ratio of the two den-
sities at the null value for the parameter of interest. For this analysis, 
we first standardize both independent and dependent variables and 
begin with a normal prior density for all coefficients with mean zero 
and standard deviation 0.50. For all coefficients of primary interest 
(those reported in Figs. 1–3), we then compute Bayes factors for 

Table 1 | Bayes factors in the direction of the null (BF01) for 
associations between operationalizations of negativity bias and 
political ideology

Dataset Dv BF01 and qualitative interpretation

All Identity Strong evidence (BF01 = 62.81) in favour of null

All General Strong evidence (BF01 = 81.76) in favour of null

All Social Strong evidence (BF01 = 85.85) in favour of null

All Economic Positive evidence (BF01 = 9.16) in favour of null

Lexical Identity Strong evidence (BF01 = 40.20) in favour of null

Lexical General Strong evidence (BF01 = 30.85) in favour of null

Lexical Social Strong evidence (BF01 = 38.35) in favour of null

Lexical Economic Positive evidence (BF01 = 11.00) in favour of null

Flanker Identity Positive evidence (BF01 = 8.38) in favour of null

Flanker General Positive evidence (BF01 = 12.83) in favour of null

Flanker Social Strong evidence (BF01 = 23.74) in favour of null

Flanker Economic Weak evidence (BF01 = 1/1.03) against null

Toubia Identity Weak evidence (BF01 = 1.38) in favour of null

Toubia General Positive evidence (BF01 = 5.65) in favour of null

Toubia Social Positive evidence (BF01 = 3.29) in favour of null

Toubia Economic Positive evidence (BF01 = 7.14) in favour of null

Tanaka Identity Strong evidence (BF01 = 39.90) in favour of null

Tanaka General Strong evidence (BF01 = 43.69) in favour of null

Tanaka Social Strong evidence (BF01 = 42.36) in favour of null

Tanaka Economic Strong evidence (BF01 = 27.38) in favour of null

BeanFest Identity Positive evidence (BF01 = 17.99) in favour of null

BeanFest General Strong evidence (BF01 = 28.45) in favour of null

BeanFest Social Positive evidence (BF01 = 15.61) in favour of null

BeanFest Economic Positive evidence (BF01 = 6.87) in favour of null

All, includes samples for all negativity bias measures combined; Lexical, lexical decision task; 

Flanker, flanker task; Toubia, loss aversion under risk estimated using Toubia et al.30 procedure; 

Tanaka, loss aversion under risk estimated using Tanaka et al.29 procedure; BeanFest, differential 

memory for negative versus positive beans. Identity, right-wing identity; General, general 

conservatism; Social, social conservatism; Economic, economic conservatism.
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directional hypotheses (one-tailed) by setting order restrictions on 
their prior distributions using the R package bayestestR48,49. This 
approach works against the null hypothesis because a null of zero is 
a priori more likely with a directional relative to a non-directional 
prior. We also report qualitative interpretations of the estimated 
Bayes factors based on previous work50.

Full regression tables can be found in the Supplementary Results. 
Figure 1 displays the key estimates and 95% CIs for each of the 24 
models. Points in the figure represent the percentage point differ-
ence in right-wing preferences for a 1 s.d. difference in a particular 
measure of negativity bias (listed on the x axis). Hypothesis 1 thus 
predicts positive coefficients for all four dependent variables and all 
measures of negativity bias but predicts that these will be larger for 
right-wing identity, general conservatism and social conservatism, 
relative to economic conservatism. This hypothesis finds no consis-
tent support in our data. Only one of the estimates attains statisti-
cal significance in the predicted direction—the flanker measure for 
economic conservatism (B = 0.02, P = 0.04, 95% CI = 0.00, 0.03)—
and this result does not survive P-value adjustments intended to 
control the false discovery rate (Supplementary Table 38).

Perhaps more importantly, the estimates generally rule out large, 
positive relationships between negativity bias and the four dependent 

variables. If we ignore conceptual differences in the five operation-
alizations—and thus pool all the data—the estimates for negativ-
ity bias are precisely estimated and of little substantive significance 
in each case (political identity: B = –0.01, P = 0.25, 95% CI = –0.01, 
0.00; general conservatism: B = 0.00, P = 0.12, 95% CI = –0.01, 0.00; 
economic conservatism: B = 0.00, P = 0.22, 95% CI = –0.00, 0.01; 
social conservatism: B = –0.01, P = 0.13, 95% CI = –0.01, 0.00). 
Thus, our five measures—alone or combined—produce no consis-
tent evidence for a meaningful relationship between negativity bias 
and right-wing political ideology. Further, with only one exception 
(the flanker measure for economic conservatism), the estimated 
Bayes factors for these models, reported in Table 1, indicate that the 
data provide evidence for the null hypothesis that the coefficient for 
negativity bias equals zero and this evidence is often strong.

We test hypothesis 2 in a similar fashion. We again estimate 
six sets of models: one set each for the five negativity bias opera-
tionalizations and one for the combined data. Each set consists 
of four ordinary least squares regressions, one each for the four 
self-reported personality traits in our study. Figure 2 displays the 
coefficient estimates and 95% CI for these models. All personality 
measures are coded so that higher values correspond with theoreti-
cally right-wing traits. Thus, hypothesis 2 predicts a positive rela-
tionship in all cases. This hypothesis finds no consistent support 
in our data. Only nine of 24 coefficients are statistically signifi-
cant, six of these are in the opposite direction predicted by theory 
and only a few survive adjustments for multiple hypothesis tests 
(Supplementary Tables 38 and 40). Interestingly, the Toubia measure  

Table 3 | Bayes factors in the direction of the null (BF01) for 
interactions of operationalizations of negativity bias with 
political engagement

Dataset Dv BF01 and qualitative interpretation

All Identity Positive evidence (BF01 = 15.20) in favour of null

All General strong evidence (BF01 = 24.54) in favour of null

All Social Positive evidence (BF01 = 14.84) in favour of null

All Economic Strong evidence (BF01 = 24.03) in favour of null

Lexical Identity Positive evidence (BF01 = 7.81) in favour of null

Lexical General Positive evidence (BF01 = 14.00) in favour of null

Lexical Social Positive evidence (BF01 = 11.66) in favour of null

Lexical Economic Positive evidence (BF01 = 12.14) in favour of null

Flanker Identity Positive evidence (BF01 = 6.54) in favour of null

Flanker General Positive evidence (BF01 = 7.51) in favour of null

Flanker Social Positive evidence (BF01 = 10.64) in favour of null

Flanker Economic Positive evidence (BF01 = 3.55) in favour of null

Toubia Identity Positive evidence (BF01 = 4.01) in favour of null

Toubia General Positive evidence (BF01 = 5.42) in favour of null

Toubia Social Positive evidence (BF01 = 6.41) in favour of null

Toubia Economic Positive evidence (BF01 = 4.33) in favour of null

Tanaka Identity Positive evidence (BF01 = 6.05) in favour of null

Tanaka General Positive evidence (BF01 = 4.40) in favour of null

Tanaka Social Weak evidence (BF01 = 2.27) in favour of null

Tanaka Economic Positive evidence (BF01 = 7.47) in favour of null

BeanFest Identity Positive evidence (BF01 = 5.98) in favour of null

BeanFest General Positive evidence (BF01 = 7.25) in favour of null

BeanFest Social Positive evidence (BF01 = 3.02) in favour of null

BeanFest Economic Positive evidence (BF01 = 11.39) in favour of null

See Table 1 footnote for explanations.

Table 2 | Bayes factors in the direction of the null (BF01) for 
associations between operationalizations of negativity bias and 
self-reported personality traits

Dataset Dv BF01 and qualitative interpretation

All NFC Strong evidence (BF01 = 51.30) in favour of null

All Low openness Strong evidence (BF01 = 36.34) in favour of null

All Conservation Strong evidence (BF01 = 27.90) in favour of null

All Authoritarian Strong evidence (BF01 = 87.03) in favour of null

Lexical NFC Strong evidence (BF01 = 26.78) in favour of null

Lexical Low openness Strong evidence (BF01 = 31.20) in favour of null

Lexical Conservation Strong evidence (BF01 = 39.40) in favour of null

Lexical Authoritarian Strong evidence (BF01 = 41.13) in favour of null

Flanker NFC Strong evidence (BF01 = 41.37) in favour of null

Flanker Low openness Strong evidence (BF01 = 31.06) in favour of null

Flanker Conservation Positive evidence (BF01 = 15.61) in favour of null

Flanker Authoritarian Strong evidence (BF01 = 32.05) in favour of null

Toubia NFC Very strong evidence (BF01 = 1/640.04) 
against null

Toubia Low openness Positive evidence (BF01 = 1/6.12) against null

Toubia Conservation Positive evidence (BF01 = 1/15.35) against null

Toubia Authoritarian Positive evidence (BF01 = 6.33) in favour of null

Tanaka NFC Positive evidence (BF01 = 7.13) in favour of null

Tanaka Low openness Weak evidence (BF01 = 1.54) in favour of null

Tanaka Conservation Positive evidence (BF01 = 9.75) in favour of null

Tanaka Authoritarian Strong evidence (BF01 = 49.33) in favour of null

BeanFest NFC Strong evidence (BF01 = 50.52) in favour of null

BeanFest Low openness Strong evidence (BF01 = 39.49) in favour of null

BeanFest Conservation Strong evidence (BF01 = 23.11) in favour of null

BeanFest Authoritarian Strong evidence (BF01 = 43.48) in favour of null

All, includes samples for all negativity bias measures combined; Lexical, lexical decision task; 

Flanker, flanker task; Toubia, loss aversion under risk estimated using Toubia et al.30 procedure; 

Tanaka, loss aversion under risk estimated using Tanaka et al.29 procedure; BeanFest, differential 

memory for negative versus positive beans. NFC, need for closure; Low openness, reverse-coded 

openness to experience; Conservation, Schwartz’ conservation versus openness to change value 

dimension; Authoritarian, authoritarian childrearing values.
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of loss aversion under risk30 produces all three of the significant 
coefficients that are in the theoretically expected direction (the 
three dependent variables and their associated negativity bias esti-
mates are low openness: B = 0.03, P = 0.01, 95% CI = 0.01, 0.05; need 
for closure: B = 0.04, P = 0.00, 95% CI = 0.02, 0.06; and conservation 
versus openness to change values: B = 0.03, P = 0.00, 95% CI = 0.01, 
0.04). But given that these tests are not independent (the dependent 
variables are correlated and all tests use the same data), the result 
may be due to chance. Indeed, only the effect of need for closure 
remains significant after adjusting P values for multiple hypoth-
esis tests with arbitrary dependence structures (Supplementary 
Table 40). In Table 2, we again show that, with few exceptions, the 
Bayes factors for these models indicate that the data provide sup-
port for the null hypothesis of no relationship. It is also important 
to note that the results for the Toubia measure30 of negativity bias 
are less clear when we add controls for the other two prospect the-
ory parameters (value curvature and probability weighting), which 
are highly correlated with loss aversion (Supplementary Table 35).  

The more important point is that, in all cases, we cast doubt on 
large, positive relationships. As in Fig. 1, points represent percent-
age point differences in the respective dependent variable for a 1 s.d. 
difference in negativity bias. Thus, even with the Toubia measure30 
the relationship is unlikely to exceed ten percentage points for a 
2 s.d. difference in loss aversion.

Finally, we re-estimate all models from Fig. 1 with an added inter-
action between negativity bias and political engagement. Figure 3 
displays these interaction coefficient estimates and 95% CI. As pre-
vious work has found11 a positive interaction between self-reported 
traits related to negativity bias and engagement, hypothesis 3 pre-
dicts positive coefficients in all cases. We find only one significant 
interaction; it is in the opposite direction expected by theory and it 
does not survive adjustments to P values to control the false discov-
ery rate (Supplementary Tables 39 and 41). We thus find no support 
for this hypothesis. The Bayes factors for these models also indicate 
that the data provide evidence for the null hypothesis of no relation-
ship (Table 3).
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Fig. 1 | associations between operationalizations of negativity bias and political ideology. a–d, Plots of ordinary least squares coefficients (the 

solid points) and their 95% CIs (vertical lines extended from points) for negativity bias for models in which right-wing political identity (a), general 

conservatism (b), social conservatism (c) and economic conservatism (d) were regressed separately on each measure of negativity bias (specified 

on the x axis) and a set of common controls. Each coefficient represents the difference in the respective dependent variable (coded 0 to 1) for a 

1 s.d. difference in the respective measure of negativity bias. All variables are coded so that positive estimates are consistent with the negativity bias 

hypothesis. C, samples for all negativity bias measures combined (sample sizes for identity, general, social and economic conservatism models are, 

respectively, n = 4,055, 3,934, 3,981 and 3,996); L, lexical decision task (n = 948, 916, 926 and 932); F, flanker task (n = 881, 861, 869 and 872); To, 

loss aversion under risk estimated using Toubia et al.30 procedure (n = 379, 367, 375 and 373); Ta, loss aversion under risk estimated using Tanaka 

et al.29 procedure (n = 1,041, 1,008, 1,017 and 1,028); B, differential memory for negative versus positive beans in BeanFest (n = 806, 782, 794 and 791). 

Regression outputs, with all frequentist inferential statistics and the sample size for each estimated model, are provided in the Supplementary Results 

(Supplementary Table 8 for ‘C’; Supplementary Table 9 for ‘Ta’; Supplementary Table 10 for ‘L’; Supplementary Table 11 for ‘F’; Supplementary Table 12 for 

‘To’; and Supplementary Table 13 for ‘B’).
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In summary, we find no consistent support for the hypotheses 
extracted from previous work. There is no consistent relationship of 
any of our five measures of negativity bias with any of our political 
dependent variables and there is no evidence for relationships con-
ditional on political engagement. Further, we find strong evidence 
for the predicted relationship with personality for only one opera-
tionalization of negativity bias (Toubia measure of loss aversion30) 
and one measure of personality (need for closure). Bayes factors in 
the direction of the null for most tests indicate that the data provide 
support for the null hypothesis and this support is often strong. Even 
when significant, estimated relationships are substantively small 
and our confidence intervals rule out large, positive relationships 
between negativity bias and ideology or personality. Given a set of 
null results, ultimate conclusions rest on the quality of the data and 
research design. We thus undertake a series of data quality checks 
and robustness checks. These are reported in the Supplementary 
Methods and Supplementary Results and we summarize them here.

First, we are able to replicate well-established correlations in 
the American public opinion and political psychology literatures 
(Supplementary Table 3). Most relevant to the present paper, we 
find the expected relationships between our four self-reported per-
sonality indicators and right-wing political identity, general con-
servatism and social conservatism. These results suggest that our 
sampling frame can produce results similar to past work on person-
ality and political ideology. Hypothesis 1 is supported when we use 
self-report measures.

Second, we examine our reaction time measures of negativ-
ity bias in greater depth. The lexical decision task and flanker task 
were modelled on two studies that were conducted in a controlled 
laboratory setting. Our studies, in contrast, were conducted over the 
internet and we have less control over the environment in which 
participants complete the task. While we provided a monetary 
incentive to take the task seriously, one may be concerned about 
the reliability of data such as these when collected over the internet. 
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Fig. 2 | associations between operationalizations of negativity bias and self-reported personality traits. a–d, Plots of ordinary least squares coefficients 

(the solid points) and their 95% CIs (vertical lines extended from points) for negativity bias for models in which reverse-coded openness to experience 

(a), need for closure (b), conservation versus openness to change (c) and authoritarian childrearing values (d) were regressed separately on each 

measure of negativity bias (specified on the x axis) and a set of common controls. Each coefficient represents the difference in the respective dependent 

variable (coded 0 to 1) for a 1 s.d. difference in the respective measure of negativity bias. All variables are coded so that positive estimates are consistent 

with the negativity bias hypothesis. C, samples for all negativity bias measures combined (sample sizes for openness, need for closure, conservation 

and authoritarianism models are, respectively, n = 4,067, 4,059, 4,065 and 4,058); L, lexical decision task (n = 951, 949, 951 and 950); F, flanker task 

(n = 883, 881, 881 and 881); To, loss aversion under risk estimated using Toubia et al.30 procedure (n = 377, 379, 379 and 375); Ta, loss aversion under 

risk estimated using Tanaka et al.29 procedure (n = 1,046, 1,042, 1,046 and 1,043); B, differential memory for negative versus positive beans in BeanFest 

(n = 810, 808, 808 and 809). Regression outputs, with all frequentist inferential statistics and the sample size for each estimated model, are provided in 

the Supplementary Results (Supplementary Table 15 for ‘C’; Supplementary Table 16 for ‘Ta’; Supplementary Table 17 for ‘L’; Supplementary Table 18 for ‘F’; 

Supplementary Table 19 for ‘To’; and Supplementary Table 20 for ‘B’).
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Reassuringly, recent research strongly suggests that reaction time 
tasks conducted using web- and browser-based modes of delivery 
are comparable to laboratory-based studies in terms of their abil-
ity to reliably reproduce standard findings within the literature51–54. 
Looking at our own data, mean and median accuracy rates by 
respondent are >90% for both studies and we remove the small 
percentage of respondents with <80% accuracy (those who may be 
guessing on most trials). Reaction times also fall within a reasonable 
range and we remove the small number of trials that were extremely 
slow or fast (<200 or >5,000 ms).

Most importantly, however, we find theoretically expected rela-
tionships between reaction times and non-political variables. For 
the lexical decision task, we find a very strong relationship between 
mean reaction times for words and word frequency, which is per-
haps the most important variable in the broader literature on word 
recognition (measured here as Lg10WF from the SUBTLEXUS 
database)55,56. A simple model with a linear and a quadratic term 
for word frequency accounts for 77% of the variance in mean  

reaction times across words in our study (Fig. 4) and the average 
difference in reaction times comparing low to high frequency words 
(~200 ms) is very similar to what has been found in recent published 
work using both laboratory and web-based delivery modes52. Thus, 
there does not seem to be anything intrinsically problematic about 
conducting this task over the internet and our reaction time data 
are not just noise.

Turning to the flanker task, we examine the flanker effect—the 
difference in mean reaction times comparing target-incongruent to 
target-congruent flanker trials—for both positive and negative tar-
gets separately (as in Table 1 of ref. 28). As expected by past research 
on the flanker effect, when positive targets (for example, a seal pup) 
are flanked by negative images (for example, a spider), respondents 
are slower to respond than when they are flanked by positive images 
(mean difference = –18.55 ms, bootstrapped 95% CI = –38.02, 1.25). 
In contrast to this expectation, however, when negative targets 
are flanked by positive images, respondents are faster to respond 
than when they are flanked by valence-congruent negative images 
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Fig. 3 | interactions of operationalizations of negativity bias with political engagement. a–d, Plots of ordinary least squares coefficients (the solid points) 

and their 95% CIs (vertical lines extended from points) for models in which right-wing political identity (a), general conservatism (b), social conservatism 

(c) and economic conservatism (d) were regressed separately on each measure of negativity bias (specified on the x axis), political engagement and the 

interaction of negativity bias with political engagement, as well as a set of common controls. Each coefficient represents the difference in the coefficient 

for (standardized) negativity bias for a difference in political engagement comparing its minimum to its maximum value. All variables are coded so that 

positive estimates are consistent with the negativity bias hypothesis. C, samples for all negativity bias measures combined (sample sizes for identity, 

general, social and economic conservatism models are, respectively, n = 4,055, 3,934, 3,981 and 3,996); L, lexical decision task (n = 948, 916, 926 and 

932); F, flanker task (n = 881, 861, 869 and 872); To, loss aversion under risk estimated using Toubia et al.30 procedure (n = 379, 367, 375 and 373); Ta, loss 

aversion under risk estimated using Tanaka et al.29 procedure (n = 1,041, 1,008, 1,017 and 1,028); B, differential memory for negative versus positive beans 

in BeanFest (n = 806, 782, 794 and 791). Regression outputs, with all frequentist inferential statistics and the sample size for each estimated model, are 

provided in the Supplementary Results (Supplementary Table 22 for ‘C’; Supplementary Table 23 for ‘Ta’; Supplementary Table 24 for ‘L’; Supplementary 

Table 25 for ‘F’; Supplementary Table 26 for ‘To’; and Supplementary Table 27 for ‘B’).
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(mean difference = 35.57 ms, bootstrapped 95% CI = 5.51, 55.33). 
For both sets of targets—positive and negative—negative flankers 
capture attention and slow response times relative to positive flank-
ers, which suggests a general negativity bias in our sample. While 
these magnitudes are smaller than a recent web-based study of the 
flanker effect using letters as targets and distractors (52 ms)54, they 
are larger than the 10-ms flanker effect found by a previous study, 
which notes, ‘Though a 10-millisecond difference may seem incon-
sequential, it is consistent with typical findings in the literature on 
attentional cueing’28. Thus, our data are reliable enough to detect 
flanker effects comparable in size to past research and we find a 
negativity bias in the sample as a whole—we simply do not find a 
difference in this bias across political ideology.

Third, we estimate alternative models for each operationaliza-
tion of negativity bias to ensure that certain choices are not criti-
cal to the null results. For both the lexical and the flanker task, 
we re-estimate all models using only correct responses but the 
results do not support hypotheses 1–3 (Supplementary Tables 29 
and 30). For the flanker task, we also estimate models identical 
to ref. 28, which examine the relationship between ideology and 
flanker effects for positive and negative targets separately. Again, 
we find no significant relationships (Supplementary Table 31). For 
both loss aversion measures, we re-estimate all models using alter-
native restrictions. Specifically, we first exclude respondents with 
extreme loss aversion coefficients (less than one-third or greater 
than three). This change produces similar results and no additional 
support for hypotheses 1–3 (Supplementary Tables 34 and 36). We 
also re-estimate all loss aversion models including the other two 
prospect theory parameters as controls (value function curvature 
and probability weighting parameters). Inclusion of these param-
eters, however, does not produce additional support for hypoth-
eses 1–3 and reduces support for hypothesis 2 in the 2014 study 
(Supplementary Tables 35 and 37). For the study using BeanFest, 
we calculate two additional measures examined in past work using 
this research design: avoidance behaviour and negative valence 
weighting asymmetry (Supplementary Methods)17. Neither of 
these measures produces additional support for the hypotheses 
(Supplementary Tables 32 and 33).

Discussion
In four US datasets with a combined analytical sample size of about 
4,000 respondents and across five distinct behavioural measures 
of negativity bias, we find no consistent evidence that negativity 
bias (1) is associated with right-wing ideology in terms of political 
identity or issue preferences; (2) is associated with ‘closed’ values 
or personality traits, such as need for closure or (low) openness to 
experience; or (3) interacts with political engagement to predict ide-
ology. While we find a few statistically significant coefficients in the 
expected direction, these are not replicable across operationaliza-
tions and most do not survive P-value adjustments to control the 
false discovery rate. The more important implication of our results 
is that we rule out substantively large positive coefficients. That is, 
even if the predicted relationships exist in terms of direction, they 
are unlikely to be large in terms of magnitude. To support these null 
results, we conduct a series of data quality and robustness checks 
that suggest our data are comparable in quality to that of previous 
work and our results do not hinge on particular operationalizations 
or modelling choices. Moreover, our results are consistent with sev-
eral recent studies that fail to replicate associations between physi-
ological indicators of threat sensitivity and political ideology23–26. 
Our work extends this research on psychophysiology by broaden-
ing the set of measures of negativity bias, using large national sur-
vey samples in the United States, examining multiple measures of 
ideology, examining the link between negativity bias and a set of 
self-reported personality variables and examining the interaction of 
negativity bias with political engagement.

These null findings present a puzzle. The relationship between 
self-reported personality traits theoretically related to negativity bias 
(for example, low openness to experience and disgust sensitivity) 
and right-wing political preferences is replicable and substantively 
meaningful. Our data also strongly support this pattern. It is thus 
surprising that seemingly straightforward behavioural measures of 
negativity bias are unrelated to ideology and self-reported personal-
ity. In the remainder of the paper we consider possible reasons for 
the conflict between results based on self-report and results using 
behavioural and physiological measures of negativity bias.

First, it is possible that common behavioural and physiological 
operationalizations of negativity bias are too unreliable to pick up 
these relationships. In this view, the virtue of such measures—that 
they bypass self-report—is inextricably linked to their major draw-
back—their low level of measurement reliability. A previous study, 
for example, find very low levels of reliability for a common measure 
of negativity bias based on electrodermal responses to threatening 
images26. This could explain the better performance of self-report 
measures, which are typically based on multi-items scales and which 
increase in predictive power as the number of items increases57.

Reliability may be a particular problem for the lexical decision 
and flanker tasks, both of which rely on reaction time data to mea-
sure negativity bias. Moreover, since these were conducted over the 
internet, there may be an additional concern that respondents were 
inattentive or distracted while completing the tasks. As discussed 
above, however, data quality checks suggest that both measures 
reproduce well-established, non-political findings in the relevant 
literatures. Turning to our first measure of loss aversion under risk, 
previous work suggests that response error on the choice task is 
moderate: the average proportion of respondent choices inconsis-
tent with their estimated preferences is 20–30% (ref. 30). This work 
also suggests that the measure has out-of-sample predictive validity 
in both absolute terms and relative to a standard alternative mea-
sure of prospect theory preferences. Similarly, our second measure 
of loss aversion under risk shows predictive validity in a field study 
concerning real economic decisions29. One possible concern with 
this latter measure is that a substantial proportion of our sample 
displayed high levels of gain-seeking by choosing option B in the 
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first paired lottery of the third sequential choice task (35%). This is 
reflected in a median loss aversion of slightly less than one. While 
we agree that further work with loss aversion would be useful, we 
note that a large (though smaller) percentage of respondents also 
made this choice in the original work using this measure which 
studied a much poorer population of respondents (20%)29. Further, 
excluding respondents with very high levels of gain-seeking does 
not change our results.

Another possibility is that the relationship between self-reported 
personality traits and political preferences is due to the influence of 
the latter on the former. That is, people adjust their self-reported 
traits to match the prototypes of their political identities. For exam-
ple, a liberal may sort geographically and socially to be around lib-
eral people and subsequently adopt the broader norms of that group, 
many of which are related to personality. There is some evidence for 
this. Another study, for example, find that liberals and conserva-
tives report traits closer to their in-group’s prototype relative to cri-
terion measures of these same traits (for example, objective tests or 
third-party reports of traits)12. Other work suggests that traits may 
move as a function of political events14, exert little causal effect on 
political ideology over time58 and may even be endogenous to ideol-
ogy and partisanship13,15,59. It is unlikely, however, that reverse cau-
sality can account for the entire association between self-reported 
traits and ideology. Indeed, this would raise questions about where 
such norms come from in the first place: if personality has no causal 
effect on political attitudes, why do personality-related partisan ste-
reotypes exist at all? It is more likely that conformity to the political 
in-group strengthens the relationship than explains it away: peo-
ple who are higher (lower) than average in (say) openness gravi-
tate toward liberalism (conservatism) and the social connections 
formed through politics reinforce this disposition and extend it to 
new domains. For this reason, we do not expect reverse causality to 
explain away this puzzle.

Alternatively, it may be differences in beliefs rather than prefer-
ences that divide the left and right. That is, political groups may 
be similar in their attentiveness and reaction to negative potential 
outcomes but may differ in their beliefs about the likelihood of these 
outcomes. In a model of decision-making, for example, there would 
be no difference in loss aversion. Rather, right-wing ‘negativity bias’ 
would operate through the subjective probabilities assigned to nega-
tive and positive outcomes. Consistent with this idea, a substantial 
literature demonstrates that right-wing citizens are more likely to 
see the world as a threatening and dangerous place5. Since beliefs 
about the probability of negative outcomes are theoretically related 
to the same self-reported traits that robustly predict ideology, this 
is a worthwhile path for future research. Further, if differences in 
belief are important, left-wing citizens may be characterized by 
a ‘negativity bias’ on at least some issues. For example, one study 
finds that liberal identifiers self-report greater fear of climate change 
and overpopulation, while conservatives report greater fear of ille-
gal immigration and terrorist attacks60. Similarly, the relationship 
between threat and ideology may depend on the type of threat, for 
example, economic threats (such as family in poverty) tend to be 
associated with left-wing political beliefs (such as government own-
ership of business and industry should be increased)61.

Another possible resolution of this puzzle is that the search for a 
single individual difference variable that explains self-reported per-
sonality traits at the level of basic attentional and physiological pro-
cesses (for example, negativity bias) is a misguided endeavour. It is 
a well-supported finding in behavioural genetics that complex traits 
are shaped by ‘many genes of small effect’62. Analogously, complex 
personality traits, like openness to experience, may indeed be caus-
ally related to ideology but may be shaped by a diverse array of only 
weakly correlated antecedent factors, each of which has a small 
marginal effect on the overall trait level. Given the large number of 
diverse characteristics studied under the label ‘negativity bias’3, this 

seems like a viable, if speculative, hypothesis. The implication is that 
there may be a level of analysis, such as core values, beyond which it 
is no longer useful to theorize for the purpose of studying political 
behaviour because the antecedent causal factors become too weak 
and too numerous. While potentially dispiriting, this could also be 
fruitful by forcing the literature to focus on theoretical development 
at a single level of analysis.

Our study has methodological limitations that suggest the value 
of additional research. Most importantly, most of our data were col-
lected via Lucid in the United States over a small period of time 
(2018–2020). Additional research with different populations is 
needed to determine if our null results generalize to other contexts 
and with alternative sampling frames. Further, while we rely on sev-
eral distinct behavioural measures of negativity bias, we have not 
exhausted the realm of possible operationalizations. Finally, while 
we have tried to capture the most common ways in which political 
ideology is conceptualized and operationalized in the public opin-
ion literature, we cannot speak to the relationship of negativity bias 
to other important dimensions, such as racial or foreign policy atti-
tudes and we cannot make claims about opinion on specific issues.

Methods
All experiments were performed in accordance with relevant ethical guidelines 
and regulations. All participants in our studies provided informed and voluntary 
consent before beginning their respective study. All studies were approved 
by the institutional review board at Duke University (approved protocol nos. 
C0562, 2019-0038 and 2020-0523). As detailed in the Supplementary Methods, 
participants were compensated for their time through the relevant panel provider 
and had the opportunity to win additional bonus payments on the basis of their 
performance in the tasks to which they were assigned.

Our data consist of four US samples collected during four time periods (all 
n below represent the number of respondents with non-missing negativity bias 
measurements in each dataset but final analytical sample sizes vary by model 
on the basis of missingness across dependent variable and control measures—
Supplementary Results): November/December 2014 (n = 381, mean age = 50, 
female = 59%), August 2018 (n = 2,431, mean age = 51, female = 57%), October/
November 2019 (n = 1,056, mean age = 50, female = 51%) and July 2020 (n = 821, 
mean age = 51, female = 51%). The 2014 sample was collected by ClearVoice 
research through a contract with Qualtrics Panels (see Supplementary Methods 
for further information about all samples). Steps were taken to ensure data 
quality: respondents were removed from the survey if they failed either of two 
attention checks or if they failed to complete at least 90% of all survey items 
in the first half of the survey. The first attention check was a survey item that 
appeared to be a standard question about self-perceived knowledge in politics 
but embedded an instruction to select the response option ‘No knowledge at all’. 
The second was a multiple-choice item concerning the position currently held by 
Barack Obama. The 2018, 2019 and 2020 samples were collected through Lucid’s 
Marketplace (previously Fulcrum Exchange) with a restriction of the sample to 
only non-mobile-device users. We also removed respondents who failed either of 
two attention checks in the first part of the survey. In the first check, respondents 
had to accurately select two photos of roads (from a set of six) that contained a stop 
sign. The second, a multiple-choice question, asked respondents to identify the 
current President of the United States. We additionally removed any respondents 
from the data with no or duplicate Lucid identification numbers to avoid repeat 
survey takers.

Respondents completed one (and only one) of five different tasks to measure 
negativity bias, which are described in the following sections. All respondents 
to the 2014 sample completed measure 3; respondents to the 2018 sample were 
randomly assigned to either measure 1 or 2; all respondents to the 2019 sample 
completed measure 4; and all respondents to the 2020 sample completed measure 
5. Information on background characteristics and political orientations of 
respondents in all samples is provided in Supplementary Table 1. Final analytical 
sample sizes for each regression model vary on the basis of data availability across 
respondents and are provided in the Supplementary Results. No statistical methods 
were used to predetermine sample sizes but our sample sizes are similar to, or 
larger than, those reported in previous publications addressing similar questions 
using behavioural or physiological measures of negativity bias17,26–28,63.

We organize our discussion of these measures substantively rather than 
chronologically. After describing the measures in detail, we turn to our dependent 
variables, which are identical across the Lucid samples and very similar to the 
ClearVoice sample.

Measure 1: cognitive accessibility of threatening concepts. We adapt previous 
work on authoritarianism and use a lexical decision task (LDT) to measure 
negativity bias27. In an LDT, respondents are exposed to a series of trials. In each 
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trial they are asked to decide, as quickly as possible while being accurate, whether 
a string of letters is a legal English word or a non-word. Speed and accuracy in 
the legal word trials are, theoretically, measures of the relative accessibility of 
the concepts represented by the words64–66. We use the difference in the average 
response time to positive relative to negative words as a measure of the relative 
accessibility of negative concepts and thus of negativity bias.

Respondents completed a total of 60 trials: 10 each for positive (for example, 
sunshine), negative (for example, die) and neutral words (for example, teletype) 
and 30 for non-words (for example, fusk). Words for each trial were randomly 
sampled without replacement. Our final measure was calculated similarly to the 
D-score in research on the implicit association test67. We exclude all responses 
<200 ms or >5,000 ms and all respondents with <80% correct responses. We 
then calculate, for each respondent, the difference between average response time 
to positive words and average response time to negative words and divide this 
difference by the respondent-specific standard deviation of latencies to both types 
of targets combined. The larger the value, the greater the variance-adjusted relative 
response time to positive words and thus the higher the relative accessibility of 
negative words. To incentivize effort and reduce measurement error, we informed 
respondents that the top ten performers in the LDT study would be eligible to 
receive a US$10.00 Amazon.com gift card and winners who provided an email 
address were paid after all data were collected. Additional information is available 
in the Supplementary Methods.

Measure 2: attentional biases to negative stimuli. Our second measure adapts 
recent work on political ideology using the flanker task28. In each of 30 trials, 
respondents are presented with a series of three images arrayed horizontally. 
The middle image is the target and the flanking images to the left and right are 
distractors. The goal of each trial is to identify, as quickly as possible while being 
accurate, whether the target image is positive or negative. The previous research 
uses angry and happy faces; however, we substitute three negative and three 
positive images drawn from the International Affective Picture System database 
(IAPS)68 and the Geneva Affective Picture Database (GAPED)69. The images in 
these databases are normed for both valence and arousal and IAPS pictures have 
been used in other work on negativity bias and ideology20. The specific images used 
in our study were chosen for being extreme in terms of valence. We used three very 
positive images (flowers, a human baby and a baby seal) and three very negative 
images (an aimed gun, a dirty toilet and a spider).

A flanker effect is defined as the difference in average response times 
comparing trials where all three images are of the same valence (for example, all 
three are positive) to trials where the flanking images conflict in valence with the 
target (for example, a positive image flanked by two negative images), with conflict 
between target and flanker valence expected to slow response time28. However, if 
negative images strongly capture attention, this flanking effect should be small (or 
even reversed) for negative targets and large for positive targets. That is, negativity 
bias implies a comparative measure such that target-incongruent flankers are more 
distracting for positive relative to negative targets. A straightforward measure is 
thus the difference in the flanking effects comparing negative to positive targets. 
We again exclude all responses <200 ms or >5,000 ms and all respondents 
with <80% correct responses. We calculate this measure using a D-score-like 
procedure, as with measure 1, by dividing the difference in flanking effects for each 
respondent by the respondent-specific standard deviation of latencies to all types 
of targets combined. We again incentivized performance by informing respondents 
that the top ten performers would be eligible to receive a US$10.00 Amazon.com 
gift card. Winners who provided an email address were paid after the data were 
collected. Additional information is available in the Supplementary Methods.

Measure 3: loss aversion in decision-making under risk. Our third measure 
operationalizes negativity bias as the loss aversion parameter in prospect theory 
for decision-making under risk (with known outcome probabilities). Conceptually, 
loss aversion means that losses loom larger than nominally equivalent gains. 
Within cumulative prospect theory (CPT)70, loss aversion is formalized as a 
weighting parameter (λ) on the value function for negative potential outcomes:
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Values of λ above one mean that losses are worth more in terms of absolute 
utility than nominally equivalent gains, while values between zero and one imply 
the opposite (gain-seeking). We use the three-parameter version of CPT and 
estimate value curvature and probability weighting parameters along with loss 
aversion.

The questionnaire for eliciting CPT parameters consists of 16 questions 
(see a screenshot of a question in the Supplementary Methods). For each, the 
respondent is asked to choose between two prospects of the form X = (x,P,y) 
where the probability of the outcome x is P and the probability of the outcome y is 
(1 – P). To incentivize truthful and accurate revelation of preferences, respondents 
were informed before completing the task that, following data collection, four 
respondents would be randomly selected, each of these four respondents would 
be given a US$20 endowment and one of their 16 choices would be selected and 

played for real stakes. Losses were thus paid out of the endowment and the selected 
respondents received US$20 plus the outcome of their selected gamble. The 
universe of prospects is as follows:

x ∈ (US$1,US$30,US$40,US$100,US$1, 000)

y ∈ (−US$20,−US$15,−US$10,−US$5,US$5,US$10,US$30)

P ∈ (0.1, 0.3, 0.5, 0.7, 0.9)

The choice questionnaire is adaptive in the sense that the options in choices 
2 through 16 are selected to minimize the expected uncertainty in the CPT 
parameters following that choice. This approach reduces the total number of 
choices necessary to achieve a given level of precision for each respondent’s 
parameter estimates. After data collection, estimates are obtained via hierarchical 
Bayes, which partially pools information across respondents, again generating 
more efficient estimates. We provide additional details about the questionnaire and 
estimation process in the Supplementary Methods. Randomly selected winners 
were paid following data collection.

Measure 4: loss aversion in decision-making under risk. Our fourth measure 
also operationalizes negativity bias as loss aversion under risk but uses a different 
elicitation procedure adapted from past work in economics29. The procedure 
consists of three sequential tasks. In each, respondents are presented with a series 
of choices, each of which is presented on a separate screen (see Supplementary 
Table 6 for all stimuli). Each choice presents two gambles, A and B, with B 
increasing in relative attractiveness as the task proceeds. The goal is to determine 
the point at which the respondent switches from preferring A to preferring B. We 
operationalize this as the first choice at which the respondent chooses B (if at all)—
that is, once the respondent chooses B, they move to the next task in the sequence. 
Our construction of the task thus imposes consistency on respondents’ preferences 
(they cannot make incoherent choices within a task).

Switching points in the first two tasks uniquely determine the prospect 
theory value curvature and probability weighting parameters. Given values for 
these parameters, the third task determines a range of possible loss aversion 
values for that respondent. When this range is not bounded by zero or infinity, 
we calculate the midpoint of the range as the loss aversion estimate for the 
respondent. When one of the bounds is zero for a respondent, we use the upper 
bound as their estimate of loss aversion. When one of the bounds is infinity for a 
respondent, we use the lower bound as their estimate. We discuss the procedure 
for calculating parameter estimates in detail in the Supplementary Methods and 
provide the calculation tables in Supplementary Table 7. To incentivize truthful 
and accurate revelation of preferences, we informed respondents that five 
participants would be randomly selected to have one of their choices played out 
for real stakes with a US$21 initial endowment. Winners who provided an email 
were paid after data collection.

Measure 5: BeanFest. Our fifth measure builds on recent work in psychology 
using the BeanFest experimental framework17. On each trial of BeanFest, 
respondents are presented with a line drawing of a ‘bean’ which can vary along two 
dimensions: shape (from circular to oblong) and number of spots (few to many) 
(Supplementary Fig. 4). Their task is to choose whether to ‘accept’ the bean or 
‘reject’ it. If they accept the bean, they receive a positive or negative payoff, with 
half the beans worth +10 points and half worth –10 points. If they reject the bean, 
they neither gain nor lose points but receive no information about the bean’s value.

Respondents begin each round of the game with 50 points. They win the round 
if they get to 100 points and lose if they reach zero points (the round continues 
until they reach one or the other endpoint). Unknown to the respondents, the 
beans are drawn from a two-dimensional matrix within which clusters of spatially 
proximate beans share both attribute and point values (Supplementary Fig. 5). 
It is thus possible to learn about the characteristics of helpful and harmful beans 
and win the game with high probability. Each respondent played 6 practice trials 
followed by 108 trials in the game phase. Following previous work, there were 36 
unique beans that were each viewed three times17. The first 12 beans viewed were 
in a predetermined order, with the remaining beans being randomly displayed 
without replacement (every respondent saw every bean exactly three times). We 
provided a monetary incentive to respondents. For each win, US$2 was added to 
the respondent’s ‘bonus payment total’. Each loss subtracted US$2 from this total. 
Respondents were told that, at the end of the study, we would randomly select ten 
respondents and those respondents would receive their bonus payment total as an 
Amazon.com gift card.

At the end of the game phase, respondents completed a test phase in which 
they were presented with 56 beans, 36 of which they had previously seen and 20 
of which were new but were drawn from the same two-dimensional matrix as the 
game phase beans. Respondents’ task in the test phase is to determine whether each 
bean is helpful (+10 points) or harmful (–10 points). They were told that for each 
correct answer we would add US$0.10 to their bonus payment total.

Following previous work, our primary measure of negativity bias is the 
respondent’s ‘learning asymmetry‘—the difference in their accuracy during the test 
phase comparing negative to positive beans17. A high value of this measure suggests 
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greater relative accuracy for negative beans and thus a stronger negativity bias. 
We consider two additional measures in the section on robustness. We provide 
additional details for this study in the Supplementary Methods. Randomly selected 
winners who provided an email were paid their bonus payment total after data 
collection was complete.

Dependent variables and controls. We examine four measures of political 
ideology. First, we operationalize right-wing political identity as the average 
of a seven-point, branching partisanship scale and a seven-point ideological 
identification scale. Second, we operationalize general conservatism as the factor 
scores estimated from one-dimensional principal factors analyses of several 
political value and policy items. These include: (1) four items tapping moral 
traditionalism, (2) three items tapping support for limited government and (3) 
ten policy items, including preferences on gay marriage, abortion, immigration, 
affirmative action for African-Americans, government health insurance, social 
security privatization, minimum wage, tax rates on wealthy Americans, military 
spending and import restrictions. Our third measure operationalizes social 
conservatism as the factor scores calculated from one-dimensional principal 
factors analyses of the four moral traditionalism items and policy preferences on 
gay marriage, abortion, immigration and affirmative action for African-Americans. 
Our fourth measure, economic conservatism, is operationalized similarly using 
the limited government items and policy preferences on insurance, Social Security, 
minimum wage and tax rates. In all cases, the factor analyses were run separately 
within each dataset, the factor scores were calculated for respondents within that 
dataset and the datasets were then merged. This allows for the covariance structure 
of the items to vary across datasets. Items for all dependent variables are provided 
in the Supplementary Methods.

We also consider four personality constructs that have been the focus of 
previous work on political preferences: openness to experience2,6, the need 
for non-specific cognitive closure10,71, conservation versus openness to change 
values38 and authoritarian childrearing values35,72. Our measures are identical 
in all samples for the last two constructs but differ for the first two comparing 
the 2014 sample to the 2018–2020 samples. The changes were made to increase 
the validity and reliability of these two measures. All measures, however, use 
common items within the literature. For each personality construct, we average 
all available items for each respondent. All personality items are listed in the 
Supplementary Methods.

In all models we control for age, gender, race and ethnicity, education, 
household income and employment status. Following recent research, we 
measure political engagement as the average of political knowledge (on five 
objective knowledge questions) and both self-reported political interest and news 
consumption11.

We recode all measures of negativity bias to have a mean of zero and standard 
deviation of one before analysis. All other variables, including all dependent 
variables, are coded from zero (minimum) to one (maximum). All regression 
models were estimated by ordinary least squares.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are publicly available in Harvard 
Dataverse with the identifier https://doi.org/10.7910/DVN/GRXTZY73.

Code availability
The code necessary for reproducing the findings of this study are publicly available 
in Harvard Dataverse with the identifier https://doi.org/10.7910/DVN/GRXTZY73.
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The statistical test(s) used AND whether they are one- or two-sided 

Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons
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Data collection Survey data was collected using Qualtrics survey software. Custom JavaScript was included in the Qualtrics survey (.qsf) files for the 2018, 

2019, and 2020 Lucid studies. The incentivized decision making task in the 2014 study was run in a website built by another research group. 

Final estimates of prospect theory parameters for the 2014 study, which are based on the decisions of the respondents in the incentivized 

task, were calculated by this other research group and shared with us. The current version of their software is available at the following 
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Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description The study is observational and quantitative.

Research sample Our data consist of four U.S. samples collected during four time periods: November/December 2014, August 2018, October/ 

November 2019, and July 2020. The 2014 sample was collected by ClearVoice research through a contract with Qualtrics Panels. The 

2018, 2019, and 2020 samples were collected through Lucid's Marketplace (previously Fulcrum Exchange) with a restriction of the 

sample to only non-mobile-device users. Quotas for age, sex, race and ethnicity, and region, based on the 2016 American Community 

Survey, were used for the Lucid samples. The mean age for each of these four samples is, respectively, 50, 50, 50, and 52. The 

percent female in each is 59%, 55%, 52%, and 52%. Additional demographic information is available in the supplemental materials. 

These organizations were used to obtain our samples because we believed that, among the options available to us given the budget 

constraints of our project and our sample size goals, they would provide maximally representative samples of U.S. adults. 

Nonetheless, respondents opt-in to participation and thus likely differ from a truly representative sample in unobserved ways. 

Sampling strategy Samples were obtained through intermediaries (Qualtrics Panels and Lucid Marketplace) that contract with survey panel providers. 

The panel providers use a variety of strategies to recruit participants (e.g., online advertisements) and typically provide incentives for 

participation in surveys (e.g., gift cards). The sample size for the 2014 study was the maximum size possible given the funding 

received for the study. The 2018 and 2019 studies had a target sample size of 1,000 per measure of negativity bias (so 3,000 total for 

2018 and 1,000 for 2019). The 2020 study had a target sample size of 1,500. These sample sizes were chosen to balance budget 

constraints at the time of data collection with the our desire to have sufficient power to detect small effect sizes. Final analytical 

sample sizes are smaller than our targets due to respondent drop off, exclusions (see below), and missing data on model variables. 

Data collection All data was collected over the internet using Qualtrics survey software and, in one case (the incentivized decision making task in the 

2014 study), a website built by another researcher group. 

Timing Our data consist of four U.S. samples collected during four time periods: November/December 2014, August 2018, October/ 

November 2019, and July 2020. 

Data exclusions For the lexical decision task and the flanker task, we exclude all responses below 200 milliseconds or above 5000 milliseconds and all 

respondents with less than 80% correct responses. 45 respondents were excluded from the lexical decision task on this basis, while 

85 were excluded from the flanker task. These exclusions are intended to remove respondents who are not taking the task seriously, 

for example, by speeding or straight-lining. For model estimation, we used listwise deletion for respondents with unavailable data on 

model variables. These exclusion conditions were pre-established. 

Non-participation It is not possible to determine how many potential participants declined an offer to participate as these offers are made by the panel 

providers and we only receive data for participants who choose to enter our survey. 746 respondents to the 2014 sample were 

forcibly dropped from the survey for failing either of two attention checks. In the 2018, 2019, and 2020 samples, some respondents 

dropped out without completing the survey while others were forcibly dropped for failing either of two attention checks. The total 

number failing to complete the survey for these three samples are 835, 120, and 853, respectively. 

Randomization Allocation to one of three measures of negativity bias in the 2018 sample was random. 

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 

system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 
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Materials & experimental systems

n/a Involved in the study

Antibodies

Eukaryotic cell lines

Palaeontology and archaeology

Animals and other organisms

Human research participants

Clinical data

Dual use research of concern

Methods

n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Human research participants

Policy information about studies involving human research participants

Population characteristics See above.

Recruitment Participants were recruited through intermediaries (Qualtrics Panels and Lucid Marketplace) which contract with survey 

panel providers for participants. The panel providers use a variety of strategies to recruit participants (e.g., on line 

advertisements) and typically provide incentives for participation in surveys (e.g., gift cards). Since these are opt-in samples, 

the sampling frame cannot be assumed representative of the target population under study (U.S. adults). Individuals who 

self-select into participation in our studies are likely to be more experienced at taking surveys than the average U.S. adult and 

are likely to be more interested in politics. They are also likely to have higher levels of unemployment. Higher levels of 

political interest may bias results in the direction of stronger estimated relationships between measures of negativity bias 

and political ideology. 

Ethics oversight The studies reported in our manuscript were approved by the Duke University Institutional Review Board.

Note that full information on the approval of the study protocol must also be provided in the manuscript.


	Negativity bias, personality and political ideology

	Results

	Discussion

	Methods

	Measure 1: cognitive accessibility of threatening concepts
	Measure 2: attentional biases to negative stimuli
	Measure 3: loss aversion in decision-making under risk
	Measure 4: loss aversion in decision-making under risk
	Measure 5: BeanFest
	Dependent variables and controls
	Reporting Summary

	Acknowledgements

	Fig. 1 Associations between operationalizations of negativity bias and political ideology.
	Fig. 2 Associations between operationalizations of negativity bias and self-reported personality traits.
	Fig. 3 Interactions of operationalizations of negativity bias with political engagement.
	Fig. 4 Mean reaction time to legal English words in the lexical decision task as a function of word frequency.
	Table 1 Bayes factors in the direction of the null (BF01) for associations between operationalizations of negativity bias and political ideology.
	Table 2 Bayes factors in the direction of the null (BF01) for associations between operationalizations of negativity bias and self-reported personality traits.
	Table 3 Bayes factors in the direction of the null (BF01) for interactions of operationalizations of negativity bias with political engagement.


