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The Development of Size Sequencing Skills: An Empirical and
Computational Analysis

Maggie McGonigle‐Chalmers1 and Iain Kusel1

Abstract We explore a long‐observed phenomenon in children’s cognitive
development known as size seriation. It is not until children are around
7 years of age that they spontaneously use a strict ascending or descending
order of magnitude to organize sets of objects differing in size. Incomplete
and inaccurate ordering shown by younger children has been thought to be
related to their incomplete grasp of the mathematical concept of a unit.
Piaget first brought attention to children’s difficulties in solving ordering and
size‐matching tests, but his tasks and explanations have been progressively
neglected due to major theoretical shifts in scholarship on developmental
cognition. A cogent alternative to his account has never emerged, leaving size
seriation and related abilities as an unexplained case of discontinuity in
mental growth. In this monograph, we use a new training methodology,
together with computational modeling of the data to offer a new explanation
of size seriation development and the emergence of related skills.

We describe a connected set of touchscreen tasks that measure the abil-
ities of 5‐ and 7‐year‐old children to (a) learn a linear size sequence of five or
seven items and (b) identify unique (unit) values within those same sets, such
as second biggest and middle‐sized. Older children required little or no
training to succeed in the sequencing tasks, whereas younger children
evinced trial‐and‐error performance. Marked age differences were found on
ordinal identification tasks using matching‐to‐sample and other methods.
Confirming Piaget’s findings, these tasks generated learning data with which
to develop a computational model of the change.

Using variables to represent working and long‐term memory (WM and
LTM), the computational model represents the information processing of the
younger child in terms of a perception‐action feedback loop, resulting in a
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heuristic for achieving a correct sequence. To explain why older children do
not require training on the size task, it was hypothesized that an increase in
WM to a certain threshold level provides the information‐processing capacity
to allow the participant to start to detect a minimum interval between each
item in the selection. The probabilistic heuristic is thus thought to be re-
placed during a transitional stage by a serial algorithm that guarantees
success. The minimum interval discovery has the effect of controlling search
for the next item in a principled monotonic direction. Through a minor
additional processing step, this algorithm permits relatively easy identi-
fication of ordinal values.

The model was tested by simulating the perceptual learning and action
selection processes thought to be taking place during trial‐and‐error
sequencing. Error distributions were generated across each item in
the sequence and these were found to correspond to the error patterns shown
by 5‐year‐olds. The algorithm that is thought to emerge from successful
learning was also tested. It simulated high levels of success on seriation and
also on ordinal identification tasks, as shown by 7‐year‐olds.

An unexpected finding from the empirical studies was that, unlike adults,
the 7‐year‐old children showed marked difficulty when they had to compute
ordinal size values in tasks that did not permit the use of the serial algorithm.
For example, when required to learn a non‐monotonic sequence where the
ordinal values were in a fixed random order such as “second biggest, middle‐
sized, smallest, second smallest, biggest,” each item has to be found without
reference to the “smallest difference” rule used by the algorithm. The diffi-
culty evinced by 7‐year‐olds was consistent with the idea that the information
in LTM is integrally tied to the search procedure itself as a search‐and‐stop
based on a cumulative tally, as distinct from being accessed from a more
permanent and atemporal store of stand‐alone ordinal values in LTM. The
implications of this possible constraint in understanding are discussed in
terms of further developmental changes.

We conclude that the seriation behavior shown by children at around
7 years represents a qualitative shift in their understanding but not in the
sense that Piaget first proposed. We see the emergent algorithm as an in-
formation‐reducing device, representing a default strategy for how humans
come to deal with potentially complex sets of relations. We argue this with
regard to counting behaviors in children and also with regard to how linear
monotonic devices for resolving certain logical tasks endure into adulthood.

Insofar as the monograph reprises any aspect of the Piagetian account, it
is in his highlighting of an important cognitive discontinuity in logi-
comathematical understanding at around the age of 7, and his quest for
understanding the transactions with the physical world that lead to it.
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I. Discontinuity in Discrete Set Understanding: An Enduring Issue

The Development of Discrete Set Understanding

Piaget’s theory has had one of the most enduring influences on the way
we think about children’s grasp of the basic underpinnings of all number
systems by claiming that around the age 6 or 7 years, children appear to gain
sudden insight into the logicomathematical properties of discrete sets com-
posed of simple tangible elements. Whether they are beads, blocks, or
counters, and whether presented in a row, heap, or collection, these elements
have intrinsic logicomathematical interconnections simply by virtue of their
membership within a countable set. The interconnections that define such
objects relative to one another and to the total set are as follows.

Cardinal Value. The term cardinal value refers to the total number in a set,
commonly arrived at by counting. However, the cardinal value stands both
for the final item of a count (e.g., the number six) but also represents the
numerosity of that set (six). Cardinality applies to any set of discrete objects
in a countable collection.

Ordinal Value. This term applies to objects (such as sticks or blocks) that
vary along a single dimension such as size or weight. The ordinal value of a
given item is its unique position along the differentiating dimension (e.g., the
third biggest or heaviest). The ordinal value is its permanent, logi-
comathematical—as opposed to its spatio‐temporal—position within the set
(e.g., third from the left). Its ordinal value within the set does not change
even when its location within the set is changed.

Unit. The common denominator to both ordinality and cardinality is the
concept of the unit. Arriving at a specific ordinal value by seriating (ordering
from least to greatest or the reverse), or at a cardinal value by counting,
necessarily represents increments using the smallest divisible interval.

Piaget’s theory was that these properties and their interrelationships are
gradually constructed through direct interaction with the physical world, and
that, in a very real sense, they do not exist in the mind of the preschool and early
school‐aged child. His interest in children’s mental development was therefore
primarily an exercise in epistemology, or in revealing the nature of knowledge,
rather than an exercise in developmental psychology per se. By exploring how
children interact with sets and collections of objects during the preschool to
early school years, he set about illustrating how the principles of logic and
mathematics are acquired through a process of active individual discovery.

Once these logicomathematical principles have been acquired, the child’s
behaviors with regard to discrete sets are no longer exploratory but conform
to logical operations. The child at this stage (at around 7 years) is described
accordingly as operational. Understanding the properties as defined above is
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therefore seen by Piaget to be an outcome of extensive experience. The key to
following his theory of logicomathematical development is to suspend the
adult conceptions of number and unit value and to try to share his vision of
how these concepts come into being.

A second important key to Piaget’s theory is that it embraces two distinct
aspects, and both employ the concept of an operation. One is the practical and
experiential means by which discoveries are made regarding rules governing
the physical world—a functionalist explanation sometimes described as
transactionalism. An operation in this context would be any action performed
by the child whose transformative effect could be directly observed, such as
moving an object back and forth from A to B, or opening and closing a
container. Another is the stage‐like progression of logical understanding
arising later from these fundamental sensorimotor discoveries. Here, Piaget
references logicomathematical terms as listed above, but in the sense of
showing that concepts such as ordinality and cardinality are not (yet) used to
reason about the physical world by children less than 6 years old, who are
thus labeled preoperational. An end‐state defined approach, this aspect of his
account is described as structuralist, in which an “operation” now also refers to
a logical transformation whose crucial property is reversibility (e.g., A>B
implies B< A). We consider in due course concerns as to whether the
transactionalist and structuralist aspects of his account are in fact compatible,
and specifically how and whether operations at the level of action can lead to
the mental operations that form the core of his structural account.

These concerns notwithstanding, an enduring legacy to developmental
psychology from Piaget’s research was the exercise of documenting and ex-
plaining how children deal with discrete sets during the preoperational
phase. From a young age, children are invited to attend to the numerosity of
sets, relations between and among items such as “bigger than” and “smaller
than,” to sort and order items accordingly, and so on. These are natural and
enculturated activities but are subject to slow development and improvement.
By turning these activities into a set of dedicated experimental tasks, and by
recording behavior and interview responses from preschool and early school‐
aged children, Piaget set about detailing how these activities are the basis on
which ordinality, cardinality, unitization, and the very concept of number
develops.

A key element determining the design of the tasks was the idea that
children should discover that discrete sets are decomposable into unique
indivisible units that are logically immune to how they are displayed in visual
space. We see later how this was tested in conservation and one‐to‐one cor-
respondence tasks. To understand Piaget’s tasks and to follow his thinking
and conclusions, it is helpful to consult original or translated volumes in
which Piaget, often in collaboration with Inhelder, describes his research
first‐hand (Inhelder & Piaget, 1964; Piaget, 1952a; Piaget & Inhelder, 1971,
1974). Chapman (1988) provides a thorough exposition and critique of
Piaget’s structuralist and functionalist approach.
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A History Leading to Progressive Neglect

In the usual manner of theoretical changes and developments in all sci-
entific disciplines, Piaget’s work on logicomathematical development has seen
many shifts of focus and emphasis in the writings of later researchers. One of
the topics that has suffered from this shift has been Piaget’s claim that at around
the age of 6 or 7, children gain a sudden insight into the logicomathematical
properties of discrete sets, and in so doing, exhibit an important discontinuity
in their cognitive development. Without Piaget’s claim being repudiated di-
rectly, it has attracted diminishing interest. As criticisms of Piaget’s theoretical
position started to emerge, his theory was slowly replaced with alternative vi-
sions of developmental growth very few of which accepted his concept of op-
erational development. There were several strands to the growing critique. In
brief, and in roughly chronological order, these include a theoretical rebuff of
Piaget’s logical take on the mastery of skills that were thought to be more
convincingly explained in terms of contemporary cognitive psychology, an
empirical challenge to Piaget’s claim that younger children lack logical insight,
a rejection of the idea of domain‐general advances at particular ages and
stages, and, most radically of all, the growing popularity of theories offering
innate explanations of competences that Piaget regarded as emerging gradually
from prolonged interaction with the world. Together, these forces drew atten-
tion away from the critical age of 6 or 7 and away from the insights that Piaget
thought would emerge in children at about that age. The widening gap be-
tween the classic Piagetian vision and more contemporary standpoints was
further advanced through the rise of various information‐processing theories
that considered developmental tasks in terms of their complexity and in-
formational load on memory rather than their logical properties. More re-
cently, a further shift and change of direction has arisen from Executive
Functioning (EF) approaches to developmental cognition, originating as much
from neuropsychology as from classical developmental psychology, in which
memory and processing factors are considered in terms of functional changes
in the prefrontal cortex (PFC) of the brain.

With this shift toward the study of growth in psychological rather than
logical processes came the substitution of classic tests of logic with tests of WM,
planning, and response inhibition (RI). As we describe below, these para-
digmatic and theoretical shifts have led to considerable new insights into
cognitive growth and its neuropsychological underpinnings. The premise of
this monograph, however, is that there has been a corresponding neglect of
what were once considered as the crucial discoveries made by children about
the age of 6–7 that forever alter how they view and deal with the physical world.

The Structure of This Chapter

The broad topic we address in this monograph is children’s developing
understanding of discrete properties of sets of multiple items. We focus in
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particular on sets of items that differ only by size. We describe how children
appear to move from a weak and indeterminate concept of a set, to one which
is fully unitized, and thereby permits principled ordering and the identi-
fication of ordinal values. First, we describe the key tasks that were used in
developing Piaget’s thesis. Second, we consider how Piaget’s findings bear on
the issue of discontinuity in development and, finally, how he dealt with this
in terms of his transactionalist account. With the topic raised and inves-
tigated by him thus described in as objective a manner as possible, we move
on to the various theories, approaches, and critiques that, we shall argue, left
this issue isolated and unresolved.

Ordinality, Cardinality, and One‐to‐One Correspondence: The Tasks

The first principle that we might expect to appear during early childhood
is cardinality. After all, children are encouraged to count almost as soon as
they can speak. For Piaget, however, a cardinal value should be more than a
verbal label and should come to be understood as enduring property of an
item within a set, indifferent to how it was counted or the perceptual layout
on which the count was performed. Accordingly, it should be understood as
equivalent to the same cardinal value of an item from another set, again
irrespective of perceptual factors. This criterion of understanding was the
rationale for Piaget’s famous number conservation tasks (Piaget, 1952a;
Piaget & Szeminska, 1941) where, typically, the child is presented with two
sets of objects with same number in each, displayed in horizontal rows one
above the other. The test involves asking children how many there are in a set
before and after one or other set is transformed by spacing the items out. The
standard test question put to the child each time is, “are there more here
(pointing) or more here (second set) or are they just the same?” The classic
finding (and we shall come later to refutations) was that children are likely to
give a different answer after the transformation. Piaget’s explanation for this,
and other tasks, usually involves making distinctions across three main
stages, the last being operational. His stage analysis took account not only the
accuracy of the answer, but also the child’s behaviors and verbal justifications
for their judgments. At stage I, children consider the array as a global whole,
that is, they do not decompose the array into units and the answer is thus
likely to be based on overall appearance (i.e., length of the array). By stage II,
children (of five or six) will observe the one‐to‐one correspondence of items
across sets if they are arranged in direct alignment with one another, but will
then use the global comparison to decide “which has more” if the sets are
moved out of alignment (though the conflict between their two answers may
be obvious to them). By stage III (the operational child), the correct answer
will be given despite the transformation. It appeared to Piaget that the
conflict the child experiences at the preceding stage becomes resolved
through the realization that one‐to‐one correspondence can by reinstated by
moving the items up again. The act of decomposing the set to achieve
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correspondence thus appears to “free” the child from the influence of the
immediate perceptual appearance.

Piaget was concerned to show that the stages describing the development
of cardinality can also explain how children come to understand ordinality at
around the same age. Using sets composed of objects that could be ordered
along a dimension of change such as size, Piaget (1952a) constructed ordinal
and serial correspondence tasks. There are several versions of these tasks, but
one will serve as an example here. The child is given a set of 10 dolls of
different sizes and 10 toy walking sticks also of different sizes and these are
put in order and in spatial correspondence until the child understands that
each stick can be paired with a particular doll. One of the test questions
involves putting the sets out of order and asking the child to find the stick
that “goes with” a particular doll. Once again, there are three stages leading
to the development of the correct answer. The solution requires spontaneous
seriation or ordering of the objects, and at the first stage children fail alto-
gether. At the second stage, there may be trial‐and‐error ordering of objects,
but when the sets are disarranged, they are unable to identify the ordinal
value of a stick (e.g., “third biggest”) in order to match it to the corre-
sponding doll. This is accompanied by a failure to correctly insert a single
missing item into a disordered set, again suggesting a failure to separate the
ordinal value from the global whole. At the third stage, the act of sponta-
neously seriating the sticks allows one‐to‐one correspondence tasks to be
solved. As with conservation, this is purportedly because children apprehend
that their own actions on the series—such as “setting out the series in either
direction” (p. 155) are reversible. This reversibility in action leads to un-
derstanding the true nature of an ordinal relation—namely, that an asym-
metric relation is simultaneously expressible in a “bigger than” (A>B) and a
“smaller than” (B< A) direction. This, in turn, enables the identification of a
specific unique value and can be used in the correspondence tasks to find the
correct stick. The very concept of a unit emerges from these discoveries,
according to Piaget.

Seriation and Serial Understanding

Piaget’s tasks illuminated the way in which three interconnected aspects
of operational understanding (ordinality, cardinality, and unitization) might
become manifest. Although tested in conservation and one‐to‐one corre-
spondence tasks, an important emergent behavior enabling the latter was
spontaneous seriation, that is, methodically ordering a given set of items in
order of size. Seriation was also tested by Piaget in its own right as a stand‐
alone task in which the children simply have to select sticks from a disordered
array and put them in order of size. The questions it raised are the subject of
this monograph. Because we shall be introducing a paradigm in Chapter II
that is serial in nature but different from the classic seriation task, we define
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next the difference between Piaget’s size seriation tasks and the concept of
size sequencing (which are not entirely synonymous).

Size Seriation

We use the term size seriation to refer to Piaget’s physical construction
task in which a single set of objects differing in length or size have to be
selected from a pool of jumbled elements and placed in a monotonic order
(from biggest to smallest or the reverse). The task typically involves the
presentation of a set of eight to ten 2‐dimensional objects such as drawn
rectangles (Piaget, 1952a) or 3‐dimensional objects such as vertical rods
(Piaget & Szeminska, 1941) and the child is invited to copy an already or-
dered set or simply asked to “make a staircase” with them. Operational
success at around the age of 7 is the ability to do this immediately and
without trial and error. A corollary task is based on asking the child to insert a
missing stick into its correct place, which, according to Piaget, demonstrates
that the child understands that the item is simultaneously greater/less than all
the prior items in the ordering, and less/greater than all the subsequent ones
(though it could in principle be based on local comparisons with the im-
mediately adjacent sticks).

Size Sequencing
Size sequencing refers to the ability to adhere to a serial monotonic order

even if there is no requirement to select or place objects. The size‐ordering
task testing this ability will be described in Chapter II and we, therefore,
return to it in greater detail in due course. In the meantime, we note that
selecting objects in a principled order of size does not have to be demon-
strated by a select‐and‐place task.

We now turn to why the area in question still deserves close consideration
in its own right and not simply as a facet of a historical theory.

Discontinuity: An Enduring Issue

Later in this chapter, we describe the ways in which Piaget’s stage‐based
account came to be refuted. But before doing so, it is important to try to
separate his explanation from the behavioral phenomena he so painstakingly
documented. Considered as objectively as possible, the achievements of the
operational child at around the age of 7 can indeed be viewed as representing
an important discontinuity in cognitive development. Whether it is to un-
derstand the additive and subtractive relations in numbered sets (e.g., that
3+ 2= 5 and 5− 3= 2); the cardinal and ordinal equivalence of items with
same unit value; or the necessity of assigning a unique unit position to each
item when ordering multiple items; the power of being able to unitize,
quantify, and spontaneously order discrete sets cannot be underestimated.
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The importance of self‐discovery in the domain of number can be
overlooked given the large amount of cultural exposure to the count alphabet
from the earliest years to the symbolic manipulation of numbers as provided
in elementary math instruction. But when it comes to their practical appli-
cation in human activities like sharing, quantifying, and measuring, no
amount of third‐party tuition alone would be effective without deep under-
standing by the individual of certain properties of discrete sets, and in par-
ticular the uniqueness of a unit. In the absence of that understanding, myriad
other routes to the judgment of quantity and amount are clearly available as
evinced by the accounts of preoperational behavior by Piaget, and also the
subsequent replications and variations of his methods (Sigel & Hooper,
1968). We know, for example, that there can be counting without principled
application to the members in a set (Fuson, 1988), and that conservation
tasks may invite answers based on perceptual variables only (Bryant, 1972;
Gollin, Moody, & Schadler, 1974). Conservation and one‐to‐one corre-
spondence tests can display a failure to use counting as an appropriate ad-
judicator of equivalence or difference (Cowan & Daniels, 1989; Desrochers,
2008). Seriation tasks can be met with anything from a rough sorting of items
into big and little ones to incorrect or partially ordered sets (Kingma, 1983a,
1983b; Kingma, 1984a, 1984b; Tomlinson‐Keasey, Eisert, Kahle, Hardy‐
Brown, & Keasey, 1979).

There is, in short, one unique correct solution that exists for any and all
evaluations of discrete sets in these tasks and that is the deployment of a
system for unitizing, involving an implicit ascending monotonic structure
starting from one. In that sense, there is no transitional skill; attempts
through trial and error, approximations or partial solutions are essentially
failures to solve the problem presented and imply a lack of apprehension of
the properties of the set as a whole. This does not deny their relevance to
what emerges later. Trial and error, partial or provoked success, sometimes
procured simply by dint of reducing the size of set to be considered (Gelman,
1972; Lawson, Baron, & Siegel, 1974) surely provide the basic platforms for
the unique discovered solutions on which all children appear to converge.
But they are, in principle, distinct from what emerges later—not only by
chronology but also by their variability and heterogeneity. This variability of
solution across ages, individuals, and contexts is a property that, by defi-
nition, does not apply once precise enumeration or principled monotonicity
of ordering is available. Once discovered, the solution should be immediately
and spontaneously applicable without learning or corrective feedback from
the task environment. Its application should be impervious to perceptual
transformation and set expansion. It is a one‐size‐fits‐all solution to the
evaluation of discrete sets of similar and dissimilar elements. It is in this
objective sense that the robust success displayed in number conservation,
one‐to‐one correspondence and size seriation after the age of 6 can be de-
scribed as qualitatively different from what has gone before. And in the sense
that the system properties are not to be found in any of the precursor
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solutions, it can be seen to be a candidate case of developmental dis-
continuity. As Liben (2008a) puts it with regard to much earlier dis-
continuities:

What emerges is thus different from the sum of the parts; integration yields
novel systemic properties that are not characteristic of any of the parts. There is
still continuity insofar as later forms subsume earlier forms, but there is also
discontinuity or qualitative change. (p. 1603)

Making the case for a behavioral discontinuity, however, does not directly
translate into a case for discontinuity in mental operations or processes. We
consider this next in relation to Piaget’s theory.

Piaget’s Transactionalism as an Explanation of Change

As many have argued, the issue of whether the stages of cognitive
development are continuous or discontinuous can sometimes become a
question of semantics, and are sometimes even argued to be both (Fischer,
1980). However, it is the drivers of change that require clarification in
these terms, whether it is to help inform the neuropsychology of the de-
veloping brain (Rubenstein & Rakic, 2013), or to specify the experiential
factors that may promote new expertise (Kolb, 1983). We have indicated
earlier why the correct solutions of the operational child seem dis-
continuous with earlier ones. The deeper, causal question is whether the
mental processes underwriting later solutions are themselves substantively
and distinctively different from those underwriting earlier ones. With a
new solution now available, an earlier (more intuitive) one would become a
choice, rather than the only default option. For example, adults may often
engage in eye‐balling the extent or density of a collection to obtain a
number estimate, when precision isn’t required. This is not to deny the
discontinuity but rather to acknowledge that diverse processes can coexist
in the developed mind (Minsky, 1988).

For Piaget, the major cognitive shifts that change the child forever are
described in his main phase transitions, which themselves come about
through transactions with the physical world. As all scholars of Piaget are
aware, the key transactionalist concept for Piaget is interiorization of action.
This explains how logical structures are constructed by the human mind
through a progressive abstraction and symbolization of knowledge that is first
experienced at the sensorimotor level. The term constructivism is therefore
sometimes used to capture the functionalist aspects of his theory regarding
the passage from practical to symbolic and then logical understanding.
However, there are two distinct ways in which Piaget expounded his func-
tionalist position, depending on the era in which he was writing and the
domain of development he was addressing.
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Functionalism and Adaptation
A great deal of Piaget’s work was influenced by his background in zoology

and an interest in self‐regularizing mechanisms such as ingestion and ther-
moregulation. He introduced these notions into his accounts of sensorimotor
development (covering roughly the first 2 years of life) in particular, viewing
every stage as a new form of adaptation to the environment, each plateauing
for a while—a state of equilibrium until the cognitive system was ready to take in
more information. These he explained in great detail in relation to the
growing sensorimotor capabilities of infants (see e.g., Piaget, 1952b). The term
he used to describe these adaptations were schemata, which refers to the stable
set of behaviors for acting on the world. A behavioral schema typically involves
both assimilation, referring to the incorporation of new aspects of the external
environment (such as extending a visual tracking behavior beyond the boun-
dary edge of a cot), and accommodation, which refers to how particular con-
straints from the environment can shape the particular schema, such as the
manual adjustments made when gripping objects of a particular size or weight.
A constant interplay between assimilation and accommodation builds a stable
schema for a particular behavior. One highly researched area that illustrates
these ideas was Piaget’s account of how infants move from simple visual
tracking behaviors to searching for hidden objects under visible, and then
invisible displacement. This became known as the development of the object
concept (Bower, Broughton, & Moore, 1971). A succession of substages was
used by Piaget to describe how simple equilibrated schemata become gradually
more elaborate and thus how knowledge of the physical world grows as a
consequence. In the case of the object concept, schemata for following a
moving object with eyes only will gradually incorporate reaching and grasping
behaviors that ultimately extend to reaching and lifting an occluder from a
covered object. For Piaget’s constructivist explanation, it is important to un-
derstand that knowledge is one and the same with the current state of the
infant’s ability to behave in the world during the sensorimotor phase. Thus,
when an infant is eventually able to retrieve a hidden object, only then can it be
said to have the concept of an object that endures when it is out of sight.

This form of transactionalism leads directly to the first phase transition
between the sensorimotor and preoperational phases, which is now marked by
symbolic representation of earlier adaptations, and knowledge is no longer
strictly synonymous with sensorimotor behavior. Thus, imitation and play re-
capitulate the actual “operations” that the child had previously enacted with
real objects, such as moving items from A to B, opening and closing containers,
and so on (Piaget, 1972). Assimilation can take place at this symbolic level such
as using an object to represent something else during pretend play. Accom-
modation would arise when the real world directly shapes a behavior, as in
imitating actions such as hair‐brushing. According to Piaget, these new be-
haviors represent the interiorization of action and the first stage of symbolic
thought, but he is at pains to point out that it is not “simply a translation but a
restructuring with a lag which takes considerable time” (p. 18).
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Transactionalism and Operatory Structures

Preoperational Development
The “considerable time” alluded to by Piaget in the quotation above

covers the preoperational period from around 2–6 or 7 years, leading to the
set of mathematical discoveries we are considering here. But in this area
Piaget draws on a different (and earlier) concept of transaction with the world
and it is notably different from the functionalism of assimilation, accom-
modation, and equilibrium—which are not mentioned at all, for example in
The Child’s Conception of Number (Piaget, 1952a). First of all, certain aspects of
the physical environment involved in early attempts at conservation, seria-
tion, and correspondence tasks are not incorporated in what emerges later in
the sense of a more extended or elaborate schema. The use of spatial layout
(length or density) as a determiner of numerosity is precisely not part of a
later resolution based on operational understanding. Instead, this long pe-
riod of preoperational thought is described by Piaget almost as a contest
between what the child witnesses in his exchanges with world and how those
exchanges eventually come to be symbolized. This does not mean Piaget
failed to use a transactionalist explanation at this stage in his writings,
however. He does indeed describe in clear action‐based terms how “oper-
ations” on objects can become the logical operations describing discrete sets.
However, the properties of the world that the child discovers during the
preoperational phase are not about how objects behave in space and time,
but how they are logically interconnected.

From Concrete to Formal Operations
The end‐state of the preoperational period is the acquisition of simple

reversible structures that are represented symbolically. But the defining
property of the child’s operational understanding at around the age of 7 is
that these structures are not capable of being represented in the abstract, that
is, in the absence of the concrete situations giving rise to them, and this is
why Piaget describes the period from around 7–11 years as concrete opera-
tional. The next main phase transition, leading to the end‐state of cognitive
development and starting at around 11 years is the fully symbolic repre-
sentation of necessary logical and reversible interconnections at the formal
operational stage. Here Piaget invoked the concept of a set of logical mother
structures devised by the influential Bourbaki group of mathematicians of the
1930s to describe necessary aspects of advanced logical and mathematical
thinking. These emerge, according to Piaget in the form of a closed network
of logically reversible operations composed of (relational) inversion, neg-
ation, reciprocity and correlation. In total, this comprises a set of commu-
tative logical relations that permit formal hypothetico‐deductive reasoning
across the domains of space, time, causality and mathematics. This descrip-
tion dominated Piaget’s accounts of development in later childhood and
adolescence (Inhelder & Piaget, 1958). A further symbolic advance was
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thought to be necessary for formal operational thought and was sometimes
referred to as reflective abstraction—a controversial and sometimes inconsistent
concept (Chapman, 1988) that Piaget used to explain how operations at any
level of functioning become restructured at a new more abstract level of
thought. We reconsider the applicability of this concept in Chapter V.

Taking the latter two Piagetian phases together, then, there is an important
discontinuity at around the age of 7 on which all subsequent development
seems to depend. That is, that operations are not just reversible actions per-
formed on objects but are also become a form of internalized knowledge. The
relationship between logical thought and the contributing behaviors can be
controversial, and cogent arguments can be made that structures are only a
formalism, and should not be thought as literally causal to the child s behavior
(Chapman, 1988; Liben, 1987). The explanation of how interiorized action
ultimately relates to these formalisms are certainly more elusive (Sigel, 1968;
Smith, 1993). Nevertheless, Piaget undoubtedly believed that structures arise
from acting in the world and we attempt to describe this next.

Piaget’s Transactionalist Explanation of Discrete Set Understanding

Returning to the 7‐year‐old, we can now ask, What are the possible
transactions that lead the child over this first hurdle of becoming concrete
operational? As with the sensorimotor discoveries, the key to this achieve-
ment is reversibility of action. As he puts it in The Child’s Conception of Number,
it “is the purpose of this book to prove [that] an operation is indeed a
reversible action” (Piaget, 1952a, p. 81). The discoveries at the concrete
operational stage are very much more advanced than, for example, under-
standing that an object that has been displaced from A to B can be returned
to its starting point by reversing the act of displacement. Nevertheless, there
is a strong similarity of concept across these two distinct phases. The con-
nection between an action and the reversible operation deriving from it is
perhaps most transparent when Piaget discusses number conservation. At the
substage immediately prior to concrete operational success (stage II) 5/6‐
year‐old children typically discover that opening and closing up the row into
its original length is a fully reversible operation and will form their judg-
ments based on noticing this. The reactions of children “who space out or
close up the elements in order to restore the equivalences, are forerunners of
the construction of true operations” (Piaget, 1952a, p. 81). The true oper-
ation in this context is a reversibility based on imagining a physical trans-
formation in space. Its counterpart in size seriation is based on the
reversibility of the ordering itself. Here reversibility applies to asymmetric
relations such as greater or less than, such that, for example, if A>B then
B< A. The reversible actions leading to the operational transition at stage III
(spontaneous seriation without error) is apparently based on seeing “the
possibility of setting out the series in either direction” (Piaget, 1952a, p. 155).
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It is relatively easy to grasp the necessary precursor behaviors that the
child could employ even through random play and experimentation with the
types of material in question that would lead to the discovery of reversibility.
It is the transition from reversibility in action to reversibility of thought that
many find elusive (Voneche & Vidal, 1985, as cited in Smith, 1993, p. 42).
How exactly does it happen? The repeated assertion from Piaget is that it
must involve a “freeing from perception.” Prior to this:

cardinal correspondence is not lasting, and does not as yet entail permanent and
necessary equivalence, firstly because it is not sufficiently dissociated from qual-
itative correspondence, and secondly because it is still dependent on perception.
The same is true of ordination, which is not sufficiently differentiated from
qualitative seriation, which is also still intuitive, that is the order is understood
only in so far as the total series is actually perceived. (Piaget, 1952a, p. 154)

Piaget’s expression “freeing from perception” gives an insight into how
he views the connection between perceptual activity and development. It
certainly appears to him that perception is somehow an anathema to thought
at least at the operative level. There is no question that Piaget employs a
circular argument on this point. If children succeed on his operational tasks,
they behave as if they understand that each transformation can be com-
pensated by another and that they apparently include each perceptual sit-
uation in the “system of all the possible situations” (Piaget, 1952a, p. 83).
When they haven’t yet made that transition is because they are still tied to one
or other feature of the immediate present (such as the length of a row of
objects). Although perception and action are the bedrock for logical dis-
covery, according to Piaget, it is clear that he sees the perceptual plane as an
ultimate constraint on logical thinking because it ties the child to an im-
mediate present rather than a set of imagined possibilities and represented
relational coordinations. Because Piaget defines success a priori in terms of a
coordinate logic that cannot exist in a directly perceivable form, it has to
follow that direct perception must be abandoned as a solution to the task.

From Figurative to Operative Understanding

The freeing from perception found expression in Piagetian distinction be-
tween figurative and operative thought—a more generalized way of expressing his
idea (just described) that children come to use the fact of a transformation as
predominating over the immediate perceptual relation. It is almost impossible
to understand Piaget’s distinction without accepting that, in the case of operative
thought, he is talking about some sort of simultaneous awareness of the different
states in which an object could be perceived, that an item that is “bigger than”
can also and at the same time be “smaller than.” (This is why he includes single
item insertion into the essentially unidirectional task of seriation.) What he often
describes as lasting numerical correspondence, therefore, involves a form of
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representation that is inevitably atemporal in nature. In terms of the development
of seriation, he describes it thus: “a growing coordination between successive
actions which eventually overcomes the one‐directionality inherent in a succes-
sion and takes the form of a shuttling from the present to the past which very
soon begins to impinge on the future” (Inhelder & Piaget, 1964, p. 287). The
final and complete transition from figurative to operative thought is not the act
of performing the reversible actions, nor even being able to represent them
symbolically—it is in understanding the actual objects in a new way because the
possibility of such actions now predominates in how the objects are perceived.

Indeed, it should be well understood that an operation is not the representation
of a transformation, it is in itself, an object transformation, but one that can be
done symbolically. Thus an operation remains an action and is reduced neither
to a figure or a symbol. (Piaget, 1972, p. 76)

If this seems unnecessarily obscure, it should be noted that in describing the
transition from operative from figurative thought, Piaget was not prepared to
hand over the role of this new sort of abstraction to language. Piaget is noto-
riously dismissive as language being anything other than the verbal expression
of something already understood at a deeper level. That is, the terms “bigger”
and “smaller” will start to acquire the reversible character of the underlying
thought process, but they do not causally convey that reversibility of thought in
themselves. Insofar as Piaget mentions language at all in these contexts, a
characteristic comment is: “we should be wrong to confine our search for the
origins of these operations to the symbols and concepts of language” (Inhelder
& Piaget, 1964, p. 282). He elaborated this point further in this statement:

In short, adequate verbal transmission of information relative to the operatory
structures is assimilated only on the levels where these structures are elaborated
on the basis of actions themselves or operations as interiorized actions, and if
language favors this interiorization, it neither creates nor transmits ready‐made
these structures by an exclusively linguistic means. (Piaget, 1972, p. 119)

Piaget concedes a much greater role for language and symbol‐level
representation in general at the formal operational stage. For the purposes of
the area in question (the logic of discrete sets), what he means by a concrete
operation is the mental representation of a reversible behavior performed on
the objects in those sets.

Falsification of Piaget’s Structuralist Approach

Despite it being presented as an empirically validated theory, a recurring
question is whether Piaget’s structuralism is open to falsification (Smith, 1993).
The processes of internalization are private and not open to scrutiny, and
changes in the way the child views the world cannot be directly verified. However
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cogently one argues for the causal influence arising from reversibility of action,
the allegedly emerging structures are themselves closed (containing relations than
can exhaustively map onto one another). It is, in fact, not at all clear how one
might falsify the claim that the mathematical relations linking items in a unitized
set are reversible, as this is a self‐evident truth. The real question is the applic-
ability of this truth to the processes of logical development. Precisely because
Piaget avoids specifying operations in terms of serially ordered steps leading to a
logical conclusion, it is hard to know, furthermore, how the idea of reversibility
would translate into more contemporary information‐processing terms. The rise
of such approaches (which we describe in more detail below) originated from
thinking of cognition as a time‐ordered process of taking information in from the
environment, storing and recalling it, and, where a solution is required, acting on
it in a series of steps (Atkinson & Shiffrin, 1968). With new ideas regarding serial
and step‐wise processes, later to be instantiated in computer metaphors (Newell
& Simon, 1972), the Piagetian account could be seen in retrospect to have raised
a possible conflict between logical processes and logical structures. In‐depth
analyses of this problem and possible resolutions of the conflict can be found in
Campbell and Bickhard (1986) and Smith (1993). Smith argues that preopera-
tional solutions evince a form of modal (possible worlds) logic that is compatible
with Piaget’s structural descriptions of later logical solutions, whereas Campbell
and Bickhard argue that the concepts of logical necessity arising from Piaget’s
account can be explained in terms of an information‐processing approach that
they describe as a knowing levels analysis.

Despite the concerns of others regarding structure versus processes,
Piaget himself was clearly comfortable with the idea that the cognitive
processes leading to operational discoveries can be appropriately described
in structural terms. This apparent paradox was pursued in a series of con-
versations with Piaget (Bringuier, 1980). The excerpts here followed an as-
sertion from Piaget regarding the necessity understood by an operational
child regarding the transitive relationship A=C, if A=B and B=C, based on
the structure A=B=C. Piaget states, “Necessity is the criterion of the
structure’s closure, the achievement of a structure.” Bringuier then asks:
“does this mean there’s a structure only when the child begins to do oper-
ations, for example?” Piaget replies, “Before operations—if you accept our
definition of them as internalized actions—there are already structures of
action” (all quotations, p. 41). A little later Bringuier observes, “listening to
you I get the impression that the child suddenly changes intellectually, as if
there are sudden mutations” (p. 45), to which Piaget replies: “no, the
transformation is slow. What is sudden is the final comprehension when the
structure is completed.” He follows through with this telling phrase “and of
course it presupposes a whole preliminary labor, underneath of which the
child had no consciousness.” If we map this back to the behaviors leading to
the insights governing conservation and seriation success as described above,
this labor would be, for example, setting out a series in both directions, or
opening and closing up a row of counters. In emphasizing the reversibility

22



inherent in these actions, even if it is not consciously grasped, Piaget gives a
structural account of a functional process. Whether or not this is a coherent
position from a philosophical point of view perhaps misses the point that
Piaget’s own description of the behavioral developments remains open to
scrutiny. Should those same outcomes be explicable in some form of func-
tional or processing terms without recourse to the structural concepts of
reversibility, the explanatory usefulness of his structuralism itself has to be
completely reconsidered. What is important is not to lose sight of the out-
comes themselves as they may denote a significant turning point in the
mental life of the child. However, a loss of interest and focus is unfortunately
what appeared to happen in the case of discrete set size understanding.

The Outstanding Questions

There are many issues tied up in Piaget’s view of the concrete operational
understanding of discrete sets including the methodology behind the tasks,
the database, and measurement, as well as the theoretical account and the
possibility of alternative explanations. There are also larger metatheoretical
issues such as the role of perception and action in a numeric task involving
concrete entities, and whether being “freed from perception” is a valid
concept in this context. More general still are issues regarding his position
that key aspects of mathematical understanding arise directly from private
individual experience and insight (as opposed to being imposed through
enculturation). These issues form the basis from the account we offer here
across the following four chapters. In the meantime, we must conclude that
these reservations notwithstanding, a very strong case for some kind of dis-
continuity of function and process leading to new knowledge was made by
Piaget in specific regard to the understanding of the properties of discrete
sets. Next, we trace what followed Piaget’s thinking, why it provoked refu-
tation, and why the issue of stage‐like shifts in the domain of discrete set
understanding has all but disappeared from the literature.

The Dissolution of Interest

The Logic Rebuff
Piaget’s attempt to explain not only the growth of knowledge but the very

nature of knowledge itself through the private discoveries of the maturing
child was famously called genetic epistemology. Its remit was to explain how the
closed structures of logic and mathematics that we tend to consider as public
and trans‐individual could arise through private discovery by every in-
dividual and it was the inspiration that launched much of the study of de-
velopmental cognition in the 20th century. Some scholars were unconvinced
of the logical consistency of Piaget’s quest, however, and, as mentioned
earlier, his attempt to combine a structurally defined end‐state for cognitive
growth with a functional explanation of how that could be reached. The very
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concept of a genetic epistemology was met with skepticism by some philos-
ophers on the grounds that epistemology is the exclusive province of phi-
losophy (Beilin, 1999). Rather than defend the introduction of logicism into
his position, Piaget tended to defend the introduction of psychological
constructivism into the area of logic:

We can formulate our problem in the following terms: by what means does the
human mind go from a state of less sufficient knowledge to a state of higher
knowledge? The decision of what is lower or less adequate knowledge, and
what is higher knowledge, has, of course, formal and normative aspects. It is
not up to psychologists to determine whether or not a certain state of knowledge
is superior to another state. That decision is one for logicians or for specialists
within a given realm of science. For instance, in the area of physics, it is up to
physicists to decide whether or not a given theory shows some progress over
another theory. Our problem, from the point of view of psychology and from the
point of view of genetic epistemology, is to explain how the transition is made
from a lower level of knowledge to a level that is judged to be higher. The
nature of these transitions is a factual question. (Piaget, 1968, p. 5)

Although apparently acquitting himself from the accusation of being
logicist within his empirical approach, there is still no doubt that, for Piaget, it
is only by recourse to concepts such as logical reversibility that he can explain
how operational structures come into being. As described above in terms of the
simultaneity of understanding asymmetric relations (such as A>B and B<C),
this is essentially a passage from temporal to atemporal knowledge (Smith,
1993, p. 183). And so, the question of whether Piaget’s genetic epistemology
can be said to have succeeded depends not only validating the key causal
interactions with the world, but also on accepting the premise that the tran-
sitions and end‐states represent the acquisition of generally applicable rever-
sible structures. There have been some strenuous efforts to validate this
premise (e.g., Leiser & Gillierion, 1990; Lourenço & Machado, 1996) but they
became increasingly rare. Others simply repudiated the need for a structural
account altogether (Brainerd, 1978; Cohen, 1983). Some went on to use
similar concepts (Halford, 1993) but based on rather different (predicate/ar-
gument) logic. Most simply dropped them for reasons to do with experimental
fashion and trend as we review below. Yet the interest in when children became
logical was still of natural interest to psychologists and educators (Brainerd,
1978; Donaldson, 1978; Halford, 1989). What survived rather better than the
search for structure itself, therefore, was the study of logical reasoning and
deduction, very much reprised later in research known as Theory of Mind
(ToM) (Wimmer & Perner, 1983) and deontic (permission rules) reasoning
(Harris & Nunez, 1996). Indeed, of all the tasks Piaget used to study the
seriation of size relations, it was transitivity (to which we return later) that
continued to produce considerable debate in terms of whether a mental de-
duction had taken place (see Breslow, 1981 for a review). In short, the

24



Piagetian tasks that endured the longest in subsequent research were those that
seemed to supply direct evidence for active reasoning. A related contention—
but one that was often disputed—was that children needed to justify their
answers in Piagetian tasks in order to show that they had reasoned deductively
(Chapman & McBride, 1992). For example, much of the later number con-
servation research was concerned to include the justifications given for de-
claring equality after transformation (Papalia & Hooper, 1971).

Seriation, on the other hand, was evidence of structure in the acting; in its
spontaneous execution, immunity to set expansion or interval difference, and
the ability to insert a new element into series. But the structure was presumed
here, the mental deductions required not entirely clear, and there was no
obvious verbal justification that could provide evidence that children were
combining asymmetric relations. If any form of logical structuralism was to
survive from Piaget’s account, it seemed to require more direct evidence of
logical reasoning, and it would seem that the absence of any such evidence in
the case of size seriation claimed this task as a victim.

The Empirical Rebuff: Neo‐Piagetianism and the Fracturing of the Program

Despite some in‐principle objections to Piaget’s approach, the wake of
research endeavor inspired by his work has been vast and far‐reaching.
However, subsequent empirical enquiry and investigation gradually evolved
over time in ways that lost sight of at least some of the original objectives of
his program. It began with a concept of early competence that became asso-
ciated with the neo‐Piagetian approach of the 1970s. This was not so much
refutation of Piaget’s stages as a challenge to his ages, and recruited ex-
perimental evidence that the competences sought by Piaget can be shown to
be expressible by younger children if the task and language used are re-
framed to be more in line with the child’s everyday experiences (Donaldson,
1978; Greeno, Riley, & Gelman, 1984). Similarly, learning approaches (some
of which derived from earlier behaviorist accounts) had also long been
challenging the idea that stages of ability were inevitably age‐dependent
came about by experimenting with specific training aimed at accelerating
development in specific domains (Braine, 1964; Sigel, Roeper, & Hooper,
1966). On the whole, this proved disappointing with regard to actually ac-
celerating ages of achievement (Kuhn, 1992; Sigel, 1968). What it did ach-
ieve, however, was a challenge to Piaget’s notion of a tight synchrony across
related tasks (Kuhn, 1992). Although Lourenço and Machado (1996) defend
Piaget’s position from the view that such synchrony was an essential aspect of
his theory, the challenge of domain generality was a pervasive feature of neo‐
Piagetian accounts (Karmiloff‐Smith, 1992; Wellman & Inagaki, 1997).

A consequence of the early competence argument was that the empirical
modifications and revisions generated by the neo‐Piagetian tradition started
to concentrate on a re‐evaluation of the stages prior to concrete operations,
rather than the success achieved by children at around that age. When
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children of the appropriate age have been included there is in fact a fairly
consistent replication of group success by the age of 7 on tasks such as
number conservation (Dodwell, 1968; Elkind, 1968) and seriation (Kingma,
1983a, 1984b; Little, 1972). But the more pertinent point is that the concern
with earlier competences produced more and more studies using children
only of preoperational age.

As replicability and modification of Piaget’s tasks became a major pre-
occupation with developmentalists in the 1960s and 1970s and the growing
view that Piaget’s account was too domain‐general, came a fracturing of the
tasks that Piaget had devised essentially as connected packages. For example,
results from number conservation, one‐to‐one correspondence, and seriation
tasks were constantly cross‐referenced in Piaget’s account but became in-
creasingly treated as stand‐alone tests by other researchers. The distribution
of research effort on these specific aspects of numeric knowledge became
extremely uneven, with a large concentration on conservation tasks, rather
less on ordinal and cardinal correspondence, and very few indeed that iso-
lated single set seriation after the 1970s. Some of this can be traced to par-
ticular papers on early competence, which sometimes prompted decades of
follow‐up studies on a single task. Notable examples are the transitivity de-
bate (we return to this briefly below and in more detail in the next chapter),
conservation “accidents,” in which children accepted the equivalence of two
rows of objects if the spatial transformation was made by a clumsy teddy
(Dockrell, Campbell, & Neilson, 1980; Eames, Shorrocks, & Tomlinson,
1990; McGarrigle & Donaldson, 1974), and class‐inclusion success achieved
by altering the form of the test question (McGarrigle, Grieve, & Hughes,
1978). A curious aspect was the fact that, despite the growing consensus that
Piaget had been too domain‐general in his approach, it became more com-
monplace to take a single example of apparent early success as evidence that
children were logical after all (Bryant & Trabasso, 1971; Pears & Bryant,
1990). No such claim was made for early competence in size seriation,
however, and although it is strongly linked in concept and in origin to
transitivity, research on Piaget’s single seriation task was not forthcoming.

The New Theoretical Challengers

While some were engaged in challenging the empirical story in certain
specific regard, others were taking fresh stock of the developmental landscape
as a whole. With a growing skepticism of Piaget’s position came new accounts
of development each of which added a new perspective and often a new
research focus. Most radically, perhaps, was the rise of nativism in the 1990s,
which took the early competence arguments to their logical extreme, with
many investigators concluding that certain core competences were innate and
could be shown to be expressible by young infants using suitable experimental
methods. Although this led to a vibrant new emphasis on cognition in infancy,
including number‐related domains (Gelman, 1972; Spelke, 1976, 1979; Wynn,
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2008; Wynn, Bloom, & Chiang, 2002), it was also responsible for a further
decline in research on school‐aged children and one only need to look at the
disproportionate space given to the first 2 years of childhood in psychology
textbooks around that time to see this shift in emphasis.

With this change in focus, the very issue of discontinuity altered. As orig-
inally conceived by Piaget the measured discontinuity was based on response
measures that were themselves unchanging. These typically involved a verbally
expressed judgment of greater or less, of equivalence or difference, the se-
lection by word or action of an individual item, or the actions of ordering and
rearrangement of physical items. Interest in this type of discontinuity was
overtaken when focused on the transition between early infancy and toddler-
hood, the behavioral measures themselves became the main subject of debate.
Argument and discussion commonly revolved around whether a behavior
measured in terms of habituation, looking time or some other nonverbal index
is continuous with a related competence expressed months or even years later
in terms of a more overt motor or verbal response (Kagan, 2008). Although
highly relevant to the issue of the innate origins of developing competences
(Liben, 2008b), this does not directly address the issue we are contending with
here. Specifically, in this monograph, we start with the contention that children
undergo a radical alteration in response to exactly the same task requirements
in the early school years. What remains to be clarified is the most accurate and
psychologically plausible way to account for these alterations in behavior and
judgment, should they prove to be validated. There were many scholars
waiting to offer such clarification in the form of other alternatives to Piaget’s
account as we now review. We should note in advance, however, that although
most of the approaches we consider next have implications for the develop-
ment of numeric understanding, few authors directly raise the issue of seria-
tion and related skills (for foregoing reasons).

Alternative Levels Approaches
Many new theories maintained the concept of stage‐like levels either within

or across domains but interpreted these in new ways. If we were to identify a
running theme it would be that progress was considered as moving from
limited to more extensive abilities rather than from failure to success. If Piaget
described his “pre‐” stages in terms of how children were failing to meet
operational criteria, these new approaches were more likely now to stress what
could be achieved at each growth stage (with corresponding constraints). One
approach was to consider the degree of cognitive abstraction achieved at each
level; another was the level of complexity. In the first camp, a theory often
described as a domain‐specific version of Piaget’s account came from Kar-
miloff‐Smith (1992) in her theory of Representational Redescription (R‐R).
Drawing on the concept of increasing representational abstraction Karmiloff‐
Smith’s account reprises a theme long associated with developmental theory
(Bruner, 1964; Kendler, 1975; Werner, 1948), which is that knowledge can be
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cast into various levels of understanding. In Karmiloff‐Smith’s case, the core
idea is that children start to redescribe early successful but unconscious rep-
resentational format, that she calls implicit, into new more explicit formats that
can be accessible to consciousness. In her chapter “The Child as Mathema-
tician,” Karmiloff‐Smith (1992) considers number conservation and seeks to
reconcile its apparently late development with earlier competence in number
understanding and counting (Antell & Keating, 1983; Gelman, 1972). In R‐R
theory, a toddler who can count but doesn’t realize that the count is a stable
description of the numerosity of the set is at the following implicit stage: “the
toddler… is unable to focus on the individual component of the counting
procedure that yields the array’s cardinality” (p. 104). The toddler can count
when asked how many objects are in the array but “the knowledge embedded
in the procedure is not yet manipulable as separate components” (p. 104). This
is called R‐R, level 1. At the next level, the procedures become redescribed and
Karmiloff‐Smith goes onto argue that the first thing to become more accessible
will be the end parts of the procedures but “ultimately all the component parts
of the counting sequence … become accessible to cognitive manipulation”
(p. 104). To explain the process of redescription, Karmiloff‐Smith appeals
to internal changes rather than further exchanges with which the child is
interacting: “Clearly nothing in the external environment will directly inform
the child” (p. 109).

Although R‐R theory is grounded in procedures, this abstracted knowl-
edge is not in itself procedural but is an internalized, redescribed and more
compressed version which at its most explicit level (E‐3) can become acces-
sible to verbal report. The theory takes a limited innate procedure and
abstracts it into a strong representation without further exchange with the
environment. It, therefore, serves as a notable transition from Piagetian
transactionalism both in the move to a more nativist‐grounded approach, but
also in the emphasis on the causal role of language in allowing new knowl-
edge to become explicitly represented.

Other and more radical departures followed, largely by introducing more
contemporary information‐processing concepts (as well as cognitive ab-
straction) to explain the development of higher cognition. These utilized the
idea of levels of cognitive complexity achievable at different ages. An ex-
ample is that of Halford and colleagues (Halford, 1993; Halford, Andrews,
Wilson, & Phillips, 2012). Halford, Wilson, and Phillips (1998) offer a global
theory of developmental stages and the growth from nonstructured, to
functionally structured, and then to symbolically structured representations.
An elaboration of how the final stage is reached is based on the idea of a
complexity ranking proceeding from level 1 to level 6. This analysis was
applied in detail in the domains of transitivity, class inclusion, hierarchical
classification, cardinality, sentence comprehension, and hypothesis testing.
Drawing on the ability to coordinate asymmetric relations into a larger
structure, transitivity is the most relevant here and we consider it now.
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Transitive reasoning, arguably one of the most researched cognitive tests
for school‐aged children, was first devised by Piaget from an IQ test designed
by Binet (Piaget, 1928). In Piaget’s version children were given the linguistic
relational premises, “Edith is fairer than Suzanne; Edith is darker than Lilli”
and asked, “who is the fairest/darkest?” Being of a purely linguistic nature,
this version of the task is really a test of formal operational reasoning and was
solved by Piaget’s participants at around the age of 11. Piaget himself con-
verted the task into something with a more concrete foundation (Piaget &
Szeminska, 1941). The test materials were colored sticks with barely per-
ceptual differences. The child was shown that stick A was longer than stick B,
when placed next to it, and, likewise, that stick B was longer than stick C, also
when paired up directly. A correct answer to the question regarding the
relative lengths of sticks A and C could be deduced by an inference of the
form: A>B; B>C; therefore A>C and was reliably given by children of
around 7 and older. Replications and variations of this particular test of
concrete operationality resulted in numerous claims of earlier success, how-
ever, and it became a highly researched area in its own right. We shall return
to the reasons why decades of research on transitive inference has led to
inconclusive results regarding the age of acquisition in Chapter II. But of
interest here, in terms of a theoretical alternative to Piaget, is how Halford
and colleagues defined stages of growth according to a structural complexity
metric that they developed. Using something akin to predicate structure to
define the complexity of a task, transitive reasoning was seen as an example
of integrating binary relations into a more complex ternary structure. This is
similar to Piaget’s idea of coordinating asymmetric relations A>B and B>C
into A>B>C, except that Halford describes the relations in the form of
what is known as predicate logic where the relationship between two terms is
denoted with the letter R and the two terms or arguments as algebraic char-
acters. Thus any relationship between A and B (including the relationship
greater than) would be written as aRb. Halford described this form of binary
relational understanding as Rank 3 level. To be able to combine a binary
relation with another such bRc would require a ternary relation aRbRc; that
is, Rank 4 understanding on his model, representing greater structural
complexity than Rank 3. The similarity with Piaget’s structural account is that
it is only by considering both premises simultaneously that each element A,
B, and C can be assigned a unique place.

What produces the advance to Rank 4 understanding? This is where the
approach of Halford and colleagues depart most critically from the Piagetian
one. For Piaget the more complex structure is arrived at by insight based on
practical experience. Piaget was notoriously unwilling to concede a strong
role for maturation as an independent factor in advancing the child toward
operational insight. Halford and colleagues show both by argument and by
formal modeling that greater structural complexity requires greater proc-
essing capacity. As the latter increases with age, maturation of the brain has to
be acknowledged and indeed Halford et al. (2012) even offer an age (5 years)
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at which ternary relations might be achievable. Halford’s approach is not
simply deferring explanation to an unobservable maturation of processing
capacity, however. Halford (1993) proposed that children can be helped to-
ward new levels of complexity if they can make an analogy with a structure
that is familiar to them. For example, the spatial relationship between above,
middle and below provides a structural analogy for the size relationship
between A, B, and C in the transitivity problem.

Halford’s theory illustrates the new considerations that were redefining
the goal of developmental cognition. First developmental levels were now
becoming described in terms of task (e.g., structural complexity) on the one
hand and agent (child’s processing capacity) on the other, rather than the
dynamic transaction between child and task where each coevolves through
physical experience. Although this raised the criticism of failing to show how
the system self‐modifies (Klahr, 1992), it presaged a growing recognition that
the maturational resources of the child could no longer be ignored and would
have to be defined in terms of some kind of WM and/or LTM capacity.
However, the ensuing search for new tasks that could be formally defined in
terms of levels of complexity (Zelazo, Muller, Frye, & Marcovitch, 2003) drew
attention even further from the classic set of tasks provided by Piaget and the
Genevan school.

From Stages to Waves

A further departure from Piaget’s stage model was the blurring of the
hard edges around phase and stage transitions giving rise to approaches that
saw them as more like overlapping waves of growth. Siegler, Strauss, and
Levin (1981) expounded this in terms of a scale of (four) types of rule that
fitted the preoperational and operational responses of children to classic
Piagetian tasks. Although similar to the complexity analysis of Halford and
colleagues, Siegler’s point was that lower and higher‐level rules could op-
erate within the same child and that variability across and within the domains
was a more normative feature of growth than sudden age‐related shifts. Chen
and Siegler (2000) claimed that such an approach could detect broad sim-
ilarities across stages of toddlerhood in terms of common strategic learning
and thus resolve the issue of discontinuous stages altogether.

The concepts of complexity with variability was also central to the theory
of Fischer (1980) who, like Siegler, developed an entirely new developmental
theory, eschewing the classic Piagetian terminology for stages and substages
and replacing it with the concept of skill. Fischer introduced a definitive
hierarchy of skills (from level to level) that could apply across the total
landscape of sensorimotor, social and cognitive development, where
each new skill was more complex than the previous one(s) from which it was
built. Fischer, however, retained the importance of direct experience in
promoting change. He argued this with regard to the understanding of
conservation, where individual skills, such as predicting a change in width
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and also in length when an object is manipulated, can become coordinated
through practice resulting in a correct solution to the conservation task
(Fischer, 1980).

Despite framing developmental advance in very different terms from Pia-
get, Fischer’s approach conserved Piaget’s concern with the small processes of
change occurring as the child interacts with the environment, and Bidell and
Fischer (1992) called for measurements that are more sensitive to change:

The use of a scale sensitive to small developmental steps helps to move research
in cognitive development beyond the dilemma created by stage theory by re-
framing the debate in terms of processes instead of categories. Instead of asking
whether or not children have “really” reached the concrete operational stage…
researchers can ask more analytic questions: What are the particular sequences
of reorganizations children go through in this domain? How do children move
from one step to another? (p. 66)

The skills approach of Fischer reprised the Piagetian position that
practical knowledge leads to convergence on a single unique solution at least
within certain domains. However, the promising idea that that cognitive
advance would be better understood by considering specific processes in
context became swamped by the growing idea that it resided (mainly) in the
general and maturing capacity to process information, as we now review.

Maturational Approaches

As memory research became one of the most rapidly expanding areas of
cognitive psychology through the pioneering work of Baddeley and col-
leagues (Baddeley, 1981, 1984; Hitch & Baddeley, 1976), and as the com-
puter metaphor began to dominate cognitive science (Newell & Simon,
1972), it was inevitable that memory capacity and processing efficiency would
become a predominant consideration in understanding cognitive growth.
Much of this new movement was founded on the theory and investigations of
Pascual‐Leone who posited a linear increase in memory capacity, which he
called M space, from around 5–11 years accounting for transitions from
preoperational to concrete operational stages (Pascual‐Leone, 1970, 1976).
Adopting such an approach, Chapman and Lindenberger (1989) for exam-
ple, used the idea of fixed units of attentional capacity that they call the
“organismic conditions” to provide necessary if not sufficient conditions for
solving concrete operational tasks such as transitivity of length.

We have already noted this influence on the work of Halford. Another ex-
ample of how this was further developed is the highly influential position of Case
(see e.g., Case, 1985). As detailed in a long and ambitious report, Okamoto and
Case (1996) reprise the Piagetian notion of a general coordinated core to cog-
nitive growth that they call Central Conceptual Structures (CCS). Including
Piagetian domains of enquiry (space and number) CCS also extends to social
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interaction. They describe its relevance to scientific reasoning such as the balance
beam task, the understanding of cultural artifacts and tests of computation.

Once again, however, a shift of focus toward the external demands of the task
and not just the internal state of the child’s computing power was shaping de-
velopmental cognition. Like Halford and colleagues, and also Chapman and
Lindenberger (1989), Okamato and Case predict ages and stages of passing tests
according to a hierarchical model of difficulty. Of particular relevance here is the
domain of number. A simple unidimensional level of number understanding
would be the number line tests where children are asked which number comes
before or after another, or which is the bigger of two numbers. A bi‐dimensional
level would be, for example, what number comes four numbers before 60, that is,
where the child must use one number line to represent the position of two
numbers and another to compute the difference between them. Case, Okamoto,
Henderson, and McKeough (1993) simulated developmental levels where textual
analysis arithmetic word problems were translated into a flow diagram. The dif-
ference in levels as simulated was based on the premise that children come to have
“a more explicit representation of the problem that is involved (change, compare,
combine)” (p. 43).

It is difficult to situate the understanding of discrete sets as envisioned by
Piaget directly within the research program of Case and colleagues and not just
because of the widely different theoretical approach. The domain of number in
Case’s account is exactly that—a facility with the base 10 system for numerals as
culturally defined. Siegler asks in his commentary “does the ability to answer
(such) questions reflect general quantitative reasoning capabilities? It might just
reflect when certain knowledge and procedures are taught in school?” (Siegler,
1996, p. 270). By using tasks that reflected the culturally indoctrinated aspects of
numbers rather than the more abstract structures of unitized order tested by
Piaget could be why Okamoto and Case argue that “we do not see the structures
themselves as being closed systems” (p. 290). In this regard, it is hard to place the
ordinal and cardinal understanding implied by number conservation and size
seriation. More crucially, however, the work of Case and colleagues illustrates how
far the discontinuity theme of Piagetian psychology had dissembled in the new
information‐processing and maturational accounts. The move from incorrect to
correct (and logically justified) responses to the same task that defined changes in
the child were now overtaken by formal task analyses that fitted the maturing
child to the type of task and degree of complexity they could understand or solve
(see also Zelazo et al., 2003). Tasks that represented a hierarchy of in‐principle
difficulty were replacing tasks that were designed to reflect a changing solution
within the child.

Other Relevant Research Areas

Numeracy Research

If Piaget’s ideas about the logicomathematical properties of discrete sets
had become diverted into quite different themes by the 1980s and 1990s, not
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so the attention to the development of number knowledge in and of itself.
With its roots not only in developmental psychology but also in internal psy-
chophysics and education, a huge research literature has addressed the issue of
how children acquire a sense of number (see LeFevre, 2016, for a review).

Piaget viewed the understanding of number as very fluid and variable
entity until the period of concrete operations and specifically until such time
as cardination, ordination, and unitization were all equally part of that un-
derstanding: “number is organized, stage after stage, in close connection
with the gradual elaboration of systems of inclusions … and systems of
asymmetrical relations” (Piaget, 1952a, p. viii). The concept of number and
the logical deployment of counting to enumerate, or establish equivalence,
must wait for logicomathematical development in general. To what extent
has numeracy research challenged that view?

There are several difficulties in answering this question. One is that it falls
victim to the comment by Siegler (with regard to Okamoto and Case,
1996)—that to some extent what is being measured is what has been taught
explicitly at school. Children are taught that numbers follow on an equal
interval progression. They are taught the principle of cardination and it is
reinforced in elementary arithmetic. Nevertheless, as most have observed,
the evidence from mental number line research suggests that young children
do not regard numbers as democratic members of a set where intervals are
necessarily equivalent. Typically, these tasks require children to place a
number on a scale; for example, from 1 to 100 or on an open‐ended end scale
from zero. Various techniques are used but usually involve giving children an
actual physical line or scale where they mark the position of numbers or
select points that they think represent them. There is fair agreement that
children move from a logarithmic assessment where numbers become more
compressed the larger they are, essentially rendering the represented interval
between, say, 9 and 10 as considerably larger than the interval between, say,
99 and 100. The consensus seems to be that children move toward a more
linear evaluation in the early school years (Berteletti, Lucangeli, & Zorzi,
2012; Siegler & Opfer, 2003), although some have challenged the generality
of this effect (Asmuth, Morson, & Rips, 2018).

Mental number‐line research is often cited as supporting the influential
view of Dehaene (1997) as detailed in his book The Number Sense. Dehaene
points to the considerable evidence that there are innate intuitions about
relative amount in terms of discrete values like one, two, and three, as shown
by the many studies on numeracy comparisons in young infants (Barth,
Baron, Spelke, & Carey, 2009; Coubart, Izard, Spelke, Marie, & Streri, 2014;
Lourenço & Longo, 2010, 2011). This is sometimes referred to as the Ap-
proximate Number System (ANS). However, although babies can detect smaller
or greater numerosities, he believes that they are “unaware of the natural
ordering of numbers” and speculates that elementary arithmetic would see
“the detectors for 1, 2 and 3 light up in a reproducible order in their mind”
(p. 63). Dehaene does not believe, however, that such precision is carried
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forward into the later apprehension of large numbers and cites extensive
evidence that the human perceptual system uses spatial grouping and other
properties to make approximations to greater or lesser amounts. A key ar-
gument in his position is that learning the cultural symbols for number never
eliminates the inherent fuzziness in the basic intuitions about number:

language eases the computation and communication of precise numerical
quantities. However, the availability of precise number notations does ob-
literate the continuous and approximate representation of quantities with
which we are endowed. (p.86)

Others have disputed Dehaene’s essentially nativist and continuous view
of number understanding. Research by Le Corre and Carey (2007) involved a
variety of tasks requiring children to estimate relative and absolute numbers
(of stickers). The authors report a change from early number “knowing” (of
numbers up to four) and the acquisition of later number‐related skills. They
show that a shift occurs by the age of 5 when children have acquired the basic
counting principle outlined by Gelman and Gallistel (1978): If a numeral “n”
refers to cardinal value n and “p” immediately follows “n” in the count list,
then “p” refers to n+ 1. Although they see the acquisition of this principle as
an important discontinuity, they also suggest that it is emergent from early
number knowing based on what they call enriched parallel individuation:

The idea is that the child makes an analogy between two very different or-
dering relations: sequential order in the count list (e.g., “two” after “one” and
“three” after “two”), and sets related by addition of a single individual ({ix},
{ix iy}, {ix iy iz}).This analogy then supports the induction that each numeral
refers to a set that can be put into 1–1 correspondence with a set of a given
cardinality, with cardinalities individuated by additional individuals. It also
supports the induction that for each numeral on the list that refers to a set of
cardinality n, the next numeral on the list refers to a set with cardinality
n+ 1. (p. 432)

This is an important claim regarding discontinuity, but it raises the
question as to why children do not appear to apply this principle in situations
such as conservation where amount is not being explicitly elicited. This
question is particularly pertinent in that the critical shift we are concerned
with here relates to relatively small numbers that are well within the counting
range of most 5‐year‐olds and well differentiated in number line terms. If the
representation of numbers below 10 are reasonably well differentiated/in-
dividuated why are they not applied spontaneously to number conservation,
correspondence and seriation tasks?

A final concern is that much of the numeracy literature is within‐domain,
that is it looks at correlations and predictors between and among different
aspects of number understanding, such as the relationship between knowing
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the sequential relations between numbers and the number line (Xu &
LeFevre, 2016), or mapping number symbols onto their referents (Leibovich
& Ansari, 2016).

Numeracy research, in short, does not contradict Piaget’s claim that
number is not fully understood or spontaneously implemented below the age
of 7, but neither can it support it directly, largely due to the very strong
disconnect between the two types of research. We know that in many cultures,
children are invited to count, compare or enumerate at home, in the nursery
and then at school where numerical abilities become subject to formal edu-
cation and testing. The nature of much of this knowledge is directly trans-
mitted by adults and can even be learned by rote and it will go on to be part
of a formal math curriculum. Research dedicated to the understanding of
number and numeracy throughout this period is bound to be to some extent
compromised by the influence of such teaching. Research on the predictive
value of variation in ANS on later number development (Halberda,
Mazzocco, & Feigenson, 2008) has been seen to be equivocal for exactly his
reason: “individual differences in ANS acuity might give rise to individual
differences in math ability. Alternatively, individual differences in the quan-
tity or quality of engagement in formal mathematics might increase ANS
acuity” (p. 666).

By comparison, cultural exposure to the act of ordering per se, but in the
absence of numbers (as in the Goldilocks story), is also sure to exist both in
school and at home, and nurseries often have Montessori blocks or their
equivalent as play materials. It seems, however, not to persist in most cur-
ricula as an explicitly taught skill in school, except for the teaching of
measurement and calibration. These skills are themselves, however, number‐
related abilities and have been shown to reflect the understanding of the
number‐line (Cohen & Sarnecka, 2014). What remains to be clarified in any
research are the causal relationships between growing numeracy skills and
understanding the logicomathematical properties of small discrete sets that
are not themselves composed of numbers.

EF Approaches

Perhaps the most apparently radical shift since Piagetian inspired research
is the concept of EF (Diamond, 2013; Miyake & Shah, 1999; Pennington,
Bennetto, McAleer, & Roberts, 1996; Zelazo et al., 2003). We say “apparently”
because EF approaches continued to explore the role of WM in cognitive
functioning and development as established by Pascual‐Leone and Chase. But
the origins of EF arose as much from neuropsychology (especially from studies
with patients with head injuries) and clinical psychology as it did from ex-
perimental lab‐based psychology. Whereas the concept of a central executive, or a
general monitoring system, had arisen in traditional memory research to ac-
count for things like attentional control during memorizing tasks (Baddeley,
1992), EF has much wider origins (Borkowski & Burke, 1996). The overarching
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concept of EF is goal‐oriented behavior. Based on the strong foundation that
significant changes take place in frontal lobe functioning up to and including
adolescence (Davidson, Amso, Anderson, & Diamond, 2006), neuro-
psychologists have identified components of goal‐oriented behavior that are
controlled by different parts of the PFC and that can be identified in dedicated
tasks that are now available in computerized test batteries (Robbins et al., 1994).
The separable components suggested by numerous brain imaging studies as
well as by task analysis, includeWM, RI, and Planning. Originally a great deal of
EF research has considered these components as isolable. Planning is regularly
tested by the class of “Towers” type of task, where the participant has to en-
visage how to displace a stack of three objects to another location using the
most efficient sequence of moves (Welsh, 1991). WM is most frequently tested
by classic serial recall (Pennington et al., 1996), and inhibition by the Wisconsin
Card Sort Tasks (WCST) (Mullane & Corkum, 2007), which tests the ability to
switch a sorting criterion from (e.g.) the size to the color of objects displayed on
cards. Attention, however, is now often drawn to the fact that these components
can overlap within a task (Shing, Lindenberger, Diamond, Li, & Davidson,
2010). For example, the WCST taps in into WM resources (Barendse et al.,
2013; Kercood, Grskovicb, Bandac, & Begesked, 2014), as well the ability to
inhibit inappropriate motor and prepotent responses (Geurts, Corbett, &
Solomon, 2009; Ozonoff, 1995) in ways that are difficult to separate. Similarly,
Ross, Hanouskova, Giarla, Calhoun, and Tucker (2007) have argued that
planning in search tasks is actually best considered in terms of WM and
weaknesses in both WM and RI and as these are usually the underlying factors
marked out as responsible for poorly formed plans and we consider these in a
little more detail.

Working Memory
The concept of WM in contemporary research has strong theoretical and

experimental allegiance to the pioneering work of Baddeley and colleagues,
which is to a large extent concerned with remembering content tested using,
for example, list recall or digit span (Baddeley, 1981, 1984). The downstream
effect of this within the EFapproach is to test WM using such tests in order to
see if it explains weaknesses in the performance of clinical groups on goal‐
directed tasks (Pennington & Ozonoff, 1996). The highly complex literature
deriving from this tradition, however, has moved beyond the basic processes
of rehearsal and retrieval associated with list learning and has embraced
memory mechanisms from every angle. An integrated review of research
approaches (Miyake & Shah, 1999) asked the contributors to address eight
key questions covering everything from basic mechanisms and representa-
tions to more permanent long‐term knowledge and consciousness. The
widely ranging responses even within this one volume testifies to the com-
plexity of this area. In terms of memory within a developmental perspective,
the issue of “what changes” was (still) debated in terms of learning versus
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maturation, and what is actually meant by WM was far from consensual. As
Miyake and Shah (1999) put it:

Although it is agreed that there is substantial individual or age‐related differences
in the amount of information one can keep track of simultaneously, the specific
factors assumed to underlie the variation vary from proposal to proposal in-
cluding the total amount of activation resources available to the system. (p. 11)

The role of attentional mechanisms, capacity, processing, and speed
all figured to a greater or lesser degree in different accounts, however, and it
is no surprise that some studies have tried to separate these factors
experimentally (Bayliss, Jarrold, Baddeley, Gunn, & Leigh, 2005). All of
these memory factors are likely to have a strong bearing on the development
of logicomathematical skills as some have argued (Toll, Van der Ven,
Kroesbergen, & Van Luit, 2011). However, applicability to our current topic is
limited in the fact that the consideration of memory as a retrieval and
maintenance mechanism is much more evident than thinking of it in direct
relation to the acquisition of new cognitive skills. Exceptions to this tended to
come from computational modeling approaches in the review by Miyake and
Shah. Lovett, Reder, and Lebiere (1999) used ACT‐R to show how WM in-
teracts with LTM in achieving subgoals within algebra problems. Young and
Lewis (1999) showed how memory within productions systems (the SOAR
architecture) could deal with problem‐solving and spatial navigation. Perhaps
the most eloquent summary of the problem of defining memory followed a
theoretical analysis proposing a solution called Interacting Cognitive Sub-
systems (Barnard, 1999) that deals with how propositions become repre-
sented from linguistic input. The author summarizes the general conclusions
from most computational approaches to memory as follows:

The wider picture is not one of performance delimited by a simple list of specific
capacities, but rather a picture in which the fundamental limitation lies in the
capacity of the entire architecture to reconfigure dynamically and use all its
representational and processing resources to best advantage. (p. 327)

Understanding how the architecture of memory systems might be re-
configured in the way he suggests stands as the challenge to any EFapproach
to logicomathematical development if it is to embrace memory as part of its
explanation of discontinuous change during development.

Response Inhibition

Interest in the ability to maintain goal‐directed attention under a change
of task requirements stemmed initially from the observation that patients
with frontal lesions perform poorly on tasks requiring inhibitory control
(Pennington & Ozonoff, 1996). Relevant to autistic symptomatology, RI has
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also been tested with both clinical and neurotypical groups in tasks such as
the windows task (Russell, Mauthner, Sharpe, & Tidswell, 1991) or the go/no‐
go task (Simpson & Riggs, 2006). Although largely relevant to withholding a
prepotent motor response established by repetition and practice, RI has also
been shown to be applicable to higher cognition (Zelazo et al., 2003). Recent
attention has been paid, in fact, to the question of stage‐like change in re-
lation to concrete operational tasks (Houdé & Borst, 2014, 2015; Houdé &
Guichart, 2001). This work adopts the rule‐based stance of Siegler, where
change is seen to be a gradual replacement of one set of rules to another.
Specifically, they point out that tasks such as number conservation require a
clear shift from a useful heuristic (e.g., length equals number) to the de-
ployment of an algorithm for correct solution. The concept of algorithm is
applied here to what Piaget would call an operation, being an analytical
strategy that “necessarily lead(s) to a correct (i.e., logical) solution in every
situation” (Houdé & Borst, 2014).

Rather than see this shift as an automatic process of maturation or ex-
perience, the authors argue that it is the development of inhibitory control
that accounts for it and, specifically, that the heuristic has to be inhibited in
favor of the algorithm. Following on from a general argument along these
lines by Dempster (1992), they cite evidence in favor of this based on func-
tional magnetic resonance imaging (fMRI). Frontal activation related to
success by schoolchildren on number conservation was correlated with an
independent test of inhibition (the Stroop test). When comparing non-
conserving 5/6‐year‐olds with conserving 10‐year‐olds Houde et al. (2011)
also found greater involvement if the parietal regions related to inhibitory
control in successful children and they conclude:

Enhanced prefrontal areas are needed to perform this Piaget task successfully
(i.e., before and after objects are moved), as shown primarily by the activation
of the bilateral inferior frontal gyri in successful children. (p. 343)

Other studies by Borst and colleagues (Borst, Poirel, Pineau, Cassotti, &
Houde, 2012) looked at the neuropsychological correlates of either increas-
ing or decreasing the need for strategy inhibition using negative and inter-
task priming. Priming with a task inviting an incorrect strategy slowed or
restricted task performance in children aged 9 years and older, whereas in-
tertask priming on structurally related tasks (class inclusion and con-
servation) enhanced it.

The fMRI studies of Houde and colleagues make a strong case for the
involvement of inhibition in Piagetian tasks and in that sense bring EF ap-
proaches in closer alignment with the classic literature, but it raises rather
than answers questions about how the explanatory value of the inhibitory
component of EF. What remains unclear is whether active suppression of an
unsuccessful heuristic is the mechanism by which conservation success is
acquired in the first place. On one interpretation, the algorithm would be
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available to younger children but suppressed by more salient strategies due to
weaker inhibition. Yet there is no direct evidence that this is the case.

From this research, we must conclude that whereas RI that can affect the
operation of an algorithm it does not explain how that algorithm came into
being. To make that connection would require a deep operationalizing of the
information processing and memorial requirements in the Piagetian task. We
argue below that this can only be done by computational modeling.

The Enduring Question

For Piaget and for developmental researchers ever since, a pervasive and
uniting endeavor has been the specification of what internal changes,
reorganizations of a problem space, new insights, or learning experiences
could effect changes in competence and shifts in understanding. For others
the question has been whether such shifts are more apparent than real; a
predictable outcome of linear development in information‐processing power
and memory capacity that opens up new problem‐solving possibilities.

We have summarized some of the reasons why specific areas of enquiry
relating to discontinuity in the numeric abilities studied by Piaget have dropped
from contention. This can be broadly summarized as the eschewing of Piaget’s
logicism and replacing it with a variety of alternative psychological approaches,
ranging from levels of complexity, maturational, skill, rule‐based, and EF ap-
proaches all of which can overlap to a greater or lesser degree. The research
paradigms, theories, models, and direct implications for brain development
have been various and far‐reaching. The core question that endures, however, is
the one that Piaget famously encapsulated in his genetic epistemology. For
Piaget, the knowledge structures were not just a property of the world waiting to
be discovered—they are also constructions of the human mind and his quest
was to describe the human investment in the physical world without which no
such knowledge would exist. If something has been lost (or thrown out with the
bathwater) is it not the understanding of this very particular transaction that
every learning agent can participate in, and, if Piaget is right, not just to acquire
knowledge but also in a sense to invent it? The enduring question is not
whether Piaget’s genetic epistemology was right or wrong in its structuralist and
functionalist aspects, but rather whether in his methodical investigations of play
and exploration with discrete objects he identified an important discontinuity
that remains to be satisfactorily explained.

Size Sequencing and Ordinal Size Understanding: A Window on Change

As we have noted above, the solution to the above question is para-
doxically not well served by considering number development. It is also not
well served by judgment tasks that ultimately devolve to a binary decision
(more/less same/different, etc.). If we are to sustain a contemporary approach
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to this, we need a goal‐directed task that demands a behavioral response that
is adequate to the phenomenon in question but not dependent on a cultural
device. Ordering by a physical dimension such as size or weight offers this
window. As we have reviewed, claims relating to (size) seriation and ordinal
size understanding as first developed by Piaget have not so much suffered
from refutation as from neglect, following the tidal wave of new theorizing.
It is also possible that it has suffered from a mistrust of the perceptual
domain—an issue that we take up in the next and final chapters. In short, an
important and specific question still confronts developmental psychology,
and that is how do children come to organize perceived relations according to
the necessary rules governing discrete sets?

Size seriation remains our most transparent window on this issue. It is
transparent in the sense that is inherently nonverbal, does not depend on
verbal justification or report, reducing variability within and across age groups
in terms of linguistic accessibility to the relations involved. It is transparent in
that the criterion for success is explicit in action and not simply implicit in
terms of a single judgment of more or less, same or different, or X is the
biggest. It offers possibilities for manipulating information‐processing variables
that would affect WM such as set size. The corollary task of identifying a specific
ordinal position through item insertion is another available and transparent
measure and does not depend on the child being able to articulate the ordinal
size in question. Although the application of counting is necessary for the latter,
dealing with a set size such as 10 sticks should not be a task prerequisite beyond
the capability of a school‐aged child.

But the most transparent feature of seriation is the fact that it is founded
upon an environmental given (perceptual relations) as available to the
younger child as it is to the older. It does not require and is not confounded
with, the cultural acquisition of number knowledge in the sense of what is
explicitly taught regarding integers, number systems, and symbols at school.
It is possible to be capable of seriating spontaneously without knowing that
five is greater than four and so on. Conversely, the implications of being able
to order any set of asymmetric relationships has obvious implications for how
number knowing and the number line develop if we accept the prima facie
case that ordinal understanding depends on the concept of a unit. This
makes seriation a highly relevant test of the readiness of a child to really
understand the properties of number. There are, however, certain meth-
odological aspects of Piaget’s task that suggests it is not as transparent as it
might be regarding the core ability to sequence size relations and we shall
take up this theme in the next chapter.

Modeling Size Seriation: A Window on Process

A recurring issue that has dogged all the developmental accounts and
theories since Piaget’s has been the extent to which there is a need to explain
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sudden transition. If continuous and linear change can effect apparent dis-
crete changes in development by rapid acceleration, then the account of what
is changing internally in the child is very different from one that assumes
some new intervening level of knowledge. This distinction is less one of
continuity versus discontinuity (as sudden success will always seem to be a
discontinuous shift)—as the characterization of that shift either with or
without emergence of a new intervening variable. This is a critical distinction
for brain reorganization, and the transfer of knowledge across domains. Even
if research effort into logicomathematical development had been sustained
during subsequent decades following Piaget’s work, it is extremely difficult, if
not impossible to adjudicate on this issue from the perspective of empirical
evidence alone.

The primary motive behind a computational modeling approach is to be
able to operationalize what can and will change, given a learning agent, a
specific learning environment, and to decide whether (or not) that change
incorporates new knowledge leading to old strategies being replaced by new
ones. A means of unearthing precise causal links in particular problem do-
mains is if those domains are themselves represented artificially. In the real
world, a learning environment embraces many schooled and cultural influ-
ences on cognitive development, over and above the private discoveries
made by the child as to how the environment is structured. A second motive
behind computational modeling, therefore, is to try to isolate the private
learning experiences from directly schooled influences on cognitive growth.
The standard solution is to build a computational model that represents the
task space and essential aspects of a cognitive agent within the memory of a
computer in which learning processes and representations are rendered ex-
plicit, unambiguous and unpolluted.

Production Systems, Connectionist, Bayesian and Dynamical Systems Approaches

Computational modeling in cognitive development comes from two
distinct traditions in computer science, that of symbolic and subsymbolic
information processing (Boden, 1996; Klahr, 1992; Miłkowski, 2013). Sym-
bolic computation emphasized automated logical theorem‐proving and more
generally adult problem‐solving in the 1950s, an approach which gave rise to
production systems in the 1970s. A production system comprises a set of
conditional rules within a knowledge base of the format condition‐action
(such as if X then select Y, if X then avoid Y). Facts are also contained in this
knowledge base. These conditional rules are triggered by information in-
serted into WM, at which point an inference engine tries to match this in-
formation with the condition portions of the rules. If there is a match, the
rule fires, the resulting action potentially triggering the condition portion of
another rule, and so on in a cycle of inference. Production systems are well
suited to representing human expertise (Boden, 1996; Yule, Fox, Glasspool,
& Cooper, 2013) and are the representational basis of the two main cognitive
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architectures, ACT‐R and SOAR, in use within cognitive modeling research
(Anderson, 2007; Yule et al., 2013). They are less well suited to modeling
representational change than connectionist systems. (See Chapter III for a
further exposition of production systems within a seriation context.)

By contrast, subsymbolic computation emerged from a cybernetic tradi-
tion, which used differential and difference equations to model growth in
complex systems (Holland & McFarland, 2001; Van Geert, 1994). Cybernetics
gave rise to connectionist, dynamical, and embodied artificial life (simulated
and robotic) systems that are now used to model cognitive development
(Clark, 2008; Halford et al., 2012; McFarland & Bösser, 1993; Parisi &
Schlesinger, 2002). Connectionist models are normally made of a mathe-
matical structure termed a directed acyclic graph, in the format of a network
of nodes joined by links, both of which can have real numbers assigned to
them, the links being inhibitory or excitatory in nature. They produce out-
puts in the form of a vector of real numbers or integers in response to an
input vector of real numbers or integers. Learning is represented by error
minimization algorithms, such that responses to input vectors gradually
approximate the target input–output vector pairs that serve as training ex-
amples that are presented to them. Development is represented by a prin-
cipled increase of the number of hidden layer nodes in the graph, providing
it with more power (Quinlan, 2003). Connectionist systems are thus well
suited to modeling scenarios that involve development and learning. Due to
their incorporation of two types of structural change (internode link value
evolution and the increasing number of hidden layer nodes), they allow
representational change across multiple timescales (Shultz, 2003). However,
knowledge in connectionist models is distributed across many nodes in a
graph, and not identifiable in the same way as a production rule, which
makes interpretation difficult (see Chapter III for a further exposition of
connectionist systems within a seriation context).

In terms of evaluating a computational model, comparison with a data set
from the real world is necessary. These might include successful and un-
successful actions made, and the time taken to make them, to be compared
with the data a child produces in the laboratory (Mareschal & Thomas, 2007).
The limitations of such data‐matching exercises should be recognized, in that
matching data from a simulated system X to a biological system Y can tell one
at best that the mechanism producing the data in system X cannot be ruled
out as a candidate mechanism for system Y ; it does not necessarily mean that
is the same mechanism (McClelland, 2009). Yet, the benefits of the modeling
approach make this a testable Popperian hypothesis as opposed to guessing
as to what may be going on inside an unknown biological “black box”
(Braitenberg, 1984), which is why such information‐processing approaches to
development have become increasingly popular (Klahr, 1992; Schlesinger &
McMurray, 2012). Production systems and connectionist models are of spe-
cial relevance here, as working models of classic seriation exist in the cog-
nitive‐developmental literature for each of these modeling approaches.
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We return to these special cases in Chapter III. We have summarized their
roots within the modeling literature, and we now situate them alongside
dynamical and Bayesian modeling approaches within cognitive development.

The Bayesian approach1 to cognitive modeling allows learning to be
represented, and furthermore alleviates the representational transparency
concern, in that within Bayesian models, graphical structures are repre-
sented, labeled and manipulated in a much more explicit way (Lee, 2013).
Bayesian inference can be used to find out the probability of a cause (usually
not observable) of some observed data when there is a preexisting idea of
what the cause is, but when there is relatively little data to support a hy-
pothesis. This preexisting idea is termed the prior of the observed data. The
term likelihood represents how likely the possible values of the cause are, given
the observed data. However, after observing data, it is possible to update the
prior distribution for the possible cause, taking the data into consideration,
resulting in a posterior probability.

Dynamical systems developmental theorists share the connectionist and
Bayesian emphasis on representing change (Van Geert, 1994).2 They see
cognitive systems as being made up of many parts, all of which change over
developmental time as they interact with each other as well as the environ-
ment. Change in a dynamical system is described by sets of difference or
differential equations that contain interdependent variables aligning to the
parts of a cognitive system. These equations generate developmental growth
curves representing, for example, how the length of sentences uttered by a
child may change over time. The growth of such a competence can thus be
mapped back to a set of interacting variables. However, this modeling ap-
proach is better suited to describing the shape of change, and less well suited
to a mechanistic account of this change. The model we present in this
monograph incorporates aspects of all four approaches, and so does not
align exclusively to the symbolic or subsymbolic modeling traditions, and yet
benefits from the strengths of them both.

A New Model of Sequential Size Understanding

The strengths of production systems (representing knowledge explicitly),
connectionist and dynamical systems (representing learning and develop-
ment), Bayesian (representing knowledge explicitly and learning simulta-
neously) and cognitive architectural approaches (well‐understood
components) can be leveraged in a principled way within cognitive models,
regardless of the historically charged debate as to their relative merits
(Boden, 1996; Dreyfus, 1992; Yule et al., 2013). The model we propose is
inspired by a synthesis of their strengths, in which we make explicit the
variables affecting the growth of sequential size understanding, and its pro-
gression to ordinal understanding. To this end, we propose an architecture
split into task, WM, and LTM modules, and define a learning heuristic and
an algorithm that process information within these modules. Our model does
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three things to help our understanding here. First, it infers the order of a
discrete set of size items by trial and error, via a Bayesian ranking mechanism
similar to that of Jensen, Muñoz, Alkan, Ferrera, and Terrace (2015) that
creates a ranked representation in LTM. Second, it makes explicit the tran-
sition to spontaneous ordering of size‐related sequences. Third, it explains
and predicts the transition to ordinal identification competence. These two
behavioral transitions (heuristic search to principled search, principled
search to ordinal competence) happen due to discoveries made about the
invariant properties of the size‐related sequences, these discoveries them-
selves facilitated by architectural changes to WM and representational
changes to LTM.

Conclusion

Research and theory development since Piaget’s work has moved in many
and diverse directions, but none has directly challenged the case for con-
sidering the development of discrete set understanding as an important
example of discontinuity of cognitive functioning. By general implication
arising from the criticisms and subsequent reduction in interest in Piaget’s
theory, his explanation of logicomathematical development could be taken to
be wrong in full or in part. It seems time therefore either to accept his
account or come up with an alternative. One part of this task should be to
review the evidence base with as searching a methodology as possible, using
children at around the critical preoperational transition.

Refreshing the evidence base alone is unlikely, however, to go beyond the
speculative and circumstantial (which was also a problem with Piaget’s own
explanations). Data from children who represent the before‐and‐after of the
alleged phase transition can only ever be suggestive of internal changes and
reorganizations. This is why we offer an account that not only addresses a
range of empirical findings relating to seriation development, but also a
computational account that goes deeper than the behavior ever can. In the
following chapters, we offer a renewed evidence base followed by a data‐
informed computational model of size sequencing and related abilities.
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II. The Development of Sequential Size Understanding: Evidence for
Developmental Discontinuity

Introduction

A monotonic sequence of items ordered by their relative magnitude is a
logical construct that is essential for the full understanding of number and
measurement. It comprises a linear progression in which each item has only
one possible placement and it can only take one of two possible forms—from
least to greatest or vice‐versa. The ordinal value of each item (second, third,
fourth largest, etc.) in such a sequence is only derivable in terms of this
construct.

Much of what we know about when and how children come to grasp the
serial and ordinal properties of a monotonic sequence comes from the classic
Piagetian size seriation task devised by Piaget and Szeminska (1941) in which
children are asked to construct an ordered set of sticks or blocks from a
jumbled array. The conclusion from these investigations was that grasping
the concept of an ordered size series is based on a sudden insight, as evinced
by the emergence, at around the age of 7, in the ability to systematically
construct an ordered set, item by item and without trial and error. Although
this was an area of research that was not particularly sustained in post‐Pia-
getian research (for reasons we reviewed in Chapter I), follow‐up research
reported thus far has not challenged this key finding from classic seriation.
Window size seriation as measured by Piaget and colleagues would, therefore,
appear to be a highly explicit and transparent on a discontinuity in cognitive
development.

What has never been transparent, however, is how and why that change
takes place. Unlike the number line and related aspects of numerical un-
derstanding, size seriation is not part of formal education and its develop-
ment is not known to be dependent on cultural conventions that have to be
explicitly taught. It does, however, necessarily depend on the more private
skills of interrogation and processing of the perceptual relations of similarity
and difference. Questions that are still unresolved today are how these skills
explain the discontinuous emergence of spontaneous seriation and ordinal
understanding, and whether the discontinuity of emergence is more appa-
rent than real. Some time ago, we conducted a program of small connected
experiments to explore these abilities in greater detail using size‐sequencing
tasks. Using explicit training on a touchscreen, we found a progression from
trial‐and‐error learning in 5‐year‐olds to apparent sudden expertise in 7‐
year‐olds, who did not need to be trained on either sequential or ordinal
tasks. Part of this empirical assay was summarized earlier (see Chalmers &
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McGonigle, 1997; McGonigle & Chalmers, 1998, 2001). The key con-
clusions were:

• The sudden emergence of expert sequential and ordinal size un-
derstanding is a genuine phenomenon of cognitive growth in
middle childhood.

• Ordinal size comprehension is of an entirely different order of
difficulty from the task of ordering size in a serial/temporal fashion.

The hypothesis put forward at the time was that the pressures on in-
formation management of large set sizes leads to the universal emergence of
monotonic ordering as a solution to the combinatorial explosion of multiple
relations. This fails, however, to get to the root of that emergence. Is it simply
an accelerated linear process based on changes in WM, for example? Or is it
indicative of an important and discontinuous representational shift that
would have implications for related logicomathematical abilities? Why and
how does ordinal size understanding emerge at around the same time? In
short, the problem is how to make the internal processes transparent in ways
that go beyond the data.

In the current monograph, we describe a detailed computational model
that makes explicit the perceptual and learning processes that can account
for the changes observed in these training tasks. It indicates how changes in
EF such as LTM and WM are involved in supporting new emergent skills,
which in turn alter the memory processes in new ways. The model is itself
informed by the findings and error data collected during the sequential
training. These findings are the subject of the current chapter.

We start by considering where the history of seriation research has led,
and why it has left untouched the central issues of sequential and ordinal size
understanding: on what it is based and why it takes so long to develop? In the
second part of this chapter, we describe an empirical investigation of seria-
tion development using touchscreen training tasks that form a database for a
computational approach to answering these questions.

A Review of Seriation Research

Piaget and Seriation

In their length seriation task, Piaget and Szeminska (1941) presented
children with 10 sticks that varied in length by 0.8 cm increments. They asked
the children to arrange the sticks in order from shortest to longest by asking
them to “make a staircase” or to copy an ordered set modeled by the
experimenter. Four‐year‐old children generally failed altogether to make a
series (stage IA) or constructed small subseries using only some of sticks
(stage IB). By 6 years, over 50% of children succeeded in making the com-
plete series through trial and error (stage II). Crucially, however, between
7 and 8 years (stage III), most children spontaneously made a principled
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series by systematic selection of each stick in order from longest to shortest,
or vice‐versa, without errors. This purportedly marks a phase change from
preoperational to concrete operational thought as described in Chapter I. A
key behavioral criterion defining the concrete operational phase in this
context is that children can order any number of sticks such that they no
longer show the set‐size limitations evinced at the earlier stages of devel-
opment (Inhelder & Piaget, 1964). In addition to principled ordering, Piaget
found that operational children could correctly insert a new, single element
directly into its correct place within a constructed series.

As described in Chapter I, Piaget explained the apparent discontinuity in
behavior around 7 years of age in terms of a phase transition from figurative
to concrete operational thought. Piaget considers perception to have a kind
of structure for the child long before the child is capable of understanding
structure analytically as in operational thinking. Accordingly, although he
admits that “the perception of relations is elementary” (Inhelder & Piaget,
1964, p. 5), he is concerned to argue that perception is never a stand‐alone
factor in children’s thinking but is always integral with sensorimotor sche-
mata that the child performs on the perceptual field (see Inhelder & Piaget,
1964, pp. 5–16). During the preoperational stages of seriation development,
the child’s actions are likely to be guided by more global properties of the
visual field such as the “good form” of items that happened to be already
ordered by size. Although the overall configuration of such a series could
have enabling effect on the choice of the next item, global perception occurs
at the expense of a more analytic understanding, and prevents the child from
knowing how to correct or rearrange a disordered series. The expression
“good form” that Piaget uses in this context originates from the Gestalt
School of the early 20th century to describe the perception of orderliness and
coherence. Although Piaget uses the idea of global figurative perception over
and again in describing the constraints of preoperational thinking, he dis-
tances himself from the Gestalt idea that good form is a psychological given
arising from something akin to physical field forces (Kohler, 1925). For
Piaget, perception is never primary in that sense but advances and evolves
with knowledge itself. Global figurative perception is merely a stage along
that path.

The shift occurring around the age of 7 was argued to be brought about
by an ability to overcome the influence of configurative perception and by
being able to mentally represent the logical status of perceived relations
irrespective of how they are presented visually. This shift to operational
thinking was the sudden insight into the logicomathematical property of
reciprocal relational reversibility inherent in all sets. What makes seriation
“operational” is that it “deals with the transformation of asymmetric tran-
sitive relations” (Inhelder & Piaget, 1964, p. 11). Relational reciprocity allows
a given item to be represented in terms of its status with respect to every
other item in a set. For example, Inhelder and Piaget (1964) state that during
the task of seriating the set (A< B< C<D< E< F<G), the older child is
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aware that “a given element, say E, is both longer than those already in the
series (E>D,C), and shorter than the ones yet to follow (E< F,G)” (p. 257),
and this awareness guides the selection and placement of each element.

The ability to seriate was thought by Piaget to require exactly the same
mechanisms of relational coordination as required by his transitive reasoning
task using sticks. Piaget, Inhelder & Szeminska (1960) presented children
with three differently colored upright sticks with barely discriminable size
differences between them. He presented them as separate pairs ( >A B and
>B C) but asked them to infer the size relation between A and C without

letting them compare sticks A and C directly. Children could not reliably give
the correct answer on this test until the age of concrete operations. Piaget’s
argument was that the transitive inference, A must be greater than C, was
achieved by mentally ordering the items into a series A>B>C. The mental
seriation involved here was thought to depend on exactly the same processes
as physical seriation in which the child recognizes the bidirectional nature of
the asymmetric size relations A>B and B< A, allowing the construction of a
middle position for item B in the series A>B>C. Thus, although in this task
the child was not allowed to actually touch or replace the sticks, Piaget be-
lieved concrete transitive reasoning to emerge from the same sensorimotor
origins as actual seriation.

As also described in Chapter I, linear structures evinced by seriation and
transitivity also predicted other operational achievements that occur at about
6 or 7 years such as number conservation and one‐to‐one correspondence.
These allow children to understand that cardinal and ordinal values are
necessarily conserved despite changes in layout or the density of a set of
discrete elements (Piaget, 1952a).

Replicability of Piaget’s Findings

At the height of the popularity of Piaget’s work, many of the tests of
classic operational reasoning were explored within the broader context of
experimental and educational psychology, and, in particular, involving tests
of whether these abilities could be advanced through specific training
(Coxford, 1964; Sigel et al., 1966). Much of the new work on seriation was
carried out on large samples of children by Kingma (Kingma, 1983a, 1983b,
1984a). A typical study might involve several manipulations of Piaget’s task
including specific training, but it would also include a replication of the
classic task in which children were invited to “make a staircase” with 10 sticks
of different lengths. These replications showed a good agreement with Pia-
get’s findings indicating a sharp rise in the likelihood of obtaining a correct
series between the ages of 6 and 7 (Kingma, 1983a, 1984b). Although, not
quite covering the operational transition, a training study carried out by
Blevins‐Knabe (1987b) demonstrated that 8‐item seriation was subject to
changes between the ages of 5 and 6.5. The majority of younger participants
failed to seriate or insert correctly whilst the majority of older participants
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were able to seriate (with minor trial and error) and insert missing items into
their correct place. These authors found no evidence, however, that training
children to recognize correctly seriated constructions enhanced their seria-
tion performance, leading them to conclude that seriation is stage‐like and
strongly age‐related. We review training studies in more detail later on in this
chapter, but suffice it to say here that even specific training has never led to
claims that seriation difficulty in children younger than 6 is anything but
genuine (see also Neapolitan, 1991).

Seriation in the Neo‐Piagetian Era

Although seriation did not become victim to the claims of early com-
petence that beset many other Piagetian tasks, as noted in Chapter I, this was
less to do with direct refutation as neglect. One rare exception was a study by
Koslowski (1980) who argued that trial‐and‐error seriation and the item‐
insertion behavior of preoperational aged children was nevertheless sys-
tematic (and thus operational). Her argument was based on the observation
that item ordering by preoperational children generally observed a con-
sistent direction of change, albeit based on crude, large‐scale size dis-
tinctions. Accordingly, Koslowski argued for a more gradualist explanation
than Piaget had for younger children, but her study did not include the
transition to error‐free seriation or insertion in older children.

A more radical claim, however, was made with regard to Piaget’s test of
transitive reasoning. Using a variation of Piaget task with sticks, Bryant and
Trabasso (1971) reported a competence for making transitive choices in
children as young as 4. The paradigm they employed arose specifically from
two arguments. The first was that children may not remember the key pair-
wise relations that they first observed when asked about the test pair sub-
sequently. The second was that Piaget’s task did not control for false‐positive
responses. For example, sticks A and C could be verbally labeled as nominally
“big” or “small” producing a correct response to the test question without
requiring relational coordination (Bryant & Trabasso, 1971; Youniss &
Murray, 1970). This second concern resulted in increasing the number of
relations to four (A>B, B< A; B>C, C<B; C>D, D<C; D> E, E<D) on
which children as young as four were explicitly trained. The critical test pair
was the non‐end‐point pairing B versus D which could not be solved by
simple labeling. To control for memory failure, the trained relations were
tested along with the questions about the nontrained pairings. In the context
of high levels of retention on the trained pairs, high levels of transitive
choices were obtained children as young as four (Bryant & Trabasso, 1971).

Training introduced its own complications, however (Breslow, 1981; Riley
& Trabasso, 1974; Thayer & Collyer, 1978). The convention of starting by
training each pair in consecutive order, for example, allowed the possibility
that transitive choices during test were based simply on the temporal order in
which the relations were trained (AB through to DE). This was finally
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confirmed in training and testing with and without such clues by Kallio
(1982). Spatial clues were also implicated through the use of a training box in
the study by Bryant and Trabasso wherein the longest item was presented at
one end and the smallest at the other. This was confirmed as another possible
factor by Schnall and Gattis (1998).

The very extensive debate regarding transitive reasoning, essentially de-
volved to precise detail about how the information was trained, and it is perhaps
no wonder that transitivity research has not yielded clear answers regarding the
coordination of perceptual relations within this task. After many decades of
research, the logical account (Bryant & Trabasso, 1971; Halford et al., 1998;
Wright, Robertson, & Hadfield, 2011) sits alongside numerous others ranging
from temporal associativity and stochastic probability accounts (Delius &
Siemann, 1998; McGonigle & Chalmers, 1977) to fuzzy trace (Bouwmeester,
Vermunt, & Sijtsma, 2007) and dual process theories (Wright et al., 2011).

There are two fundamental reasons why the transitivity paradigm is dif-
ficult to relate directly to seriation. One is that the role of perception has
been all but eliminated from the tasks in order to control for nonlogical
solutions such as the possibility that the children might remember the ab-
solute sizes of items in the test (Braine, 1964; Smedslund, 1963). This con-
cern rendered all subsequent tasks as quasi‐symbolic, where the items,
although shown to represent physical size differences, were usually token
objects that were known—but not perceived—to be of different sizes and
described linguistically only (Bryant & Trabasso, 1971; Kallio, 1982; Riley &
Trabasso, 1974). If the idea was to remove distractions from children’s nat-
ural attempt to use logic, research by Perner has cast doubt on this (Perner &
Mansbridge, 1983). Perner, Steiner, and Staehilin (1981), for example, re-
introduced visual feedback into the task and found that this manipulation led
children as old as eight to produce responses that were different from those
made by adults. In a task comparing 6‐year‐olds with adults, Perner and
Mansbridge (1983) concluded that the spontaneous approach by young
children is to consider pairs of sticks in terms of the nominal categories
“long” and “short.” But perhaps most crucially from the point of view of
seriation abilities was the fact that children were rarely explicitly asked to
order all the items on which they had been trained, and, when they were,
children aged 6 and under showed the same difficulties as predicted from
classic seriation (Chalmers & McGonigle, 1984; Trabasso & Riley, 1975).

As for ordinal understanding, children’s reputed problems were queried by
neo‐Piagetians, but these challenges were based mainly on early numerical
competences with small numbers (Gelman, 1972; Sarnecka & Wright, 2013), or
the correspondence between count words and the items being counted (Frye,
Braisby, Lowe, Maroudas, & Nicholls, 1989; Gunderson, Spaepen, & Levine,
2015). In terms of relative size understanding in sets larger than two, there was
remarkably little evidence reported during the neo‐Piagetian era about when
children can identify or insert items within larger sets on the basis of their ordinal
size, that is smallest, middle‐sized, second biggest, and so on. Exceptions are
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studies by Blevins‐Knabe (1987a) and Siegel (1972), both of which showed that
before the age of 6, children experienced considerable difficulty with identifying
ordinal sizes even within small sets. Difficulties therefore with both sequential and
ordinal size understanding by children under the age of 7 remain uncontested.

Improving the Evidence Base: Methodological Issues

Although the general empirical picture presented by Piaget has survived
subsequent reinvestigations, it is not a suitable foundation for pursuing a
more contemporary information‐processing analysis for two main reasons.
Using a one‐off construction task is, first of all, not conducive to discovering
how children learn from their own actions of visual interrogation and se-
lection. The Piagetian account presumes that direct sensorimotor experience
enables the transition from one level of understanding to the next, but what
that experience actually confers is hard to tell. It is difficult to gauge within
the classic paradigm because it is generally tested in the form of a one‐off
episode without any opportunity for the child to benefit from the specific
experience of attempting to seriate. As mentioned above, the classic seriation
task has been subject to specific training, but this has focused on whether
children have proceeded to a new Piagetian level as measured by other tests,
rather than to gain an insight into what is specifically learned from the task at
hand (Bingham‐Newman & Hooper, 1974; Kingma, 1987). In his modeling
investigation (which we describe in Chapter III), Young (1976) attempted to
induce success in his participants by varying the task, but in a highly ad‐hoc
fashion where blocks were added or taken away and/or where the set was
under constant replenishment by the experimenter. What children learn
from actually performing a size seriation task, or indeed whether it has to
involve actual physical replacement at all, is still an unanswered question.

This raises a second and even more fundamental methodological issue
generated by the classic task. Its apparent transparency notwithstanding, to
what extent is the physical series constructed by the child a clear and direct
reflection of their ability to sequence items monotonically, that is, to really
follow a strict linear order? In selecting sticks from a set to be ordered, the
child is constantly reducing the visible test pool, making it hard for the
investigator to infer which particular elements in the total set are subject to
greatest difficulty. In placing them into an array, the choices are then subject
to the vagaries of whether or not the previous selections were correct. During
the lifting and placing, moreover, there is no control over whether or not the
child might make gratuitous comparisons with other sticks by pairing them
up spatially and comparing directly. In short, size seriation is a competence
that may emerge directly from learning to process visual information in the
environment, but exactly how that happens has remained an issue locked up
in a historical paradigm that requires revision.
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Sequential Size Understanding: Evidence From a Learning Assay

In this second part of Chapter II, we describe the experiments that
convinced us that there is indeed a major developmental shift in size se-
quencing ability that can be demonstrated even in small samples of children,
using a simple training paradigm. It reflects and confirms the age of Piaget’s
operational transition but, in using a more in‐depth methodology, it offers
precise measurement, relevant task comparisons, and a suitable basis for
computational modeling.

General Methodology

Our program of experiments used a training‐based methodology con-
ducted on a desktop computer and touchscreen. Feedback‐informed training
was used to assess whether or not the task was within the capability of the
child, given reasonable task exposure. It also allowed measurement of diffi-
culty based on the length of training required and type of error committed.
The specific learning criteria and upper limits on task duration are described
separately for each experiment below.

The testing was conducted by a single female senior researcher with ac-
cess to a room dedicated to the experiment. Training was normally con-
ducted on a daily basis during weekdays.

Experiment 1

Rationale

The research question for the first experiment was to see what, if any,
difficulties would be encountered if children were trained to order differently
sized squares on a computerized touchscreen and to test whether the dif-
ference between 5‐ and 7‐year‐olds’ performance found with the classic task
would be in evidence here. Without any precedent for this computerized
version of seriation, a modest version of the seriation task with only five
elements was used. To be certain of the extent to which the learning profiles
were specific to sequencing size relations, and not simply a string of absolute
size values, two interleaved sets of different size ranges were used throughout.

A remaining issue was whether or not any learning difficulty we might
find could be attributed specifically to the child’s difficulty in understanding
size relations, as opposed to a more general difficulty in monitoring any
sequence (size or otherwise) in WM. To obtain an independent assessment of
WM in a serial learning context, a control comparison was included in which
children were asked to learn an arbitrary sequence of different‐colored but
same‐sized objects. The only basis for connecting the order of these different‐
colored items was the temporal order assigned randomly to the objects.
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Method

Design

A nested design was used with age as a grouping factor, with two levels, 5‐
and 7‐year‐olds. Task was a within‐participant factor, with two levels: mon-
otonic size sequencing and color sequencing. Half the participants were as-
signed a size series in the biggest‐to‐smallest direction and half the reverse.
Color series were assigned randomly to participants. For half the partic-
ipants, color ordering preceded size sequencing; for the other half, the size‐
sequencing task came first.

Participants

Participants were 24 children drawn from a large private school in central
Edinburgh with a predominately middle‐class intake. Twelve of the children
(seven girls and five boys) were drawn from the Primary 1 class and were aged
between 5 years; 1 month (hereafter written as 5;1) and 5;9 (Md= 5;3), and
twelve were Primary 3 children (five girls and seven boys), aged between 7;4
and 7;11 (Md= 7;7). The sample was a homogeneous one, consisting of
children of professional parents with English as their first language.
The children were predominantly white Scottish, and as such were repre-
sentative of the local population. We did not assess the IQ of the pupils, but
the entrance criteria would have precluded children with lower than average
intelligence from taking part.

Tasks and Stimuli

The icons used in the monotonic size‐sequencing tasks were uniformly
colored squares with sides ranging from 10 to 50mm, with an interval difference
of 5mm on each side. For the color‐sequencing task, the squares were of equal
sizes (30mm) and varying colors deriving from a parent set of ten. Two sets of
five stimuli were generated for use in the size sequences, with ranges of
10–30mm, and 30–50mm, respectively, both with a 5‐mm interval difference.
The stimuli were presented equally spaced in a horizontal array on a level base
as depicted in Figure 1A. The arrangement of all stimuli was random and varied
randomly from trial to trial.

Touchscreen Pretraining

All participants were given a familiarization episode that taught them
how to use the touchscreen and what to expect from the experiment proper.
This familiarization consisted of a simple two‐stimulus practice task, which
demonstrated the feedback value of a bleep (indicating a correct response)
versus a buzz (indicating an error) as described in detail in the next section.
The items (squares and circles) were to be touched in a specific order and the
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participant was required to reach a criterion of four out of five trials correct
before proper training commenced.

Monotonic Size Sequence Learning
In these tasks, the participant was trained to touch differently sized

squares on the screen in a decreasing or increasing order of size. Across trials,
the spatial arrangement of stimuli within the horizontal layout varied ran-
domly (see Figure 1A). The two size ranges were randomly interleaved across
trials. When a stimulus was touched in its correct position with the sequence,
it blinked and was followed by a bleep; when touched out of order, it blinked
and was followed by a buzz. A second touch to an already‐touched stimulus
resulted in a blink only. The array remained on the screen until all items had
been touched, a short tune indicated the end of the trial, and a new array
followed after a 2‐second interval. Training proceeded until a criterion of
four out of five trials completely correct sequences had been met (two each
from the two sets of sizes) within a limit of 40 trials in total.

Verbal report

After completing the task, participants were asked if they could describe the
order in which they were to touch the squares and how many there were. They
were not corrected or pressed for further information.

Arbitrary Color Sequence Learning
Every participant was assigned an arbitrary sequence of five items drawn

from the parent set. For example, one such sequence might be red, green,
blue, yellow, and purple (see Figure 1A), to be touched in that order irre-
spective of the spatial arrangement. Training on this sequence was reinforced
exactly as it was for the size series just described. The learning criterion was

green blue yellow purple

Size Color
(a)

(b)

redred

FIGURE 1.—Examples of the layout on a given trial for (A) the 5‐item size and color‐sequencing
tasks (Experiment 1) and (B) the 7‐item versions (Experiment 2). In the size condition, the items
must be touched in a (fixed) increasing or decreasing order of size; in the color condition according
to a fixed arbitrary sequence.
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four out of five completely correct sequences within the same trial limits as
those used for the size series.

Verbal report

At the end of the task, participants were asked to describe the order of colors
in which they had to touch the squares and how many there were.

General Procedures

The experiments were carried out on the school premises, in a quiet,
darkened testing room that allowed the computer screen to be viewed under
constant illumination conditions and testing to take place without distraction.
Children were tested on a daily basis without interruption as far as possible.
Test sessions normally lasted for about 20min per participant.

In addition to the touch‐by‐touch feedback described above, and to en-
courage learning generally, both the color and size tasks utilized a game
feature, taking the form of a graphic device showing a man ascending a five‐
rung ladder where each rung represented a completely correct sequence.
The man descended by a rung, however, on an incorrect trial. When criterion
was met, the man reached an apple on a tree and a fanfare was played.

All touch intervals were recorded in milliseconds on the computer.

Results

Analyses

All data were analyzed for age effects as well as the effect of task (size vs.
color). Non‐parametric tests were used where presumptions of normality of
distribution were violated. Effect sizes were calculated using Cohen’s d for F
and t values, and r for Wilcoxon’s Z, where r= (Z/∑N). Unless stated other-
wise, N is the sample size of the group. Statistical comparisons using t tests
and correlations (r) were two‐tailed. Our general hypotheses were that 7‐year‐
olds would out‐perform 5‐year‐olds on both tasks and that they would show
little or no error during the size task.

Choice

All children met the learning criteria. All but one of 7‐year‐olds were
spontaneous in correctly sequencing the items, by starting their criterion run
on the first or second trials (where an immediate switch was made to the
correct end‐point following an incorrect guess on the first trial). Only one
5‐year‐old did so. Performance was measured by the numbers of trials to the
start of a criterion run (TSCR), as well as the number of error touches made
by each child during training. Table 1 depicts the mean (and SD) for both
groups and both tasks.
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A Shapiro–Wilk normality test found that the TSCR data were not nor-
mally distributed for either the size or the color task for 5‐year‐olds, W= .83,
p= .020 in both cases, and so differences across age and tasks were evaluated
using the Wilcoxon signed ranks test.

Age Comparisons

As hypothesized, 7‐year‐olds were significantly faster at reaching criterion
than 5‐year‐olds, Z=−2.94, one‐tailed, p= .001 for the size task, r= .60, a
large effect, and also for color, Z=−2.86, one‐tailed, p= .002, r= .58, a large
effect.

Task Comparisons

On the hypothesis that the size sequence would be learned faster than an
entirely arbitrary color sequence, 7‐year‐olds showed a significant effect,
Z=−1.65, one‐tailed, p= .05, r= .33, an intermediate effect, but 5‐year‐olds
did not, Z=−.82, p= .21. Among the 5‐year‐olds there was no correlation
across the two tasks in terms of rate of acquisition as measured either by
TSCR, r(10)= .15, or error touches r(10)= .14 (p> .50 in both cases). Sim-
ilarly, among the 7‐year‐olds, no correlation was found across tasks using
TSCR, r(10)= .21, or error touches, r(10)= .01 (p> .50 in both cases).

Despite the significant overall age effect, both groups accelerated to
completion. When criterion (4/5) was calculated for each item separately it
was found that for 5‐year‐olds the median point at which all items in the
sequence were at criterion levels was at the second item in the series for size,
and at the third for color. For 7‐year‐olds, it was at the first and second,
respectively. The respective learning curves are depicted in Figure 2A.

The types of error made by the children were divided into those due to
missing items in a sequence (forwards) versus backtracking to an item already
correctly touched (backwards). As can be seen from Table 2, the former
considerably outnumbered the latter for both tasks and was significant for the
5‐year‐olds on paired‐samples t tests (where each child was compared with
him/herself) across tasks, t(22)= 2.99, p= .012; t= 3.85, p =.002 for size and

TABLE 1
TRIALS AND NUMBER OF ERROR TOUCHES (MEAN AND SD) FOR BOTH AGE GROUPS DURING SIZE AND

COLOR 5‐ITEM SEQUENCE LEARNING (EXPERIMENT 1)

Size Color

Age TSCR Errors TSCR Errors

5 years 16.0 (15.4) 37.2 (40.5) 11.6 (9.1) 37.9 (33.0)
7 years 1.7 (0.5) 1.9 (2.0) 3.7 (2.1) 10.7 (6.6)

Note. TSCR= trials to start of criterion run.
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color, respectively. Both were large effects, d= 0.86 and 1.11. Error was too
low for 7‐year‐olds to allow us to run a statistical test.

Reaction Times (RTs)

RTs from the correct (four) trials during the criterion run were used in the
analyses. A standard procedure of removing outliers was employed (Borghi &
Scorolli, 2009), which consisted of calculating the mean for each position in the
sequence across the four entries for all participants. Any score higher than
2 SD from the mean was replaced by the mean for that position, before cal-
culating the overall mean. This represented 5% of the total data set. The
functions obtained are shown in Figure 3A. Controlling for lack of
homogeneity of variance and normality of distributions, the Scheir-
er–Ray–Hare two‐way non‐parametric analysis of variance (ANOVA) was used
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FIGURE 2.—Learning functions for (a) the 5‐item size and color‐sequencing tasks (Experiment 1)
and (b) the 7‐item versions (Experiment 2) depicting the average trials t7o the start of criterion run
across each item position.

TABLE 2
MEAN (SD) FOR ERROR TYPE DURING EXPERIMENT 1

Age Forwards Backwards Forwards Backwards

5 years 32.5 (36.5) 4.8 (5.6) 31.0 (26.0) 6.9 (5.9)
7 years 1.9 (2.0) 0.0 10.0 (5.2) 1.3 (1.4)
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across age and task. The main effect was found for age for the size task,
F(1,116)= 23.27, p< .001, d= 2.05, a large effect. No interaction was found
between age and position, F(1,116)< 1. For the color task, there was no main
effect of age, F (1,116)< 1, nor interaction between age and position,
F(1,116)< 1. Comparing the effect of task within age groups, no main effect
was found for the 5‐year‐olds, F (1,116)< 1, nor any interaction between task
and position, F (1,116)< 1. For the 7‐year‐olds, there was a main effect of task
with the size being significantly faster, F (1,116)= 13.12, p< .001, d= 1.54, a
large effect. No interaction between task and position was found, F (1,116)< 1.

Verbal Report

Answers to questions about order, size, and color were recorded for both
tasks and sorted into four categories. For each category, a score was given
based on (a) degree of unambiguous unique specification for each item, (b)
the number of different linguistic labels (whether ambiguous or not), (c) the
number of items specified in the answer to the question “how many were
there?” and (d) the number correctly specified in answer to the question
about order. For example, for the size task, a participant’s description of the
type “smallest; nearly the smallest; middle; nearly biggest; biggest” or even
“zero; little; little middle‐sized; big middle‐sized; big” would be scored as
identifying every object in the set—a score of five in (a). Labels that were not
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so specific, for example, “a bigger one and another bigger one” would be
scored as specifically identifying only one object in (a) whereas “big and really
big” was scored as identifying two in (a). Both of these would score two in
category (b). Sequential information was admitted as a defining attribute for
(b), for example, “the little one and the little one what was after the other
little one” or even “bigger; bigger and bigger,” where the child demonstrated
with a hand gesture the increase in size. Number by answer (c) is
self‐explanatory. Order information (d) was given a numerical score in terms
of degree of specification and correct order (e.g., for a biggest to smallest
order: “big; little; little what was after other little, then middle‐sized, then
little”, which would score three in (d) on the grounds that “middle‐sized” was
mentioned after “big” and was followed by a “little.” Questions about the
color were similarly scored, though colors in all categories had to be clearly
demarcated even if they were not quite accurate (e.g., pink for purple).

The results are tabulated for both groups in Table 3. Although the data are
essentially categorical and based to some extent on the experimenter’s inter-
pretation, we can arrive at a mean numeric score across participants to give a
representative picture of the accuracy and specificity of the verbal descriptions.
The ideal score for all categories is 5, but the mean can vary in either direction
through overall underspecification or overspecification. Table 3 shows that
linguistic specification of the items in the set is more accurate for the color task
than for size for both groups. It can also be seen, however, that even 7‐year‐
olds failed to denote the size values with a uniquely identifying description.
Five‐year‐olds were as likely to use relational terms such as “bigger” or
“smallest” as they were to used absolute descriptions like “big” and “little,” but
no 5‐year‐old used ordinal terms such as “second” or “third” in the size tasks.
Three 7‐year‐olds did use ordinal terms (but all three overestimated the set
size by one). Only one participant, a 7‐year‐old child, used the expression
“biggest to smallest” when answering the question about order. Estimates for
number were variable for both groups. For the size task, six of the 5‐year‐olds
were correct, the answers for another four children ranged from “three” to
“six” and two could not answer the question. For color, only three children
were correct, most answered “four” and one could not answer the question.
Seven out of the twelve 7‐year‐olds were correct on the number estimates for

TABLE 3
MEAN SCORE FROM VERBAL REPORT OF 5‐ITEM SEQUENCE (EXPERIMENT 1)

Size Color

Age a b c d a b c d

5 years 3.17 4.08 4.90 3.00 5.00 5.00 4.60 4.45
7 years 3.83 5.08 5.46 3.83 5.00 5.00 5.25 5.00

Note. a= unique identifiers; b= separate identifiers; c= number estimate; d= order.
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size, the rest ranged from “six” to “six or seven.” For color, eight children were
correct, the rest ranged from “four” to “seven” in their estimates.

Discussion

This study generated findings that are consistent with the Piagetian
literature using the classic seriation task in that almost all of the 7‐year‐old
children ordered the size objects with negligible error. Making an allow-
ance for the fact that they had to guess which end to start from on the first
trial, 7‐year‐olds in this study thus met Piaget’s criterion for spontaneous
seriation. Only one 5‐year‐old fell within this learning range. As a group,
5‐year‐olds conformed to Piaget’s description of trial‐and‐error rather
than spontaneous seriation. Only 7‐year‐olds, furthermore, showed a sig-
nificant advantage for size over color sequencing in terms of choice
measures. RTs also showed an age effect in favor of 7‐year‐olds in terms of
overall speed of responding, as well as a selective advantage for the speed
with which the size (as opposed to the color) sequence could be executed.
The RT results show that even when they have learned to sequence sizes,
5‐year‐olds are not only less skilled in their performance than their older
peers but that they are no faster in executing a learned size sequence than
an entirely arbitrary one.

The study demonstrated, however, that monotonic size sequencing
could be trained in children as young as five, albeit for a set containing
only five items. The length of training for each individual was not corre-
lated across the two tasks for the 5‐year‐olds, suggesting a different role for
WM in the two tasks. The distribution of forwards versus backwards errors
suggests a relatively small contribution in either task for having to re-
member what had been touched. The errors were mainly due to wrong
forward selections which is a common finding in sequence learning
(Terrace & McGonigle, 1994).

The age‐related results in size sequencing would not have been predicted
from the verbal reports. Both groups showed ambiguity and lack of specificity
in describing the series afterwards and both groups made inaccurate judg-
ments of the number of items in the set. At face value, this suggests that the
superior performance by 7‐year‐olds was not due to a mediational variable
such as verbal labeling or explicit counting.

Overall, the data were consistent with expectations derived from the
classic task. However, it remained to be seen whether the 7‐year‐old group's
performance would stand up if the set size were expanded. The relatively
speedy of acquisition of 5‐item sequences by younger children, moreover, was
deemed to offer too sparse an error distribution to inform the computational
modeling of putative learning mechanisms. To provide data bearing on these
issues, we conducted an extended version of Experiment 1 employing a
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stimulus set containing seven items. The resulting Experiment 2 is
discussed next.

Experiment 2

Transfer Pilot Study

The expanded set size required us to replace the square stimulus objects
with rod‐like stimuli so that all seven items could fit on the computer screen.
Prior to running Experiment 2, we conducted a brief study to test whether
changing the stimuli alone would affect outcomes. Specifically, we repeated
Experiment 1 as described above with 12 5‐year‐olds (Md= 5.6), but
employing rod‐like rather than square stimuli. After training, we changed the
sets size from five to seven items by adding on two at the end, for both the
small‐to‐big and big‐to‐small directions. One 5‐year‐old was an outlier on
the 5‐item set requiring 78 trials to start criterion run. The remainder suc-
ceeded on a mean of 7 TSCR (SD= 5.8) on the 5‐item set. When transferred
to the larger set they required an average of 15.6 (SD= 14.4) additional trials
to regain criterion performance. There was thus no suggestion that the rod‐
like stimuli themselves would cause any discrimination difficulties. The full
assay of 7‐item seriation is described below.

Rationale

We repeated the procedures of Experiment 1 with new participants and a
set size of seven to evaluate whether there would be any diminution in the 7‐
year‐olds’ performance with an expansion in set size, and also to obtain a
richer error database for modeling.

Method

Design

Once again, a nested design was used with age as a grouping factor, with
two levels, 5‐year‐olds and 7‐year‐olds, and task (size vs. color) as a within‐
participant factor. Task order and direction of sequencing in the size task
were counterbalanced as before.

Participants

Participants were 12 Primary 1 children (5 girls and 7 boys) aged between 5;4
and 5;10 (Md= 5;7) and 12 Primary 3 children (4 girls and 8 boys) aged between
7;4 and 7;11 (Md= 7;5) drawn from the same population as in Experiment 1.
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Stimuli and Tasks

Stimuli were rod‐like rectangles (see Figure 1B), 5‐mm wide. For the
stimulus set used for size sequencing, each rectangle ranged in height from
10 to 40mm for the small‐range set) and from 40 to 70mm for the large‐
range set. For the color task, the stimuli were uniformly sized rectangles of
5mm wide by 40mm high shown in varying colors drawn from a parent set of
10. As long as the child was willing to continue, no limits were imposed on
the total number of trials. In all other regards, the procedures were exactly as
described for Experiment 1.

Results

All data were analyzed using the statistical tests as described for
Experiment 1.

Choice

All children met the learning criteria. Six of the 7‐year‐old participants
were spontaneous in their size sequencing success, starting criterion run on
the first or second trial. Although none of the 5‐year‐olds showed the
spontaneity found in the 7‐year‐old group, three of them were within the
learning range of the older children. Two, however, required 109 and 120
trials, respectively. Although in neither case did the child appear to fail to
understand the task (in that they showed gradual improvement from the
outset), these two outlying data points were excluded from statistical com-
parisons. Table 4 shows the choice data in for both groups for TSCR and
error touches for both tasks.

The missing data for the two outlier learners on the size task were re-
placed by the mean for the rest of the group. The corrected mean (and SD)
for this purpose was 20.7 (13.8). A Shapiro–Wilk normality test found that
the TSCR data were not normally distributed for the 7‐year‐olds for the size
task, W= .72, p= .001, and group and task comparisons were again made
using a Wilcoxon signed ranks test.

TABLE 4
TRIALS AND NUMBER OF ERROR TOUCHES (MEAN AND SD) FOR BOTH AGE GROUPS DURING SIZE AND

COLOR 7‐ITEM SEQUENCE LEARNING (EXPERIMENT 2)

Size Color

Age TSCR Errors TSCR Errors

5 years 36.3 (38.7) 111.3 (152.2) 23.3 (12.6) 176.2 (143.0)
7 years 3.5 (2.8) 7.6 (12.4) 9.9 (7.4) 71.6 (76.4)

Note. TSCR= trials to start of criterion run.
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Age Comparisons

As hypothesized, a significant effect of age was found for size sequencing,
Z=−2.90, one‐tailed, p= .002, and also for the color task, Z=−2.49, one‐
tailed, p= .006. Both were large effects, r= .84 and r= .72, respectively.

Task Comparisons
No significant difference between performance on size versus color was

found for 5‐year‐olds, Z=−0.22, one‐tailed, p= .410, but performance on
the size task was significantly better than on the color task for 7‐year‐olds,
Z=−2.35, one‐tailed, p= .009, r= .68, a large effect.

As Table 5 shows, forwards errors significantly outnumbered backwards
errors for the size task on paired‐samples t tests, t(22)= 2.2, p= .049, for size,
and t(22)= 2.69, p= 0.021 for color. Both were intermediate effects, d= .66
and 0.77, respectively. For 7‐year‐olds, the color task showed a significant
bias toward forwards errors, t= 5.35, p= .001, d= 1.54, a large effect; error
was too low to run a statistical test for size.

Although learning for size versus color was not different for 5‐year‐olds,
the larger number of errors overall allowed a deeper examination of task
differences in terms of error touches. Even with outliers' data excluded
(N= 10), this analysis revealed significantly fewer errors for size than
for color sequencing, Z=−2.19, p< .05, r= .44, a large effect. It also revealed
a significant correlation across the two tasks on both measures of learning
difficulty for 5‐year‐olds (N= 12), r(10)= .70, p= .01 for TSCR and
r(10)= .58, p< .05 for error touches. This relationship was even stronger
when the two outlier participants were removed: r(8)= .84, p= .002 for TSCR
and r(8)= .67, p= .030 for error touches. The error was too low for the size
task for 7‐year‐olds to conduct a meaningful correlation.

A summary comparison of monotonic size sequencing across age and set
size is given in Figure 4.

Reaction Times

RTs for the last four completely correct sequences were subject to cell re-
placement for outliers as for Experiment 1. The resulting functions are shown in
Figure 3B. The Scheirer–Ray–Hare two‐way non‐parametric ANOVA was used to
compare across age for both task conditions. The main effect for age was found
for the size task, F(1,164)= 40.63, p< .001, d= 2.72, a large effect. There was no

TABLE 5
MEAN (SD) FOR ERROR TYPE DURING EXPERIMENT 2

Age Forwards Backwards Forwards Backwards

5 years 85.1 (118.8) 26.2 (41.3) 100.0 (70.3) 76.2 (75.9)
7 years 6.2 (9.6) 1.2 (4.3) 45.5 (41.3) 26.6 (35.8)
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interaction for age and position, F(1,164)< 1. For the color task, there was a
significant main effect of age, F(1,116)= 6.05, p= .035, d= 1.05, a large effect,
but no interaction between age and position, F(1,116)< 1. No main effect was
found for task for the 5‐year‐olds, F (1,164)= 1, nor any interaction between
task and position, F (1, 164)< < 1. For the 7‐year‐olds, there was a significant
effect of task, F (1,164)= 15.26, p< .001, d= 1.67, a large effect. No interaction
between task and position was found, F (1, 164)< 1.

Verbal Report

Due to the high levels of ambiguity in their answers in Experiment 1, 5‐
year‐olds were not asked to report verbally on what they had just done or
viewed during the task itself. The older participants were asked, but their
answers were too ambiguous to tabulate using the coding categories used in
Experiment 1. Specifically, responses in Experiment 2 seemed to be aimed at
only an overall description of an ascending or descending series. Eleven of
the twelve children described the series monotonically in terms of their
training direction but ranged in degree of specificity. One child said, “biggest
and going down.” Three children mentioned both ends of the series (e.g.,
“smallest to tallest”). The remaining seven attempted to name the inter-
vening items such as “smaller; smaller,” and so forth, but only one specified
seven unique items; the others ranged from five to eight. One remaining
child split the series in terms of big and small items, and was the only one to
use numerical comparatives: “started with smallest, second smallest, third
smallest, fourth biggest, third biggest, second biggest, biggest.” His number
estimate (and that of four others) was correct. The rest ranged from “five or
six” to “seven or eight.” The color series, by contrast, was correctly
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recollected by all participants with the exception of one small inversion error.
However, number estimates were correct only in 50% of participants, with
both under‐ and overestimates (with a low of 6 and a high of 10).

Discussion

Expanding the set size by just two items had a major effect on the
size‐sequencing performance of the younger, but not the older group. The
5‐year‐olds displayed a trial‐and‐error solution that eventually culminated in
successful performance, whereas the 7‐year‐olds were almost errorless from the
start in applying a monotonic rule of sequencing. The contrast between the
performance of the two age groups invites the question as to whether what
appears to be a qualitative difference between the two age groups’ strategies is,
indeed, an indication of some conceptual change. An alternative is that it can
be fully accounted for by a linear increase in the size of WM occurring between
these ages. Our test for WM was in the form of an arbitrary color‐sequencing
task on which 7‐year‐olds, although affected by the set size increase, were much
better than 5‐year‐olds. This is consistent with the possibility that improved
WM alone could explain the size sequencing findings.

With a larger error database from which to analyze difficulty, moreover,
we could consider this latter point more specifically in terms of whether the
arbitrary color sequencing—our test of WM—might show a strong relation-
ship with learning difficulty on the size‐sequencing task. For the more ex-
tended learning required for Experiment 2 and the larger error database it
generated, we did indeed find that the data from 5‐year‐olds showed a high
correlation across the two types of task, consistent at least with the inference
that variability in WM resource can explain individual variability in the ease
or difficulty in learning to sequence sizes. However, two possible—and rad-
ically different—scenarios underlie the role of WM in a task in which a child
is learning to sequence sizes, only one of which would suggest that WM
resource alone could explain the age effect.

So first we have to ask how WM operates in the two sequential tasks. Both
tasks showed a predominance of forwards over backwards errors. In the case
of the arbitrary sequence, this bias is likely to be due to the fact that the
correct items can be rehearsed (Hitch & Baddeley, 1976), whereas the order
among the new ones has yet to acquired. This is similar to a standard case of
list learning where the items are already known and understood by the
participant. The forwards errors arise through uncertainty about the items
not yet entered into the list being rehearsed. In the case of size, the task is not
to memorize a list but to maintain a principled search. The forward errors
could reflect uncertainty as to which item comes next or, alternatively, they
could reflect in‐principle confusion regarding the relational status of the
items themselves. On this second scenario, the child is using a WM resource
to try to differentiate items that started off as lumped together.
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It may be valuable here to consider a comparable study on size sequencing
with older children aimed primarily at comparing the children with autism
spectrum disorder (ASD) with age‐matched controls (McGonigle‐Chalmers,
Bodner, Fox‐Pitt, & Nicholson, 2008). In particular, this research was designed
to explore how impairment in EF in children with ASD might manifest itself in
a sequencing task. The study established that children with neurotypical de-
velopment and a mean age of around 9 years could learn to size‐order se-
quences (of randomly distributed stars) in sets increasing from nine up to
twelve items, whereas children with ASD were more limited in their ability to
learn the longer sequences. It should be stressed here that there was no sug-
gestion by the authors that any of these children was trying to grasp the
concept of a series. Past the age of operational seriation, all children made
some errors, but these were relatively low for sets of eight or nine objects. The
reason for the group difference was interpreted as a constraint on the ability of
the participants to execute a series—not to understand it. The question was,
what were the executive factors at work? In this case, WM seemed to be the best
candidate for both the group and set size effects. It was argued by McGonigle‐
Chalmers et al. that the constraint in the clinical group arose from having to
keep WM “online” while possible alternatives were checked, which they de-
scribed as “prospective working memory.” This explanation also applied to the
age‐related changes within the neurotypical group where age was a significant
covariate. Between the ages of 8 and 11 years there was an increase of two
items sequenced before exiting the task. This is almost certainly due to well‐
known age‐related increases in WM that can be sourced to both speed of
processing as well storage factors (Bayliss et al., 2005). The data from the
autism study thus shows how WM constraints can explain age‐related diffi-
culties in executing a sequence and we now have to consider if this is the only
difference between the 5‐ and 7‐year‐olds in the current study?

If the WM factor for 5‐year‐olds is similar to that found by the neurotypical
children in the autism study, both the effects of set size and the correlation across
the two sequential tasks found in the current study would result from individual
variability in terms of storage and processing capacity, and the age‐related dif-
ferences would be due to a reduction in that variability across age. In contrast, it
could also indicate something quite different that we would not have found with
children over the age of 7. This alternative interpretation is that children
younger than 7 actually need to acquire the concept of a series before they can
execute one. On this argument, the younger children would not only be sus-
ceptible to making executive errors due to WM constraints, but would actually
have to learn to differentiate in a more precise way before a perfectly ordered size
sequence could be executed. The need to learn to differentiate appropriately
would explain the dramatic effect of set size expansion, as yet further item
differentiation would be needed in that event. The 7‐year‐olds, by contrast,
performed as if each and every item was already well differentiated, and all that
remained for them to work out was the end from which the items should be
sequenced. Thus, the evidence from Experiment 2 in the current study is
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compatible with the idea that 5‐year‐olds were learning to acquire the item
differentiation needed to produce a principled size sequence, whereas 7‐year‐
olds were simply executing a principled means of size sequencing that they
already possessed. The RT data are also consistent with this interpretation, in
that the 7‐year‐olds were significantly faster than the younger children in their
sequencing even though these older children had engaged in virtually no
learning and thus lacked the exposure to the task experienced by the younger
group.

Finally, our short assessment of verbal descriptions of the items after
sequence learning does not indicate that the change by 7 years is mediated by
conscious access to the precise ordinal relations between and among the
items such as second, third biggest, and so forth. The precision of their
performance was not matched by the precision of their reporting. As to
whether or not these ordinal relations can be accessed nonverbally is an issue
to which we return in Chapter IV using a more transparent methodology.

Experiments 1 and 2 suggest that 7‐year‐olds can spontaneously deploy a
nonverbal concept of linear monotonic change based on the repetition of a
single asymmetric relation, whereas most 5‐year‐olds cannot. This conclusion
notwithstanding, its full implications remain speculative. If there is an im-
portant qualitative difference in cognitive control underpinning the age effects,
we need to identify what this is and how it emerges. This is the issue that is
directly addressed in the simulation presented in Chapter III. Before turning to
that topic, however, we considered the discrepancy between our own method-
ology and that employed by Piaget with his classic task with real objects.

Experiment 3

Introduction and Rationale

Age differences notwithstanding, we had successfully trained 5‐year‐old
children to proceed from trial and error learning to correct seriation. The
question motivating Experiment 3 was whether comparable success could be
achieved with the select‐and‐place method devised by Piaget. There were sev-
eral task discrepancies that could result in a lack of comparability. First, the
touchscreen task deployed a nonimitative form of learning where the measured
behavior was confined to item selection with no cue as to correctness other than
the feedback from the computer. The classic task, by contrast, usually offered a
model to copy or a human adult to imitate. Once an item has been selected and
placed furthermore, it can be removed or replaced. As noted earlier this could
have both an enabling as well as a disabling effect on performance. One means
of aligning the two paradigms in this regard would be to train children to put
items in order without an available model and also to disallow item replace-
ment. Another would be to train stick seriation in a manner as similar as
possible to that used on the touchscreen task. Given the fact that all 5‐year‐olds
eventually achieved errorless seriation on the touchscreen, the question we ask
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here is whether comparable findings can be obtained with real sticks when we
align the two methodologies as far as possible.

Earlier investigators have conducted training studies, but there has been no
prior work answering our question directly. First, most training studies have been
designed to improve the performance of younger (preschool) children to learn
how much their cognitive development might be accelerated (Bingham‐Newman
& Hooper, 1974; Kidd et al., 2013; Kingma, 1986), rather than to learn whether
those children would be capable of errorless seriation. A typical example of such a
training study, described by Kingma (1987), is where kindergarten children were
given various teaching elements, such as drawing attention to the differences
between the items, or modeling the experimenter’s own seriation with sets of
varying numbers. Posttests indicated that children in the trained group improved
more than those in an untrained group, but it is not clear from the data as
presented what aspect of the teaching contributed to this, nor how many children
achieved errorless seriation. In a training study carried out with preschool chil-
dren by Swanson, Henderson, and Williams (1979) preschool children viewed an
adult carrying out a correct seriation with up to six objects over several trials.
Children who only observed the modeler showed no improvement, whereas those
who were either allowed to try seriating while watching the modeler or were given
practice after watching the tape, performed better than controls. Again, however,
it is unclear howmany of children in the active‐seriator groups became completely
successful.

Although these studies all involved the child in some way selecting and
placing items, another set of investigators found that simply enhancing the
experience with perceptual relations alone could improve seriation. Specifi-
cally, Timmons and Smothergill (1975) provided preschool children with
pairwise comparisons of the different‐length pieces taken from a set of to‐be‐
seriated objects, although they did not actually train the children to seriate per
se. Relative to control children, the children given the comparison experiences
showed higher 6‐item seriation posttest scores, although it is again unclear
from the description which if any children were completely successful. Col-
lectively, these studies indicate that at least a number of training procedures
(albeit not passive imitation) can result in improved seriation performance, but
they do not address the key question of interest here, namely, whether 5‐year‐
old children can achieve principled seriation through specific training using
the same set sizes and a methodology as similar as possible to the one used in
Experiments 1 and 2. The purpose of Experiment 3 was to fill this gap.

Method

Participants

The participants in this study were 24 Primary 1 children (10 girls and 14
boys) aged between 5;4 and 5;11 (Md= 5;7) drawn from the same population
as before.

68



Stimuli

The objects used for this task were wooden cylindrical rods from a set of
13, uniformly varying in height with 5‐mm differences between successive
pairs of items. They were divided into two sets of five and two sets of seven,
each set comprising sticks from the “smaller” and also the “larger” end of the
series. For testing, these were arranged upright on a wooden platform at the
participant’s eye level in a random horizontal array. The children were in-
vited to place the rods “in the right order” by taking them one at a time from
the platform and placing them upright on a stand below the platform. The
child was allowed to correct any misplaced item, but only if the error was
registered at the point of placement; errors were not allowed to be corrected
retrospectively. No model was provided, but the experimenter provided
feedback as to whether the finished order was correct, inviting them either to
“try again” if incorrect, or to “do it again” if correct. Participants were
deemed to have met criterion when they could make four out of five com-
pletely correct series without trial and error. Two size ranges were used as for
the touchscreen tasks, but it quickly emerged that participants were less
tolerant of the stick training than the touchscreen training and once two
correct series had been constructed with one size range, training proceeded
with the other alone until it, too, produced two correct series.

Design and Procedure

Half the participants (Group A) were assigned to five‐stimulus sets; half
(Group B) to seven‐stimulus sets. Children in Group A were then specifically
trained on seven items by way of a transfer task. This manipulation was
included to establish the extent to which a small set, once successfully or-
dered, would provide a basis for immediate expertise on a larger set.

Results

The results were assessed in terms of traditional criteria for seriation
performance (Inhelder & Piaget, 1964) as well as by the learning measures
used in Experiments 1 and 2. For the former, the finished series were divided
into three categories: successful productions, trial‐and‐error successes, and
failed productions as shown in Figure 5. Although there were more perfect
productions than productions with errors, success on five items did not
necessarily guarantee the same levels of success on seven items even when the
latter was run as a transfer task.

Independent t tests showed significantly more attempted but unsuccessful
orderings across set‐size, during 7‐item training as compared with 5‐item training,
t (11)=2.10, p= .02, d= .86, a large effect. Similarly, as seen in Figure 5, the
percentage of children succeeding on the first trial dropped to 50% on the
transfer task and was at 33% on the 7‐item task. Training effected an

69

The Development of Sequential Size Understanding



improvement in the 7‐item training task; the number of successful productions
during the first half of a participant’s training session were significantly fewer than
those registered in the second half on a t test for paired samples: t(11)= 2.60,
p= .025, d= .53, an intermediate effect.

All children learned to construct four correct series using both size ranges
of sticks, but learning was strongly affected by set size. Table 6 shows the
mean numbers of trials to the start of the criterion run (TSCR) for all tasks.
Normality assumptions were violated for the 5‐item task, W= 0.73, p <.05,
and so the scores were compared using a Wilcoxon test. The hypothesis that
the 7‐item task would take significantly more trials than the 5‐item task was
confirmed, Z= ‐2.82, one‐tailed, p= .002, r= .81, a large effect. Paired‐
sample t tests showed a significant increase in TSCR from five items to seven
during transfer, t(22)= 2.38, p= .042, d= .68, an intermediate effect. It
should be noted that the performance recorded on the 7‐item series from
scratch did not qualify as “operational” using Piaget’s criterion in that only a
third of the group succeeded on the first attempt (this criterion normally
requires at least half the group).
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FIGURE 5.—Performance by 5‐year‐olds on a trained version of the select and place stick
seriation task with five and seven items. It depicts the percentage occurrence of
spontaneous seriation, trial and error success and failure (with the average number of
attempts ranging from around five to twenty across conditions).

TABLE 6
MEAN (SD) TRIALS TO THE START OF CRITERION RUN ON STICK SERIATION BY 5‐YEAR‐OLDS

(EXPERIMENT 3)

5 Items 7‐Item Transfer 7 Items

4.42 (5.18) 8.92 (6.72) 13.08 (6.71)
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Discussion

Five‐year‐old children were successfully trained to seriate using actual
objects without having to watch or copy a modeler, but their performance was
sensitive to the effects of set size. Despite the fact that (a) children had the
benefit of viewing their finished product, and (b) the training criteria were
slightly less stringent than on the touchscreen than with the actual objects,
the children in this study showed comparable increases (nearly trebling) in
the trials‐to‐criterion measure when the set was extended by only two addi-
tional items. Even children who had already learned to seriate five items
doubled their training effort to incorporate just two more. Not intended as a
direct comparison with the touchscreen versions owing to the many differ-
ences between the stick and the screen‐based task, Experiment 3 shows again
that the number of items to be seriated is an integral factor affecting the
challenges of nonspontaneous seriation.

At the same time that Experiment 3 confirms the lability and the train-
abilty of seriation in children under 7 years, this experiment also confirms
the difficulty in using the classic select‐and‐place task as a quantitative
measure of seriation difficulty in trial‐and‐error learners. Sessions have to be
videotaped and played back in real time to identify selection errors. The
visual array representing the available stimulus pool as well as the array
under construction is subject to constant changes as the construction pro-
ceeds. As the child works, there is a reduction in pool of items that remains
that continually alters (i.e., reduces) the WM demands. The touchscreen task,
by contrast, offers a touch‐by‐touch record of the sequencing, where errors
occur, and how they are progressively corrected. WM demands remain con-
stant throughout a trial in terms of the array to be interrogated and are
uniform across participants. The touchscreen paradigm also offers the pos-
sibility of evaluating individual variability in WM in the form of an arbitrary
sequencing control task performed under identical conditions of training.

Empirical Assay: Summary and Discussion

The development of size‐sequencing abilities changes dramatically be-
tween the ages of five and seven even for set sizes smaller than those studied
by Piaget. Our empirical assay has shown how this shift can be indexed by
errors during acquisition and RTs. The near spontaneous seriation by 7‐year‐
olds and their rapid RTs when seriating contrasts with the trial‐and‐error
learning shown by most 5‐year‐olds, and also with the fact that these younger
children were no faster in executing the size sequence than with an entirely
arbitrary list of colors. We should be clear that we are not offering a definitive
level of seriation ability in the younger group for either five or seven items.
There is a likelihood that slightly different performance measures would have
resulted from changing the interval difference among items, or even the type
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of stimuli used (Stevenson & McBee, 1958). Indeed, the shift from squares—
in which area or the interval difference on either vector could be used to
calculate a difference—to rods, in which the size difference was limited to the
vertical dimension, may have aided some children and/or hindered others. In
fact, a slightly enabling effect is exactly what was suggested by the short pilot
study where we tested the use of rod‐like stimuli with 5‐year‐olds. Piaget
himself noted “we might have found a marked improvement in the seriation
of length had we used fewer elements, or if there had been greater differ-
ences between the elements” (Inhelder & Piaget, 1964, p. 251). The point is
that variability engendered by stimulus characteristics is likely to be a feature
of trial‐and‐error learning in this study as in other training studies (Kingma,
1983a, 1983b; Kingma & Reuvekamp, 1984). Overall, the picture to emerge
from the touchscreen experiments using children of 5 and 7 years is entirely
consistent with other studies on seriation, as we review in further detail in
Chapter V. Taking our 7‐item task as a representative case, the results from
twelve 5‐year‐old participants now provide us with a detailed data set of the
variability, amount and distribution of error to be expected when children of
this age are learning to seriate.

What is not clear from data alone are the cognitive mechanisms re-
sponsible for the age‐related shift in performance, and it is important to spell
out two distinctly different possibilities. The first is that WM restriction alone
hinders accurate seriation by 5‐year‐olds. On this scenario, when the child is
searching for the next correct selection, a restriction on processing capacity
makes it difficult to hold two candidate selections in WM long enough to
reject the wrong item. Indeed, a similar concept of attenuated attentional
capacity has been applied to a failure by children on the autistic spectrum to
perceive pattern variation (Greenaway & Plaisted, 2005). The WM constraint
that accounted for variability in performance across the 5‐year‐old group
could indicate that, as WM improves with age, this constraint declines to the
point where it is effectively at zero eventually creating the sort of uniform
performance shown by 7‐year‐olds in our experiments.

A very different scenario is that most of the younger children were ac-
tually acquiring rather than executing the size sequence. On this scenario,
the interval values that are needed to order the set correctly are being
gradually discriminated during training. This is not to say that these children
are unable to detect these size differences—the differences involved are not
challenging for children of this age (Peckham, 1933), but rather that they
need to use them in order to distinguish between and among some of the
internal items. This suggestion would be consistent with Piaget’s contention
that there is a shift in the classification of items as “big” and “small” to their
classification by their precise ordinal position in the set. On this scenario,
learning produces a new discovery about the ordinal properties of discrete
sets that can then be applied to any sequential or ordinal size task. Trial‐and‐
error differentiation would thus be essentially different from spontaneous
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seriation in that only the latter employs an already learned concept of
unitized ordinal position.

How might we situate these two possible scenarios within contemporary
EF approaches to cognitive development? Very broadly, these approaches
divide into unitary models that seek a common developmental process to
explain how children come to understand greater structural complexity, such
as the CCS theory of Okamoto and Case (1996) mentioned in Chapter I, and
those that attempt to fractionate the aspects of goal‐directed behavior into
key components (Miyake & Shah, 1999). Both of these approaches ac-
knowledge the involvement of PFC in the development of goal‐directed
abilities (Diamond, 2013). The PFC is the most highly interconnected of all
brain regions and latest to mature developmentally (Moriguchi & Hiraki,
2011). There is little dispute that the development of the PFC involves highly
complex and slowly maturing brain changes involving (among other things)
changes in gray and white matter volume, synaptic pruning and thickening
(myelination) of long central nervous system neuronal connections
(O’Hearn, Asato, Ordaz, & Luna, 2008). Equally complex are the changing
interrelationships between and amongst the PFC and cortical and sub‐cort-
ical areas primarily responsible for memory, planning, and sensorimotor
activity (Goldberg, 2017).

Despite the complexity of PFC functioning, both unitary and fractionated
approaches to EF have embraced the idea that it can be considered in terms
of single isolable components such as WM, RI, and Planning. The CCS
theory, for example, makes extensive use of the concept of M space devel-
oped by Pascual‐Leone (1970) and suggesting that the maturation of memory
capacity can account for major changes in cognitive advance. Others have
suggested a strong role for RI (Houdé & Borst, 2015). The neuro-
psychological community, however, face the challenge of explaining selective
multifarious deficits in cognitive functioning due to brain injury and are thus
more concerned with fractionation. Clinicians and psychologists have ac-
cordingly designed instruments to that might causally connect affected brain
areas with specific aspects of EF. As noted in Chapter I, this has led to the
development of neuropsychological instruments such as the CANTAB test
battery (Robbins et al., 1994). Several such batteries designed specifically for
children now exist (Young, Gurm, & O’Donnell, 2017).

Whatever general approach to EF is being taken, to situate our findings
within such an approach we need to confront an obvious question regarding
the apparently simple goal‐directed task such as setting out a series in order
of size. This question is whether maturation of any one of these components
alone can explain the emergence of this sequencing ability. The alternative
would be a more complex story implicating more than one of the EF com-
ponents during development and possible interconnectivity among them.
Either way, how might any EF components be explicitly implicated in
seriation development?
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One such component would be age‐related changes in WM—the main-
tenance and manipulation of information over brief periods of time (Best &
Miller, 2010). As these authors point out, WM demands are highest in tasks
that require self‐organization, such as the self‐ordered pointing task (SOPT)
in which participants have to plan a nonreiterative search through randomly
presented shapes (Petrides & Milner, 1982). Development right up to ado-
lescence is noted on the SOPT task and is highly related to the number of
items in the search. There is a strong parallel with the seriation task as used
here, implicating WM as a main, if not the single, source of developmental
change.

A second component is RI to items already chosen. Although backwards
errors by 5‐year‐olds represented only a quarter of the total error in the size
task, improvements in inhibitory control could also help account for the de-
velopmental change. Its role as a single explanatory component is doubtful
however due to the circularity noted in Chapter I of arguments that see
stronger solutions arising from the inhibition of weaker ones. A third EF factor
in self‐organized tasks is planning—a factor that correlates with SOPT scores
(Ross et al., 2007). Unlike WM and RI, this cannot be so easily regarded as a
variable that could be subject to simple linear or maturational change in the
context of seriation, as it appears that the plan itself undergoes a radical and
apparently qualitative change. Younger children seem to operate according to
a rough guide to sort from big through to small items; older ones to actively
seek the next and only the next size in turn from a given end‐point. An obvious
interpretation is that a new plan becomes available to children as they get
older; a plan that is qualitatively different from the one driving trial‐and‐error
learning. In short, it could be the formation of this plan—not the changes in
WM and RI alone—that gives rise to the transition in development.

In an EF context, therefore our two scenarios essentially devolve to the
issue of whether we can ascribe our findings to the maturation of a single
component process or whether we need to invoke a more complex rela-
tionship among components where new plans emerge as a consequence.
Either way, memory development clearly has an important role, but WM is
not the only aspect of memory that may be relevant to the development of
size sequencing as we review next.

Long‐Term Memory

Given the serial nature of the tasks we have used, the role and importance
of WM is obvious, but it also has implications for the more permanent storage
of information known as Long‐Term Memory or LTM. An elusive and still
somewhat disputed concept in memory research (Miyake & Shah, 1999), this
is not as clearly manipulated or measured as WM as it can involve an un-
known element of general background knowledge, which can be of a pro-
cedural sort (such as how to start a car) or of an acquired semantic nature
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(such as four is bigger than three). There is some agreement that WM must
interact with LTM in most skilled tasks, and some have argued that WM is in
fact an “activated” part of LTM (Kintsch, Healy, Hegarty, Pennington, &
Salthouse, 1999). In the case of a developing skill such as size sequencing, the
activated part of LTM would, therefore, contain some sort of growing in-
formation about what a size sequence is and how to construct one. But
memory for the trained sequence whether of a working or long‐term sort,
are, in effect, the dependent variables of our task to which we have no direct
access. On the basis of our evidence, we can only conclude that both seem to
develop.

The answer to our questions is that the role of WM, RI, planning, and
LTM are all likely to be implicated in seriation development, but they are
hard to separate and operationalize any further in terms of behavioral
outcomes alone. Adopting an EF approach either of a unitary or more frac-
tionated version does not in itself resolve the enigma of the behavioral
phenomenon of an apparent discontinuity in cognitive functioning. Unless
we can see these components at work during the developmental transition,
we are still unclear as to whether the changes are linear or whether they work
in tandem to produce a new intervening variable that is responsible for the
behavior we see in 7‐year‐old children but is itself invisible to inspection.
Fortunately, these factors can be separately modeled in a moment‐to‐moment
simulation of seriation learning, as each EF factor has a unique role in
controlling choice. A simulation based on a representation of the actual
perceptual environment and training feedback given in our tasks should be
able in principle to show how LTM can be updated during a learning ex-
perience, affecting both the knowledge state of the learner as well as its
procedures for solving the task. And from such a simulation, the question of
whether or not a new solution emerges from learning (along the lines of our
second scenario) can be put to a direct test.

We have reported the main learning criteria in this chapter in order to
obtain an age comparison in terms of task difficulty and to situate our
findings within the relevant literature. However, we also obtained detailed
learning profiles from the 5‐year‐olds in terms of error distribution by or-
dinal position. As this gives us a profile of how and where error becomes
reduced in the course of learning, this is the data that we shall use in the
computational modeling of seriation learning discussed Chapter III.
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III. A Computational Model of The Emergence of Sequential
Size Understanding

Introduction

Sequential size understanding as measured by training on a 5‐ and 7‐item
monotonic sequence is characterized by apparent discontinuity across the
ages of 5 and 7 years. As we have found, however, age‐related changes in WM
for arbitrary sequence learning also develops during this period. The ques-
tion that confronts us in this chapter is whether linear developments in WM
alone can account for the apparent discontinuity. The alternative is that age‐
related changes in WM interact with aspects of the sequencing task itself to
promote an entirely new skill.

If we look to the cognitive modeling literature in general, a large variety
of computational formalisms have addressed the issue of how the various
gradations, spurts, and plateaus that characterize cognitive development
emerge. However, characterizing these changes in information‐processing
terms remains a challenge (Klahr, 1992; Schlesinger & McMurray, 2012;
Shultz, 2003; Sutton & Barto, 1998). Our focus in this chapter is to contribute
to such an understanding via a novel computational model of the emergence
of sequential size understanding.

What Must a Model of Sequential Size Understanding Deliver?

In broad terms, a computational model of sequential size understanding
should deliver a coherent account of developmental progression including
the emergence of spontaneous seriation, an adjudication between a con-
tinuous or discontinuous explanation and should align with reality in terms
of psychological plausibility.

In specific terms, we can translate these objectives into the following set
of questions:

1. Assuming that trial‐and‐error monotonic (size) seriation is learned
through psychological processes, is it possible to build a computational
model of this learning similarly constrained by psychological theory? In
particular, can we elucidate how factors relating to EF such as WM and
LTM play their part in this learning?

2. Using this analysis, is it possible to make transparent how spontaneous
monotonic (size) sequencing may emerge directly from trial‐and‐error
learning between the age of 5 and 7 years? Here we would use the rep-
resentational devices within the same computational model.
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3. Is it possible to predict how other corollary skills such as ordinal com-
petence may emerge using the representational devices within a compu-
tational model that has already learned to seriate spontaneously?

4. How are the concepts of continuity and discontinuity in size sequencing
development clarified by this model?
Prior to presenting our model, we summarize how existing computational

models of Piaget’s classical seriation task represent and explain devel-
opmental continuities and discontinuities.

Production Systems and Connectionist Models of Piaget’s Classical Seriation Task

To date, two computational models of seriation (Mareschal & Shultz, 1999;
Young, 1976) have focused on the classical Piagetian select‐and‐place size se-
riation task and specify information‐processing devices that capture such se-
riations successfully. These were the production systems of Young (1976)3 and
the connectionist model of Mareschal and Shultz (1999)4. In the 1970s, and
prior to Young’s model, several production systems characterizations of se-
riation emerged adopting a similar methodology (Baylor, Gascon, Lemoyne, &
Pothier, 1973; Baylor & Lemoyne, 1975). We choose here to analyze that of
Young (1976) due to his exclusive focus on size (as opposed to weight) seria-
tion, his “concern for empirical confirmation” (p. 16), as compared with the
production systems by Baylor and colleagues, and the availability of his models
for hands‐on experimentation for interested readers (Scott & Nicolson, 1991).

Young’s (1976) model provides a mechanistic story for the emergence of
select‐and‐place seriation, fitting specific production systems to the action
profiles of individual children. Young (1976) models both successful and
unsuccessful seriation attempts of children aged between 4 and 6 years,
during a standard length seriation task, converting each move, captured on
videotape, into a production system condition‐action rule set. Young views
such production rules as forming a kit from which a specific production
system can be derived, such that a child can be situated within in a “space” of
seriation skills along three dimensions: first, selection (the choice of which
block to work with); second, evaluation (whether or not to accept a block as a
suitable addition to the line); and third, placement and error repair (where in
the line a block should go). Seriation development is seen as the addition of
one or more critical rules to each of these dimensions of competence. These
skills come together collectively and collaboratively to generate operational
seriation in the older child. Young (1976) acknowledges that production
systems can benefit from external cues, and he discusses the benefits of
making partially seriated sets available in the visual field. This is similar to
the effect of “good form” on preoperational behavior as also noted by Piaget
(see Chapter II). He also considers other “hints” to seriation success, such as
showing the gaps in partially ordered lines and went on to incorporate these
configurative features into his model. Young’s model also caters for the
growing capacity for error correction in older children, which coheres with
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the fact that Piaget regarded trial‐and‐error behavior as the penultimate
stage before operational seriation.

As opposed to collecting and fitting child data profiles to model output,
the connectionist model of Mareschal and Shultz (1999) represented the three
broad stages of seriation development as identified by Piaget, from incorrect,
to trial‐and‐error, and finally operational error‐free behavior. Connectionist
models can represent a perception‐action loop if the perceptual component is
seen as an input vector and the action component as an output vector. A series
of such operations can simulate a serially ordered sequence of actions, which is
the basis of a simulated action within the Mareschal and Shultz (1999) con-
nectionist model. Their model is thus conceptually similar in approach to
Young (1976) in which seriation is decomposed into a succession of in-
dependent moves based on the perceptual features of a set of stimuli. They
provide an explicit and testable computational implementation of select‐and‐
place seriation but in the form of a single cascade correlation network (Shultz,
2003). The model has a capacity for learning (via an error minimization al-
gorithm) and development (via the automated recruitment of network nodes
to increase its representational power), and learns to sort disordered arrays of
six elements, progressing from error‐prone to error‐free item selection. Inputs
are of the format {5 2 4 1 6 3} and outputs are of the format {1 5 2 4 6 3}. In
this instance, the model determines that the stick in the fourth position should
be moved to the first position of the array, having just been exposed to the
correct sequence. The array is then readjusted to fill the missing position by
being moved to the right, resulting in the array which is consequently pre-
sented as an input array in the next simulation iteration. This training regime
is based on the theoretical assumption that the child can benefit from the
inspection of correctly ordered sets created by a tutor or caregiver. The rep-
resentations that emerge within the model as a result of this training regime
can be seen as an emerging set ranking within the hidden unit values, a
ranking which ultimately leads to seriation success.

In terms of what these models deliver, both show how an information‐
processing mechanism can be built to clarify how the young child’s competence
on the classical size seriation task develops. In Young’s case this is by the
principled addition of more rules, and for Mareschal and Shultz, by the prin-
cipled addition of graphical nodes, resulting in more representational power.
Both models are continuous rather than discontinuous, represented in the
Young (1976) model by the linear addition of extra rules, resulting in expert
seriation, and in Mareschal and Shultz (1999) model, by the addition of hidden
layer nodes again resulting enhanced seriation performance. Although he
mentions that individual rules are “a few of the (presumably very many) rules
that the child has stored in his head” (p. 49), Young (1976) will not commit to
the psychological realism of the production system as a whole, or make trans-
parent where the additional rules come from that allow seriation expertise.

Young’s (1976) model is thus tending toward the descriptive as opposed
to providing an explanatory mechanism for development. This lack of
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learning and plasticity is common in early production systems, a problem
alleviated by current architectures, as explained by Yule et al. (2013). How-
ever, Mareschal and Shultz (1999) make the case for the biological and
psychological realism of their mechanism, in that on the addition of hidden
units, corresponding accelerations to new developmental levels occur in their
seriation task. Indeed, biological neural networks show the type of structural
growth consistent with their model, in terms of the growth of new neurons in
children and adults (Quinlan, 2003).

Both models stop short of explicitly addressing the growth of EF compo-
nents, such as WM and LTM, and crucially the progression to spontaneity and
ordinal competence. These models also vary regarding the empirical database
by which they are informed. Mareschal and Shultz (1999) simply use a broad
classification of errors made in each Piagetian stage as a success metric for
developmental progression, and so their model is not informed by a detailed
empirical data set. Although Young (1976) empirically tested the seriation
behaviors that he modeled, his chosen age range barely extended into that of
operational seriation and the principled seriation behavior observed by Piaget
in children older than 6 years. It is perhaps not surprising that he charac-
terized the productions as a “quite messy” collection of different rules.

The Mareschal and Shultz (1999) and Young (1976) models thus only
partially address our questions of interest. Although of a different theoretical
origin, task presentation, and computational architecture, our model shares
the aim of these two models in specifying in explicit and testable terms the
emergence of size sequencing skills. It differs from both in that it is aimed at
capturing common computational constraints in describing how children can
arrive at a principled ranking through perceptual learning and feedback alone
without any physical placement of items. It differs from Young’s model in that
it fits the resulting model output to empirical data that capture the progress
from trial‐and‐error learning to principled seriation within a given individual
and a given set size. It uses the simulation of the learning to show how the
emergence of spontaneous size sequencing will be an inevitable outcome of
such learning given the necessary memory resources. In contrast to Mareschal
and Shultz, it does not use a discrete set of numbered units as given input/
output relations, nor any form of imitative learning; rather it demonstrates
how information inputted in broad binary terms eventually becomes unitized
through learning by the individual alone. It also addresses the variance re-
lating to the length of trial‐and‐error learning of younger children due to
individual differences in WM. Finally, it makes transparent how ordinal com-
petence can emerge from the transition to spontaneous seriation.

A Computational Model of Sequential Size Understanding

As noted in Chapter I, the model we propose is inspired by a synthesis of
the strengths of dynamical systems, connectionist systems, production systems,
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Bayesian cognitive models, and cognitive architectural principles. Chapter IV
contains the computational model of ordinal competence; this chapter’s focus
is on sequential size understanding. Our model does several things to help our
understanding of how sequential size understanding emerges. First, simulating
the 5‐year‐old child, the model infers the order of a set of shapes by trial and
error, via a Bayesian ranking algorithm similar to Jensen et al. (2015). This
process creates a gradually more precisely ranked representation of the items
in LTM. We simulate this via the heuristic search model. Second, we simulate via a
transitional model the representational change that leads to spontaneous se-
quencing and ultimately ordinal competence. Here, links between rank‐or-
dered items representing correctly selected shapes get gradually stronger, this
process being facilitated by a more robust WM. Thirdly, we simulate the
spontaneous ordering of size‐related sequences via the principled search model.
Here, the model has discovered that a heuristic search across many possible
actions is less efficient than an algorithm that selects stimuli based on the
principled iteration of a “select smallest difference” rule. Crucially, the models
are all informed by the developmental psychological literature, as explored in
the next section in terms of our working assumptions regarding the built‐in
psychological constraints shaping the operation of the model.

Constraints on Sequential Size Understanding

As Smith and Breazeal (2007) note, core design principles are essential
for a mechanistically realizable account of a behavioral phenomenon. There
are several design constraints from psychological theory that should be in-
corporated into models of how children (and nonhuman primates) control
potentially combinatorically explosive search spaces. Such constraints can
provide the start conditions for how this control becomes manifest over time
and experience. In the context of size sequencing, a first start condition for
child and model is to be able to make initial broad classifications that allow a
separation of items into the most and the least likely to be correct.

The first constraint, therefore, is an asymmetric, binary relational rule
that divides sets into GOOD and BAD subsets. Applicable to all learning, it
can also serve to dichotomize sets and collections of size objects into broad
categories, such as BIG and SMALL (Leiser & Gillierion, 1990; Piaget &
Szeminska, 1941). However, in the case of sequence learning the task is to
move from a rough classification of likely candidates to a specific ranking
where there emerges a single unique position for every item in the set. In the
model, a core binary constraint behind the final ranking is treated as a se-
lection between GOOD and BAD choices, and is applicable to every binary
decision whether for size or for color.

The second constraint is the nature of the environmental information
available to govern GOOD and BAD choices. For our arbitrary sequence, this is
simply a set of different colors with no intrinsic relationships, whereas for size it
is a set of discriminably different values with no other differentiating features.
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Here the task is to move from a rough classification of the set (e.g., BIG and
NOT BIG) to a set of unique values. The biological constraint assumed to
operate here is the default process of relational comparison (Lawrenson &
Bryant, 1972; McGonigle & Jones, 1978), whereby perceptual generalization
will seek out a plausible candidate for the next item to be reinforced on the
basis of similarity to the one already correctly selected (Reese, 1968).

The third constraint is also selective to the size sequencing condition and
recognizes the early emerging tendency to classify size items into BIG or
SMALL. This is known to invoke perceptual reference points that determine
the starting point of this dichotomization (Clark, 1970, 1973). According to
Clark, the ground plane is a natural reference point for vertical height,
identifying stimuli near it, as well as those near the “skyline” (Clark, 1970;
McGonigle & Chalmers, 2002). Similarly, Bryant has argued that a natural
tendency in children’s relational discrimination is to use an external frame of
reference as the primary binary comparison (Bryant, 1972), in which case
selecting the biggest item would be an easy first step. Theoretical reasons
apart, a common observation in seriation research as well is the selection of
an extremum or end stimulus (Leiser & Gillierion, 1990). The rapid learning
of these end stimuli is also what we found in Experiments 1 and 2 (Chapter
II). This is, therefore, an additional constraint operating on the serial or-
dering of size differences.

The fourth constraint is the inhibition of selected stimuli from further
selection. Bullock (2004) has shown that small numbers of perceived stimuli
are represented in a one‐to‐one manner with patterns of activity in the PFC,
patterns that start to disappear after stimuli are manually selected in a task
environment. This constraint is part of a general serial ordering mechanism,
which produces a tendency to forwards rather than backwards errors
(McGonigle‐Chalmers et al., 2008; Terrace & McGonigle, 1994).

In sum, the four constraints enumerated above are part of a general
mechanism dedicated to controlling serially ordered behavior. It does this by
reducing the potential number of sequential combinations available at any
point in a set. This reduction is effected through the general selection and
inhibitory learning constraints. Further constraints apply over and above
these that are specific only to the size task. These are the binary relational
rule and end‐point bias constraints.

Specific Operating Assumptions

We see all complex biological systems as being confronted with the
adaptive problem of economical information management. The design
primitives just outlined in the previous section form part of our operating
assumptions, but we see these as working in combination with WM and LTM
data storage mechanisms. Before we outline the model, we describe how we
all of these components can work together in a co‐operative interchange.
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The immature system parses the sets and collections of objects it en-
counters in a pairwise fashion. It iteratively selects a referent stimulus and
compares candidates against it, and then selects from these candidates. This
pairwise comparison is a basic procedure that evolution has discovered to
reduce the potentially lethal combinatorial explosion problem inherent in
any multistimulus scenario. Should the task demand it, as in a sequencing
scenario, it can then allow the cumulative effect of these comparisons to
facilitate the creation of linear orders in LTM.5 By LTM, here we mean the
semipermanent store of the series that is constantly being updated as a
consequence of correct selections.

As the system grows, a WM increase facilitates the discovery that, when
ordering sizes, the correct choice always coincides with the selection of the
smallest interitem size difference. Representationally, this has the effect of
augmenting a stable rank order already created in LTM with links between
correctly ordered set elements. For a 5‐item set, the ranked representation
augmented with links can be seen as {A> B> C>D> E}⋀ {A r B r C r D r E},
where r represents the interval relationship, linking A to B, B to C and so on.
This relationship can be used to short circuit the probabilistic selection
procedures of the immature system and allow spontaneous stimulus selection
according to a “select smallest interval” rule that drives both expert size
seriation and ordinal matching.

These operating hypotheses informed the final versions of the heuristic,
transitional and principled search models presented in this chapter, the or-
dinal model presented in Chapter IV, and earlier drafts of these models, as
briefly summarized in the following section.

The Evolution of the Computational Model Into Its Current Format

The computational methodology chosen combines aspects of Bayesian
cognitive modeling (Lee, 2013), dynamical systems modeling (Van Geert,
1994), and the cognitive architectural approach, housed within a procedural
simulation program (Yule et al., 2013). We chose to build our own modeling
framework, due to concerns that the number of free parameters and pre-
defined, and possibly hidden, theoretical constructs would have been very
large should a ready‐made cognitive architecture (e.g., ACT‐R, SOAR) have
been used (Miłkowski, 2013). Despite this concern, there are nevertheless
many parameters in our model relative to the simple parameters defining the
behavioral change. This is because the model can externalize invisible
processes that can cause major representational change, but that are ex-
pressed in the data simply as change from failure (errors) to success (few or
no errors). These include the rapid scanning processes of visual inter-
rogation, the constant interplay between WM and LTM representations of
the task and elusive transitional states. The last may contain discoveries that,
we shall argue, propel the system into a new way of behaving. The discoveries
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can be represented in the model independently from the algorithm that
starts to deploy them.

Crucially, the design of the model was driven by the empirical ob-
servations described in Chapter II, in addition to the psychological con-
straints outlined above. First, the error patterns generated by 5‐year‐old
children suggested that they were representing stimuli as a weak internal
ranking—even for the size‐orderable stimuli. (This form of weak ranking was
also proposed within the production system model of Harris and McGonigle
(1994) to explain representations underlying triadic transitive choice for
5‐year‐old children.) Strong end‐point learning, however, indicated that
these end stimuli would likely be the reference stimuli to initiate pairwise
comparisons. The weak ranking led us to consider probability theory as a way
of representing stimulus uncertainty, specifically Bayesian models of ranking
using Gaussian probability distributions, which were considered because of
their use of serial pairwise comparisons to allow a probabilistic ranking to
emerge rapidly and reliably (Koller, Friedman, & Bach, 2009). Following this
point of conceptual coherence with our empirical observations, and our
mathematical proof as to the emergence of rankings via paired comparisons,
we simulated the emergence of a Gaussian probabilistic rank in the LTM of
an artificial agent in a pilot study.

Although it was able to form a ranking within the LTM of the artificial
agent and to generate error patterns comparable to that of the 5‐year‐old child
(though not to a statistically significant level), the pilot study was abandoned
for the following three main reasons. First, the Gaussian distributions were
inappropriate for the data to which they were being fitted. The model pro-
duced a stimulus ranking in which the Gaussian distributions representing the
end‐points had more uncertainty than the middle elements, yet the data from
5‐year‐old children showed a strong bias toward the end‐points, to which many
of the errors were funneled. Second, the Bayesian inference algorithm that
operated against the Gaussian distributions (approximate Bayesian inference
using expectation propagation) was highly complex mathematically, and
greater transparency was sought to allow the model to be understood. Thirdly,
the use of Gaussian distributions could result in stimuli having a negative
ranking, which was hard to rationalize psychologically.

However, the pilot study allowed us to demonstrate precisely how serial
paired comparisons could be successfully used within a model of serial order
to form rank orders with an inherent uncertainty. At this point, we adopted
the Beta probability distribution as the representational basis for stimulus set
ranking for the following two reasons. First, the Beta distribution represents
the binary set division thought to be at work as seriation emerges, its
parameters (α β, ) representing two proportions of a set. Second, the Beta
distribution has a mean value defined by α α β/( + ), which has the property
of increasing in probability mass as α β| − | increases, allowing a natural
representation of end‐point bias. In sum, the choice of the Beta distribution
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alleviated the concerns we had using Gaussian distributions and formed the
basis for the final draft of the model.

The pilot study also allowed us to understand precisely how many com-
ponents would be required for the model, the type of information processing
these components would have to do, and how they would interact. Thus, we
saw it as essential to have a system that was complex enough to represent a
task environment and an agent that could scan, evaluate, select, learn about,
and inhibit stimuli while in dynamic interaction with this environment. We
represented these operations in a set of Equations (1)–(6) and associated data
structures. The model design thus avoided introducing any constructs or
calculations that were not necessary. The most complex part of the model
(the Bayesian inference mechanism) was made transparent within the bounds
of a design decision to use continuous probability distributions. This was
achieved using Beta distributions, which allowed transparency of inference
via direct manipulation of parameters—something not possible with Gaus-
sian distributions. It also allowed a fit of model to child data while taking
account of their natural representation of end‐point biases. In sum, at the
end of the pilot study, we had a design for a plausible and transparent model
with the requisite level of complexity.

The Simulated Task and Agent Architecture

We represent the child’s information processing as a simulation, sepa-
rating a simple yet appropriately designed experimental environment and
agent (Cooper, 2016; Yule et al., 2013) in which an artificial agent interacts
with a task environment containing two‐dimensional stimuli (Parisi &
Schlesinger, 2002). The agent is designed to be able to perceive, learn, and
act upon stimuli within this task environment in an analogous way to the
child. The task environment is designed to replicate the experimental
structure with which the young child engages in the size and color experi-
ments detailed in Chapter II. In order to simulate the behavior and learning
of a 5‐year‐old child interacting with a touchscreen environment for se-
quential size and color conditions, the artificial agent is the virtual subject of
a series of simulations, each comprising 40 trials, in which sets of shapes must
be ordered correctly. The aim within each trial is thus for the simulated agent
to repeatedly select the shapes presented to it until it selects the target se-
quence correctly (e.g., 13323435 counts as a complete trial). The following
sections use a 5‐item sequential size task to illustrate the data structures and
information processing within the task and agent for these models.

Task Environment Representation
The representation of the task environment within the model was in-

formed by the structure of the touchscreen experimental paradigm, and so
follows the stimulus and trial structure therein as closely as possible. Thus,
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the task environment is a one‐dimensional array containing a set of stimuli Cn
with size, shape and color attributes. Each element of Cn has a unique posi-
tion i within the task array. Ci has the attribute set { }size shape colour, , =
{ − }i rectangle blue100 5 , , . The remaining elements of C have the attributes
C1 = { }rectangle blue C95, , , 2 = { }rectangle blue90, , and so on for the remaining
stimuli. The task array shuffles at the start of each trial, producing a per-
mutation of Cn. This means that the stimulus array appears different to the
perceiving agent at the start of each trial. The frame of the screen on which
the stimuli appear serves as a referent for the selection of plausible start
points ( )C minimum vertical difference1 and ( )C maximum vertical difference .5

Agent Representation

The task environment is perceived by a single, simulated artificial agent
that can compute the size difference between any two distinct elements ofC at
one point in time. The size difference being detected is on the vertical axis.
Time is represented as the discrete iterative steps of an individual simulation.

The agent’s WM is a list that holds the results of perceptual computations,
each element of this list being subject to probabilistic decay to determine its
availability. A real value (0–1) determines the availability of the WM element.
For example, if the list element has a value of 1, the probability of its avail-
ability is 1. This is a similar concept for WM to the buffers used by Yule
et al. (2013).

The agent also has an LTM, in which the agent maintains a set of continuous
probability distributions, Beta ,n which relate to items in the stimulus array Cn in
a 1:1 manner. These distributions represent the agent’s uncertain “belief ” in the
target order of the stimulus in the array by situating it mentally along the unit
interval (0–1) (e.g., for a 5‐item set, { > > > > })Beta Beta Beta Beta Beta .1 2 3 4 5
The agent also maintains, in parallel, a set of relations within LTM, representing
relational interval links between these distributions (e.g., for a 5‐item
set, { })Beta rBeta rBeta rBeta rBeta .1 2 3 4 5

The agent is controlled by algorithms which are made up of the following
procedures: SCAN, INHIBIT, HEURISTIC SELECT, INFER RANK, INFER
LINK, and PRINCIPLED SELECT. Their presence in the agent’s control al-
gorithm varies depending on the model. Common to all models we have
(SCAN, INHIBIT). The heuristic search model uses (HEURISTIC SELECT,
INFER RANK), the transitional model uses (HEURISTIC SELECT, INFER
RANK, and INFER LINK), and the principled search model uses (PRIN-
CIPLED SELECT).

Agent and Task Interaction: SCAN

The agent interrogates the stimulus array of length n utilizing a compare‐
and‐contrast scanning procedure.6 At the start, a plausible end‐point (big or
small) is sought, and if confirmed, the target direction is set to “biggest to
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smallest” or “smallest to biggest.” This selected end‐point becomes a referent
for the next comparison and the items in sequence are then scanned in the
direction in which they are encountered in the shuffled array. Hereafter, we
shall assume that the direction is “biggest to smallest”; the model is the same
for both directions.

The uncertain aspect of the interitem scans is represented by a Normal
distribution, the mean of which is − { ) Ci Cj i j nwhere 1 , and the var-
iance of which is a fixed value. The scanning state space is shown in Figure 6,
which assumes the 1st item, the referent, has been selected correctly already.
The agent compares each stimulus to a referent and on discovering the size
difference, represents these comparisons in WM for further processing.

The equation for representing a single comparison within a scan of the
shuffled array is as per (1), in which NormalDifference is a normal distribution
with mean | |−referent candidate and the standard deviation is σ.

← σ( (| − | × ))SCAN NormalDifference C Clog 5,candidate referent candidate (1)

This equation represents the size difference between the referent and the
candidate as a multiple of five, this being the model analogue of the actual
empirical interstimulus difference in millimeters. In the color condition, the
size comparison term is not available, and the term NormalDifference (|refer-
ent− candidate|× 5, σ) is replaced with σ( )NormalDifference k, , where k is a
constant. The color information is not used to represent an arbitrary string in
this condition; we use the stimulus index (1–7) assigned to it within the sim-
ulation code, which represents the target order and is not perceivable to the
agent, to represent the target order within the sequence of colored shapes.

Agent and Task Interaction: INHIBIT

Within each trial, and on correct selection, the stimulus is inhibited from
further selection within the trial, as if a button has been pressed on the
agent’s representation of the stimulus that stops it from becoming a

Target stimulus 

R
eferent stim

ulus 

FIGURE 6.—An illustration of the paired comparisons made by the simulated agent, with
each cell representing the comparison made between a referent stimulus and a candidate
stimulus. The referent stimuli are represented by the rows −C C1 4, and the candidate stimuli
are represented by the columns, −C C2 5.
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candidate during subsequent stimulus evaluations. Equation (2) simulates
such stimulus inhibition.

←Inhibitionselected InhibitionLevel (2)

This change is within‐trial, in that inhibition levels are reset at the start of a new
trial. Notably, the level of inhibition applied to the stimulus once selected is a
small constant which varies for the size and color conditions (0.00000001 for
size, 0.1 for color, these two figures arrived at by parameter optimization), which
means that the inhibition is not absolute; there is still a small probability of the
stimulus being selected again once this constant is applied and subsequently
used within Equation (3).

Agent and Task Interaction: HEURISTIC SELECT

This procedure utilizes the probability distributions contained within the
vector Betan, size information derived from the “compare and contrast”
comparisons in SCAN, and an inhibition factor, to score each candidate
stimulus. This score is then converted into a discrete probability distribution
that relates to items in the stimulus array in a 1:1 manner, and that inform an
action selection mechanism. The selected stimulus becomes the new referent.

Each stimulus can be thought of as having an uncertain position along
the unit (0–1) interval, represented by a Beta distribution7 the set of which
makes up the vector Betan. At the start of a simulation, the agent has little
understanding of where along this unit interval each of the stimuli belong.
For the size condition, it represents the biggest stimulus as being closer to 1,
and the smallest stimulus as being closer to 0, the other stimuli being ran-
domly placed. For the color condition, they are all randomly placed, as no
end‐point biases apply in this condition.

The uncertainty the agent has about stimulus position decreases as the
simulation progresses and the stimuli gradually form a rank order. The SCAN
information is combined with Betan and an inhibition level (a very small constant
applied to correctly selected stimuli) to generate a score for each stimulus, which
are collated into a list and the softmax8 function applied to them.

←
μ

σ
BetaPrecision

Beta
Beta

.
.candidate

candidate

candidate
2 (3a)

⎜ ⎟← ⎛

⎝

⎞

⎠
×Score

BetaPrecision
SCAN

Inhibitioncandidate
candidate

candidate
candidate (3b)

← ( )Score softmax Scorecandidates candidates (3c)

In Equation (3b), the Beta distribution precision9 term is divided by SCAN
results, the result of this division being multiplied by the inhibition value
attached to each stimulus. In the size condition, we see higher scores for
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candidate stimuli (that have not already been correctly selected) that are
closer to the referent in size, representing a small interval difference, and
that have more precise Beta distribution representations. The scores are
converted into stimulus selections via a softmax action selection function, and
so the stimulus with the highest score tends to be selected more often.
Crucially, the scores generated do not correspond to the target order at the
start of a simulation due to the agent not yet having formed a precise ranking
of the stimulus set. This situation leads to errors being more frequent in trials
at the start of a simulation. Uncertainty in heuristic selection comes from a
combination of the noisy SCAN, the Betan vector, and the temperature factor
within the softmax action selection mechanism.

Agent and Task Interaction: INFER RANK

If the correct stimulus is selected, there are two learning processes, the
second (INFER LINK) being dependent on the first. INFER RANK is a
learning process that increases the probability of that stimulus being selected
at that point in the set via changing the probability distributions contained
within the vector Betan. This procedure is unique to the heuristic and tran-
sitional models. We can unpack this as follows. Within each trial, and after
correctly selecting a stimulus, the agent classifies all stimuli selected correctly
to date as GOOD, and the remaining ones BAD. This classification has the
effect of reducing uncertainty about the set order for the agent, and a rank
order forming. For vector Betan, at the start of a simulation, Beta1 is weighted
toward 1 (BIG), and Beta5 toward 0 (SMALL), representing the end‐point bias
constraint. A gradual “filling up” of two buckets held within each distribution
occurs, the ɑ parameter bucket of GOOD stimuli and the β parameter bucket
of BAD stimuli. Adding to the GOOD bucket pushes the mean of the Beta
distribution to 1 and adding to the BAD bucket pushes the mean toward 0
and adding to any bucket decreases its variance (i.e., makes it more “point-
ed”). These buckets are initially empty apart from the end‐point biasing, and
we assume that the agent has a general preference for GOOD over BAD
stimuli. As this learning process occurs after each correct selection over many
trials, a rank order of Beta distributions of the format ≫(Beta Beta1 2 ≫ Beta3
≫ ≫Beta4 )Beta5 emerges from the initially weakly ranked set ( > {Beta Beta1 2
≅ Beta3 ≅ }>Beta4 )Beta5 . The two “bucket” parameters, ɑ and β, are in-
cremented by samples from a Normal probability distribution (NormalIncre-
ment) [Equations (4a) and (4b)].

←α α μ σ+ ( )   Beta Beta NormalIncrement. . ,i selected i selected1 1 (4a)

←β β μ σ+ ( )
+ +   Beta Beta NormalIncrement. . ,

selected i n selected i n1 1 (4b)

The precision of the Beta distributions is controlled by varying the mean
and standard deviation values of the NormalIncrement distributions. A large
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value with a low standard deviation results in larger, more precise increments,
and a small value with high standard deviation results in smaller, noisier
increments. The rank order ultimately allows sequencing success, as these
Beta distribution variables are used in the heuristic search model [Equation
(3a)] when the agent is deciding on the next stimulus to be selected.

Agent and Task Interaction: INFER LINK

If the correct stimulus is selected, and sufficient WM is available, the
variance of an individual Betan vector element is sufficiently low, and the size
difference detected between the referent and the stimulus is noticed to be the
minimum in the set of possible size differences, then the relational link
between the referent and the stimulus is strengthened, as shown in the
following equation:

← +L L LinkIncrementreferent selected referent selected, , (5)

This procedure is unique to the transitional model, and the combined
presence of precise Beta distributions joined up by links representing the
agent’s knowledge to “select the smallest interval” to get the right answer
represents an important change in the agent’s LTM representation of the
series as each item will now de facto have unique marker. We can describe this
as the items now correctly ordered as having a slot in LTM.

Slots

Slots form in LTM due to repeated experience with ordering sets and
collections that vary along a dimension such as size. A slot is a content‐free
placeholder that represents a unique ordinal position in a set, rather
like mailboxes within an apartment block. The content of a slot is tied to the
agent’s encounter of a smallest interval as part of a serial ordering exercise
executing in real time, and each slot can only hold one indicator that such an
interval has been encountered, for example, [ ] [ ] [ ]x x x, , … where x represents
such an encounter. As such, a slot can hold an ordinal position in the form of
a count (3rd from big end‐point) should an ordering task demand it. Slots
thus serve a dual function indicating that the “select smallest” rule must be
satisfied, and also being capable of temporarily storing the ordinal position—
or cumulative tally—of these computations should that be necessary.

Agent and Task Interaction: PRINCIPLED SELECT

This procedure utilizes the size information derived from the compare‐
and‐contrast comparisons in SCAN, and an inhibition factor, to score each
candidate stimulus. The selection is the minimum size difference in this list

89

A Computational Model of The Emergence of Sequential Size Understanding



of scans (Equation (6)). The selected stimulus becomes the new referent.
Uncertainty in selection comes from the noisy SCAN only.

← (( ) × ( ))Selected MINIMUM SCAN Inhibitioncandidate candidates candidates (6)

A General Hypothesis Linking Uncertainty to Representational Change

The sources of uncertainty in the agent and task interactions in the
models discussed so far are as follows:

1. The scan of the stimulus array, NormalDifference (|Creferent−Ccandidate|× 5, σ),
which is inherently noisy.

2. The uncertain positioning of each stimulus along the unit inter-
val μ( )Beta. candidate .

3. The variance of each stimulus σ( )Beta. candidate .
4. The discrete probability distribution as generated from the softmax func-

tion, with a variable temperature parameter.
5. The alteration of the Beta ranking via μ σ( )NormalIncrement , ;.
6. The enhanced WM availability, the probability of which is represented by a

real value between 0 and 1.
7. The alteration of the link strengths via LinkIncrement.
8. The inhibition of selected stimuli via InhibitionLevel.

The manipulation of this uncertainty allows error data generated by
5‐year‐old children to be compared to model error data, as we will see in the
heuristic search model simulation section below. However, this uncertainty is
also the source of representational stability, and allows us to state a general
hypothesis as to how sequential size sequencing competence changes from trial
and error to expert. The following diagrams illustrate the hypothesized si-
mulated task and agent architecture, featuring a 5‐item size‐related sequence
> > > >{ }C C C C C1 2 3 4 5 . We can see here the progression of the agent’s LTM

representations from a weakly to a strongly ranked Beta vector, facilitating
error‐free performance within the heuristic search model (Figures 7 and 8).

We can now see the transitional model, powered by enhanced WM, setting
up the “smallness” links needed for the principled search model, which also
represent the slots needed for the ordinal search model (Figure 9).

Next, we see the operation of the principled search model illustrating size
sequencing expertise via minimal size difference selection. The LTM is not
used in this model, the agent having discovered the utility of the “select
smallest difference” rule (Figure 10).

General Simulation Methodology

Each of the simulations were implemented using the R statistical pro-
gramming language (R Core Team, 2017), version 3.3.3, and used the e1071
(version 1.7) and hash (version 2.2.6) packages.
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Heuristic Search Model Simulation

The aim of this experiment was to replicate how children generate the
error patterns we see in Chapter II, for both size and color 7‐item sequences
and so provide an answer to question 1 posed at the start of this chapter. The

FIGURE 7.—Task and agent architecture overview at the start of a heuristic model simulation,
showing the agent interacting with a 5‐item monotonic set S= { > > > >C C C C C1 2 3 4 5}.
Following the direction of the randomly shuffled array, the agent scans and scores the
encountered pairs with reference to the last item selected (C1 in this scenario), stores them inWM,
and then selects probabilistically from these scores. On selection, the agent perceives positive or
negative feedback. The Beta distribution ranking (LTM Rank) starts very weakly, with only end‐
point biases, and changes from “weak to strong” should positive feedback be received and the
variance of the Beta distributions decrease. As the scores will not represent the target ranking at
this point, as they depend on the rank order and the variance of the Beta distributions in LTM
(BetaPrecision) and so the selections are full of errors, such as sequence 2234321243445.
LTM= long‐term memory; WM=working memory.

FIGURE 8.—Task and agent architecture overview at the end of a heuristic model simulation.
The Beta distribution ranking (LTM Rank) is now strong, having been reinforced on positive
feedback on previous trials, and so the variance of the Beta distributions has decreased. The
scores now align the target ranking, as they depend on the rank order and the variance of
the Beta distributions in LTM (BetaPrecision). As a result, the selections are now being more
accurate, with perhaps the occasional error, such as sequence 124345. LTM= long‐term
memory.
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hypothesis is that there will be a correspondence with the child data for the
same condition, thus validating the heuristic search model’s design and
operation. Ten simulations of 40 trials each were executed, and the error data
generated analyzed for statistically significant differences against the child
data. The two child subject outliers reported in Chapter II were excluded.
The task representation was analogous to that provided to the 5‐year‐old

FIGURE 9.—Task and agent architecture overview at the end of a transitional model simulation.
The Beta distribution ranking (LTM Rank) is strong, having been reinforced on positive feedback
on previous trials within the heuristic model simulations. The increased capacity of WM allows
the discovery that correctly ordered set elements are linked by relational (size) differences that are
smallest, a discovery that is persisted via the generation of inter‐stimulus links in LTM (LTM
Link). The representational effect of the ranks and links forming are slots (LTM Slot).
LTM = long‐term memory; WM=working memory.

FIGURE 10.—Task and agent architecture overview of the principled search model simulation.
The Beta distributions now rank with a low enough variance, and the links connecting correctly
selected stimuli are now strong, indicating the presence of slots (LTM Slot) to inform choice.
LTM = long‐term memory; WM = working memory.

92



child participants and applied the same training and feedback. The simu-
lation pseudo‐code is as follows:

1. ←simulation 10
2. ←trial 40
3. ← | |n Cn
4. for simulation simulations
5. ←Beta GenerateBetaDistributionn

6. for trial trials
7. ← ( )SCANSizeDifference Cn

8. ← ( )HEURISTICSELECTselected SizeDifference
9. If =selected target then

10. ← ( )INFERRANKBeta Betan n

11. ← ( )INHIBITinhibited selected
12. else
13. ← ∪errors errors selected
14. next trial
15. next simulation

The equation parameters were set as per Table 7.
For the size condition only, a bias of 0.25 was assigned to the ɑ parameter

of Beta1 and the β parameter of Beta7, biasing them to ranked positions of 1
and 7, respectively (in the color condition, this bias value was 0). In order to
optimize the simulation parameters for both the size and color conditions,
the mean squared error (MSE) was calculated by the function that compared
the number of errors made by the child with the number of errors made by
the computational model.

TABLE 7
THE VARIABLES AND THEIR PARAMETER VALUES USED FOR THE HEURISTIC SEARCH MODEL SIMULATION,

FOR THE SIZE AND COLOR CONDITIONS

Equation Variable Size Value Color Value

N/A Stimuli 7 7
N/A Simulations 10 10
N/A Trials 40 40
1 σNormalDifference. 2 5 5
2 Softmax Temperature. 1 1
4 μNormalIncrement. 0.013777778 0.06
4 σNormalIncrement. 2 0.012 0.5
6 InhibitionLevel 0.00000001 0.1
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Results and Discussion

For the size condition, all 10 simulated agents completed all trials, re-
sulting in successful seriation of the sets at the end of 40 trials. The total
number of errors made by the 10 simulated agents was 258. A one‐sample
Kolmogorov–Smirnov test showed that the error distributions generated by
the child, D= 0.30, p< .001, and by the model, D= .36, p< .001, were both
not normally distributed. Consequently, a two‐tailed Wilcoxon’s signed rank
test for two‐sample paired data was used for analyses. To establish com-
parability between model and child data, the test was applied to the matched
conditions (model size with child size) but also to the opposite pairings
(model color with child size). This showed a similarity in terms of no sig-
nificant difference for the matched conditions only, Z=−1.43, p= .15, but a
significant difference for the unmatched conditions, Z=−2.17, p= .03,
r= .24, an intermediate effect.

For the color condition, all 10 simulated agents also completed all trials,
resulting in successful seriation of the sets at the end of 40 trials. The total
number of errors made by the 10 simulated agents was 477. A One‐sample
Kolmogorov–Smirnov test showed that the error distributions generated by
the child, D= .28, p< .001, and by the model, D= .22, p= .02, were both not
normally distributed. A Wilcoxon signed rank test for two‐sample paired data
was thus again carried out, which showed that the errors generated by the
child were not significantly different from those generated by the model,
Z= =−.52, p= .61. A significant difference was found, however, when the
errors for the size condition generated by the model were matched against
the child color data, Z=−3.63, p< .001, r= .41, a large effect (Figure 11).

We can understand how the model generates these error patterns by
inspecting the set of Beta distributions. The precision values of the Beta
distributions are a measure of how explicit a rank they form; low precision
values are indicative of a weaker rank, and high precision values a stronger
rank. They were analyzed after 1 (the start of a simulation), and 40 trials (the
end of a simulation) for the size and color conditions. The cumulative effect
of the learning process is illustrated by the Beta distribution plots from a
single simulation in Figure 12 for the size condition, and Figure 13 for the
color condition. For the size condition, the ranked precision values at the
limit of 40 trials were: 732.08, 159.56, 86.58, 60.46, 49.40, 39.13, 32.78.

For the color condition, the ranked precision values were: 987.28, 521.11,
357.46, 270.41, 212.18, 180.68, 162.06.

Thus, the Beta probability distributions underlying the size condition
model performance are ranked with less precision than those underlying the
color condition (Wilcoxon’s signed rank test, W= 28, p= .02). Betan dis-
tribution precision within the size condition derives from precise, smaller
increment values over time, and within the color condition from noisy, larger
increments. This results in less precision in the size condition Beta dis-
tributions, and more precision in the color condition Beta distributions.
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This is counterintuitive, as approximately half the number of errors is made
by the agent within the size condition as compared with the color condition.
However, the agent in the color condition does not have access to the size
difference information, which appears to give momentum to the agent in the
size condition in that there are very few backwards errors. It would appear
that smaller, precise inferences appear to suffice in the size condition. In a
sense, the size relation is propelling the agent forward through the task space
according to the direction of the size relation, that is, from “biggest” to
“smallest.” The small value of InhibitionLevel within the size condition, which
has the effect of strongly inhibiting a stimulus from further selection, is en-
hancing the direction the agent takes as time proceeds. The detrimental
effect of having no size relation to afford a consistent direction of information
processing can be seen within the error patterns made in the color condition,
in which there are many more errors and more backtracking occurs.

FIGURE 11.—(A) The total error counts (y axis) for child (top graph) andmodel (bottom graph)
each stimulus attracts at each ordinal position (x axis) for the size sequence tasks, split up to show
the error counts at each position that is not the target. The legends show an increasingly light
shade for each stimulus position 1–7. (B) The total error counts (y axis) for child (top graph) and
model (bottom graph) each stimulus attracts at each ordinal position (x axis) for the color
sequence tasks, split up to show the error counts at each position that is not the target. The
legends show an increasingly light shade for each stimulus position 1–7.
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The larger value of InhibitionLevel in the color condition means that more
incorrect selections in the backwards direction are made, and the simulated
agent is completely reliant on forming as precise an internal representation
as quickly as possible; hence the large noisy increment values.

FIGURE 12.—Beta distributions at the end of 1 trial (a) and 40 trials (b), for a single simulation in
the size condition. Probability density is on the y axis, and stimulus ranking (0–1) is on the x axis. In
graphs (a) and (b), the legends show an increasingly light shade for each stimulus position 1–7.

FIGURE 13.—Beta distributions within the variable Betan at the end of 1 trial (a) and 40 trials
(b), for a single simulation in the color condition. Probability density is on the y axis, and
stimulus ranking (0–1) is on the x axis. In graphs (a) and (b), the legends show an increasingly
light shade for each stimulus position 1–7.
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The precision differences give us a clue as to the division of labor in the
information processing going on as the simulations proceed. It appears that
the availability of size relationships allows a precise, quantitative view of the
benefits that can be derived by the agent explicitly using the size differences
between the stimuli in solving the problem. Thus, counterintuitively, main-
taining a more precise internal representation does not necessarily allow
sequences to be ordered with fewer errors than when maintaining a less
precise representation. That is, in the color condition, the agent does not
have the benefit of having informative size relationships available “on de-
mand” to help solve the sequencing problem. Thus, although both types of
sequence can be solved by the agent’s formation of an explicit ranking of
stimuli, as indicated by Beta distributions in LTM, in the case of the size
condition, this representation was only utilized by the agent in proportion to
the opportunities for leveraging the size relational properties of the stimulus
array. That is to say that in the size condition, the agent was able to offload
the expensive probabilistic calculations involved in the heuristic search to a
“select smallest interval” rule. This rule allows more efficient computations to
take place as LTM representations are not required to be cross‐referenced;
selecting the correct stimulus based on perceptual information is sufficient.

This unique aspect of the size condition supplies the rationale for the
agent to transition into size sequencing spontaneity.

Individual Differences in Learning Speed

We noted that there was variability in the performance of the 5‐year‐old
children, for both the size and color conditions. Such variability is a feature of
preoperational performance as noted in Chapter I. To address this, we split
the error data into fast and slow learners for the 5‐item condition (size and
color), on a 50% basis, where fast learners had the least errors and slow
learners the most. We hypothesized that this performance difference would
be captured by varying a single parameter within the action selection
mechanism, the temperature parameter of the softmax function. For high
temperatures, all candidate values within vector Scoren have nearly the same
probability; for low temperatures, all candidate values align closely to the
actual vector values. Thus, an increase in temperature within this function
has the effect of making action selection against a set of values more random;
a decrease in temperature more closely aligns action selection to the values in
the set. For example, given a set of scores {1, 2, 3, 4, 5}, a very high softmax
temperature may return set {0.2, 0.2, 0.2, 0.2, 0.2}, and a very low softmax
temperature may return set {0.01, 0.09, 0.2, 0.3, 0.4}.

We hypothesized that the number of errors and the shape of the error
distributions as generated by heuristic models with high temperatures would
be like those generated by the poorly performing 5‐year‐old children. We
hypothesized further that the number of errors and the shape of the error
distributions as generated by heuristic models with low temperatures would be
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like those generated by the better performing 5‐year‐old children. We set the
temperature for the heuristic models as specified above for the size conditions
to 0.5 (low) and 2.5 (high), and for the color conditions to 0.25 (low) and 1.5
(high). We ran six simulations each for the size and color conditions.

For the size condition, the model generated errors that were similar to
the errors generated by the children, with no statistically significant differ-
ence in error distribution for the high temperature condition: t(8)= 0.81,
p= .22, and mildly significant differences for the low temperature condition:
t(8)= 2.1, p= .04, and again generated a qualitative similarity of error dis-
tributions (Figure 14A).

For the color condition, the model generated errors that were again similar
to the errors generated by the children, with no statistically significant dif-
ference in error distribution for the high temperature condition: t(7)= 0.37,
p= .36, or the low temperature condition: t(8)= 1.04, p= .16. A qualitative
similarity of error distributions was again in evidence (Figure 14B).

The hypotheses were thus confirmed in that the errors generated by a
poorly performing 5‐year‐old (size and color conditions) were similar to
those generated by heuristic models set to have a noisier action selection
mechanism, and no other difference to the standard models previously re-
ported (which had temperatures set to 1). These individual differences in
performance have implications for the speed at which the agent can progress
from heuristic to principled search, in that they suggest that the higher
softmax temperature, the slower such a progression.

Transitional Model Simulation

The aim of this simulation is to provide an answer to question 2. In the
transitional model, the agent forms representations that allow it to achieve

FIGURE 14.—The effect of varying the softmax function temperature on the error distributions of
the model, within the size (a) and color (b) conditions. Slow (high temperature) and fast (low
temperature) models are compared with slow and fast children.
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spontaneous, error‐free sequencing via a recursive “select smallest differ-
ence” rule in the principled search model. With enhanced WM, the agent can
process more information by virtue of its WM remaining open for longer
(Ashby, Ell, Valentin, & Casale, 2005). With this extra WM power in place, the
agent discovers that the correctly selected stimulus is consistently separated
from its referent stimulus by the smallest amount among the set of possible
size differences. This discovery is persisted in the form of links between the
elements of Beta representations in LTM which have achieved stability, being
of sufficiently low variance.

For each of two conditions, 10 simulations of 40 trials each of the models
were executed. The conditions were WMAvailability= 1 and

=WMAvailability 0.5, which are the probabilities of WM being available for
each candidate stimulus at the point of interrogation. The task representa-
tion was analogous to that provided to the 5‐year‐old child participants and
applied the same training and feedback. However, we are now simulating a
child between the ages of 5 and 7 years old, who has variable WM capacity
enabling the discovery of the invariant size relation of “smallest interval”
between correctly selected stimuli.

In order to represent the growing knowledge that the correctly selected
stimuli are always those with the smallest difference from the one previously
chosen, we introduce variable ThresholdOfVariance to indicate that Beta dis-
tributions are of sufficiently low in variance (i.e., pointed, forming a sharper
boundary with adjacent distributions), and variable ThresholdOfLinkStrength to
indicate that the interval relations between adjacent Beta distributions are
sufficiently strong (i.e., the change in relation from ( )Beta ?Beta1 2 to
( )Beta rBeta1 2 ). Once the ThresholdOfVariance has been passed for a pair of Beta
distributions (referent and selected), it has stability in LTM, a stability we see as
a necessary condition for links to form between two elements of the proba-
bilistic rank. This stability indicates link strengths can be now changed on a
successful detection of selected interval “smallness.” Once the Thresh-
oldOfLinkStrength has been passed for link joining a pair of Beta distributions
(referent and selected), the “smallest interval” knowledge is now in place cre-
ating the unique slots or unit placeholders. The simulation pseudo‐code, which
represents this process of threshold breaching and slot formation, is as follows:

1. simulation ← 10
2. ←trial 40
3. ← | |n Cn
4. for simulation simulations
5. ←Beta GenerateBetaDistributionn

6. ←Links GenerateLinks
7. Slotsn ← FALSE
8. for trial trials
9. ← ( )SCANSizeDifference Cn

10. ← ( )HEURISTIC SELECTselected SizeDifference
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11. If =selected target then
12. ← ( )INFER RANKBeta Betan n

13. ← ( )INHIBITinhibited selected
14. If WMAvailabilityselected < RandomNumber (0, 1) then
15. If σBeta .referent selected,

2 < ThresholdOfVariance then
16. If = ( )SizeDifference MINIMUM SizeDifferenceselected then
17. ← INFER LINKLinksreferent selected, ( )referent selected,
18. If Linksreferent selected, > ThresholdOfLinkStrength then
19. ←Slots TRUEselected
20. else
21. ← ∪errors errors selected
22. next trial
23. next simulation

The model parameters were set as per Tables 7 and 8.

Results and Discussion

The error distributions and Beta distributions are comparable to those
detailed in the heuristic search model results section, as the same parameters
as per Table 7 apply to this experiment. For the twoWMAvailability conditions,
Figure 15 shows the end of simulation link strengths for stimuli Lreferent, selected.

Figure 15 shows the strengths of the links at the end of the simulations for
each WM level. For =WMAvailability 1 the link, strengths have reached the
threshold, which means that the agent can now use a “select smallest differ-
ence” rule to achieve spontaneous size seriation, which is used by the prin-
cipled search model. This represents a child approaching 7 years old, perhaps
ready to transition into expertise. For =WMAvailability 0.5 the link, strengths
have not reached the threshold, which means that the agent cannot progress to
the principled search model. As we noted above, it is very hard to use the
empirical data to identify a transitional child for purposes of data comparison.
This has to be a virtual participant at perhaps 6 years old, sometimes making

TABLE 8
THE VARIABLES AND THEIR PARAMETER VALUES USED FOR THE TRANSITIONAL MODEL SIMULATION

Equation Variable Value

5 LinkIncrement 0.05 + random noise in range (−0.01 to 0.01)
N/A ThresholdOfVariance 0.01
N/A ThresholdOfLinkStrength 0.15
N/A WMAvailability (1, 0.5)
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discoveries about the utility of using the smallest size relationship, but not
having the WM capacity to do so every time. The empirical output from this
situation would be very difficult to distinguish from trial‐and‐error behavior.

Principled Search Model Simulation

The aim of this simulation is to continue to provide an answer to question
2 posed at the start of this chapter. In the principled search model, the agent
achieves spontaneous, error‐free sequencing via a recursive “select smallest
size difference” rule and an LTM representation of the series as a set of
unique slots. Given a size sequencing problem, the principled search agent
now attends to the smallest difference between each stimulus. This reduces
load on WM and reduces dependency on the heuristic search mode, which is
inherently noisy. The selections should now be much more accurate, with
only variance in the perceptual scanning contributing to errors. Ten simu-
lations of 40 trials each were executed for both conditions in the computer
simulation of the model. The task reprecrovided to the 5‐year‐old child
participants and applied the same training and feedback. The simulation
pseudo‐code is as follows:

1. simulation ← 10
2. ←trial 40
3. ← | |n Cn
4. for simulation simulations
5. for trial trials
6. ← ( )SCANSizeDifference Cn

7. ← ( )PRINCIPLED SELECTselected SizeDifference
8. If =Slots TRUEselected then

FIGURE 15.—The interstimulus link strength (y axis) at each stimulus position (x axis) for two
different values (0.5 and 1.0) representing working memory (WM) availability probability. The
threshold interstimulus link strength of 0.2 is represented by a horizontal line.
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9. If =selected target then
10. ← ( )INHIBITinhibited selected
11. else
12. ← ∪errors errors selected
13. next trial
14. next simulation

The model parameters are as per Table 7 for the size condition column. To
represent an agent that has already learned the smallest difference rule according
to the learning described in the transitional model, we changed with the variable

σNormalDifference. 2 from 5 to 1.5. This decrease in inter‐stimulus variance
represents the growing confidence by the agent in the commonality of the correct
interitem size differences encountered across the trials. Without a microanalysis of
error and stimulus scanning we have no data to precisely inform these values.

Results and Discussion

Minimal errors (10) are generated by the model; those that are present are
the result of a small amount of stimulus size confusion on selecting the minimal
size difference between referent and target. This can be compared in principle
to the very low and randomly distributed errors found in the sequencing data
from 7‐year‐olds, but in both cases the numbers (errors) are too small to make
any statistical inferences. The principled search model has thus shown precisely
how an agent equipped with a rule derived from the transitional model’s op-
eration can achieve spontaneous, error‐free sequencing.

General Discussion

In this chapter, we have proposed a set of cognitive models to show how an
artificial agent equipped with suitably designed perceptual, learning, and action
selection procedures can progress in size sequencing competence. Collectively
the models demonstrate how an agent may progress in size sequencing behavior
from unprincipled and messy, relying on broad classifications of BIG and SMALL
to inform serial selection, to principled and accurate, using a set of discrete units
to inform such selection. In so doing we answered—in the affirmative—some of
the specific questions posed at the start of this chapter (we come to ordinal
competence in the next chapter). As for the more general criteria that we
highlighted, we are now in a position to offer the following answers.

How Do These Models Represent Developmental Progression in the Child?

We hypothesize the following developmental progression. The heuristic
search model represents a 5‐year‐old progressing from trial‐and‐error size and
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color sequencing, to error‐free sequencing. The agent begins with a set of
Beta distributions that gradually form a ranking, each stimulus being posi-
tioned in LTM along the unit interval. The speed with which the agent
progresses along this developmental path can be decreased by an increase to
the softmax temperature. However, the heuristic model is not equipped with
enhanced WM to allow progression to seriation spontaneity, which is a fea-
ture of the transitional model. Extra WM power allows the transitional model
agent to inspect the candidate size differences after a correct selection has
been made, and notice that the size difference that applied to the correct
selection is the always the smallest one. The transitional model represents a
child between 5 and 7 years of age that by virtue of WM maturation is ready
to make this discovery of relational invariance. This discovery is represented
by the agent reaching two thresholds, one after the other. The first one is
stability of serial order representation in LTM (low Beta distribution var-
iance), and second one is a sufficiently high strength of link representing
“smallness” between the adjacent parts of this serial order representation.
The principled search model uses the representations in LTM created by the
transitional model, which indicate to it that it can use a “select smallest
difference” rule instead of relying on building up representations in LTM,
characterizing a 7‐year‐old child that can seriate spontaneously.

However, computational models must also be faithful, transparent,
plausible, and grounded (Mareschal & Thomas, 2007; Yule et al., 2013).
These criteria come into focus when real‐world data is not available. A faithful
model abstracts from reality, in that it does not introduce artifacts that are
invented by the programmer to allow a better fit to data. A transparent model
is understandable to those who are going to interact with it, as a reader or as a
user. A plausible model’s mechanism should align with the real‐world in terms
of psychological and biological plausibility. A grounded model makes contact
with data and theory that exists in the domain of interest, which, in this case,
is developmental psychology. We also note some limitations of the models. To
do this, we evaluate the routines common to all models (SCAN and INHIBIT)
and then each of the other routines as apply to the models (HEURISTIC
SELECT, INFER RANK, INFER LINK and PRINCIPLED SELECT).

Common Routine Evaluation (SCAN and INHIBIT)

SCAN represents the visual scanning of stimulus array, two elements at a
time, which has long been acknowledged in active machine vision research as
an economical way of a biological agent extracting information (Ballard,
Hayhoe, Pook, & Rao, 1997). The natural logarithm of the size difference
(size condition) or constant (color condition) Normal distribution sample is
taken, a common procedure in representing perceptual scenarios (Page, Iz-
quierdo, Saal, Codnia, & El Hasi, 2004). Likewise, inhibition on action se-
lection (INHIBIT) is a commonly used assumption in executive control
research (McGonigle‐Chalmers et al., 2008; Terrace & McGonigle, 1994),
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which we represent by a constant real number as opposed to anything more
complex. Although simple, these functions are plausible. We see inhibition
on action selection as something that works in individuals of a certain age
and have not been more specific than that in terms of its variability. Ex-
tensions to this routine could incorporate individual differences where RI
might be seen to be an important participant variable (as in ADHD for
example).

Heuristic Model Routine Evaluation (HEURISTIC SELECT and INFER RANK)

The HEURISTIC SELECT procedure selects stimuli noisily, based on a
scoring function [see Equation (3)] that divides the Beta distribution pre-
cisions in LTM with minimal size differences in WM, and multiples this value
by an inhibition factor, which is also stored in WM:

⎜ ⎟← ⎛

⎝

⎞

⎠
×Score

LTM
WM

WMcandidate
candidate

candidate
selected

The scores are put through a softmax function, which inform a discrete
probability distribution to simulate selection of those stimuli with the highest
score. Increasing the temperature parameter makes the resulting probability
distribution less aligned to the original values, in effect creating a much
noisier set of stimuli from which to choose. This increase resulted in more
errors with the heuristic search model and suggests that a generally noisier
system at the action selection level is enough to simulate a poorly performing
5‐year‐old. Softmax action selection is widely used in cognitive modeling.
Jensen et al. (2015) used it within one of their transitive inference simulations
as an action selection routine. Also, we represent each aspect of the agent’s
memory (WM and LTM) to inform action selection here, which seems in-
tuitively plausible and faithful.

INFER RANK represents the agent’s growing representation of serial
order in LTM. It defines a set of Beta probability distributions that are all
changed according to a Bayesian inference procedure on every stimulus se-
lection, resulting in a shift of their probability mass along the unit (0–1)
interval and ultimately a ranking. The way we carry out this Bayesian in-
ference is similar to the algorithm used by Jensen et al. (2015), but much
simpler. Their study compares binary choice data from both rhesus macaque
(Macaca mulatta) and human adult participants to binary choice model data.
They argue that Beta distributions afford optimal computational economy in
representing stimulus order in transitive inference tasks in that they require a
minimal amount of memory to allow efficient learning routines. We agree
with this point; such economy in space and time is favored by complex bi-
ological systems (Ballard et al., 1997; McFarland & Bösser, 1993). They
concede, as we do, that there is no biological evidence for all neural
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representations of a stimulus set being updated on stimulus selection; the
updating of all the Beta distributions across the set is thus not a standard way
of representing learning in cognitive models. As Jensen et al. (2015) argue,
the implicit updating of all stimuli in a set via a plausible Bayesian inference
routine is a hypothesis to be falsified by neuroscientific data. In support of
this, we note that the collective updating Beta distributions, as per Equations
(4a) and (4b), is mathematically necessary for them to form a rank. Lastly,
this model was validated by child data, generating errors that were similar in
their distributions across item position to the corresponding empirical con-
dition (size vs. color).

Transitional Model Routine Evaluation (INFER LINK)

INFER LINK runs when WM robustness (a variable in the range 0–1 rep-
resenting the probability of availability of a list element) is increased, resulting
in the agent having more time to inspect interstimulus relationships. This
variable represents a varying level of WM maturation. INFER LINK represents
the joining up of an existing ranking of Beta distributions in LTM, each link
representing the “smallest interval” property of a correctly ordered size‐related
set. Our representational structure aligns to the spreading activation networks
proposed by Cooper and Shallice in their DOMINOmodel of executive control
(cited in Yule et al., 2013). Moreover, the explicit manipulation of the numerical
values to change graphical link strengths with real values was used by Cooper
(2016) to represent number bias within a model of random number generation.
More generally, we see our LTM representation as consistent with the evolving
directed graphical structures used by Cooper and Shallice within the DOMINO
model to represent routine, unconscious action selection. Notably, the WM
availability representation is highly simplified, the concepts of capacity and
time collapsed into a single variable and mapped to each list element. However,
we argue that the transitional model is nonetheless faithful and plausible, es-
pecially as it is extensible to representing principled selection and ordinal
competence.

Principled Model Routine Evaluation (PRINCIPLED SELECT)

The PRINCIPLED SELECT routine represents the operational output of
the transitional model. Here, the agent uses the links formed within the
transitional model to rationalize rule usage. Rank variance and link strength
thresholds having been reached and available to the model, the “select
smallest difference” rule can be executed. The rule allows the agent to use
online sources of perceptual information to solve the size sequencing prob-
lem, without having to rely on offline LTM representational look‐up. This
representational interplay is consistent with models of executive control, both
cognitive (e.g., DOMINO; see preceding section) and robotic (Holland and
McFarland, 2001; McFarland & Bösser, 1993).
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Continuous or Discontinuous?

What we have presented is a discontinuous model of representational
change, in that the information‐processing routines within the principled
search model are new skills, deriving from discoveries made about the utility
of using the smallest available interstimulus relationships in the transitional
model. This discovery is facilitated, but not caused, by a continuous increase
in power to WM in the transitional model. As WM is limited in capacity and
subject to decay as time progresses (Ashby et al., 2005), it is proposed that an
agent who has already learned to sequence via trial and error will seek out
and use the “select smallest size difference” rule. Our discontinuity position is
consistent with the position taken by Case et al. (1993). They argue strongly
for developmental progression involving the interplay between WM and the
learning of complex executive processes: “the size of children's mental power
or working memory … sets a limit on their ability to coordinate their existing
schemes into a more sophisticated pattern” (p.158). Arguably, the enhanced
robustness of WM allows more information to be managed by the “transi-
tional” child prior to action; as a consequence, they can cope with more
complex information processing.

Do the Models Align to Reality?

We used error patterns generated by the 5‐year‐old child as a source of
validation data for the heuristic search model and were unable to do likewise
for the transitional and principled search models. The transitional model is a
hypothetical mechanism representing the perceptual learning of a child
between the ages of 5 and 7 years. Although some of our faster learning
5‐year‐olds may have been in this category there is no way to determine this
from the data. Similarly, the principled search model has no validation data
set in this case simply because 7‐year‐old children generated so few errors on
these tasks. It could thus be argued that evidence for the models is weak
because its validation depends on a combination of error‐matching statistics
and the simulation of an expert agent who avoids error through the
deployment of an algorithm.

As the lack of a rich validation database is always likely to be a problem
with modeling spontaneous behavior, it is important to have other criteria to
evaluate how well a model maps on to reality. For these, we would propose
faithfulness, plausibility, and transparency (Mareschal & Thomas, 2007). The
model we propose is grounded in psychological theory and has been
validated via a modeling approach used in a separate domain. This vali-
dation applies to the Bayesian inference algorithm that we used, and also to
competing machine learning models that it allows us to rule out. Specifically,
experiments that compared the performance of several machine learning
models to that of rhesus macaque (M. mulatta) and human adult data on
transitive choice tasks were carried out by Jensen et al. (2015). They rejected
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a number of models that did not fit their data, such as a reinforcement
learning model, for example, favoring instead a model they called “Beta-
Sort.” This was a Bayesian inference algorithm conceptually similar to the
learning algorithm used in our heuristic and transitional models. Limitations
notwithstanding (see the following section and also Chapter V), we see this
coherence as providing validation for our models.

Limitations of the Modeling

The modeling described above has limitations in how faithful it is to a
biological system which perceives, learns and acts in real time, and is serial as
opposed to parallel in design and implementation. Indeed, RTs were not
modeled, only errors, and only within the heuristic search model did they
serve a validation function. However, the models should be seen as blueprints
for yet more faithful and plausible ones. Current cognitive robotic archi-
tectures could represent the agent’s control equations in addition to repre-
senting a perceptual‐motor loop in real time (De La Cruz, Di Nuovo, Di
Nuovo, & Cangelosi, 2014; Sandamirskaya & Schöner, 2010). There is also
coherence with the probabilistic dimension of our models and aspects of the
predictive coding view of neural functioning (Clark, 2016). We shall return to a
fuller discussion of limitations and potential improvements in Chapter V, as
these points also apply to the ordinal search model that will be presented in
support of the ordinal competence theory proposed in Chapter IV.
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IV. The Development of Ordinal Size Understanding and a
Computational Model

Introduction

We have looked at the size‐ordering abilities of children using sets of five
and seven items. We now ask how easy or hard is it for a child between the
ages of 5 and 7 years to identify individual items within such sets by ordinal
size, that is, identifying which is, for example, the biggest, smallest, second
biggest, and so on? Seen simply as a matter of counting from the biggest or
smallest item in a set, reaching the requisite number would be well within
the capabilities of a preschool child (Fuson, 1988). The identification of the
ordinal size of items within a set of seven items requires a count to four at
most to identify each and every item uniquely. But it is precisely the ability
to initiate a principled search from one or other end‐point of a series that
we have found wanting in 5‐year‐old children. Indeed, on the Piagetian
position that the concept of ordinality is bound up with the ability to seriate,
we would expect no greater success in ordinal identification than in spon-
taneous seriation among children younger than about 6 or 7. As described
in Chapter I, Piaget’s serial and ordinal correspondence tasks showed dif-
ficulties in these younger children, when, for example, a doll of a given size
within a jumbled set of dolls had to paired up with a walking stick of the
equivalent ordinal value within a jumbled set of toy walking sticks. He
showed that numerical counting to establish equivalence in this situation is
unlikely to be performed either spontaneously or correctly by preopera-
tional children. The experiments described in Chapter II also suggest that
the spontaneous size sequencing required for ordinal identification is not
reliably found until the age of 7.

The computational model outlined in the last chapter also predicts dif-
ficulties in ordinal size identification until the age of spontaneous seriation. It
showed that the insights that could lead to principled size sequencing would
also be necessary for the application of a possible search‐and‐stop procedure
to enable ordinal matching. But as the model may require an additional
processing step to this procedure, principled searching may be necessary but
not sufficient to enable ordinal matching. On the grounds that it may actually
require more than seriation in its execution and development, we are aware
that ordinal identification may not be the inevitable accompaniment to se-
riation success that Piaget suggests. To be clearer about this relationship
across the two skills, we need to test ordinal abilities directly using similar
materials and methodology to those described in Chapter II. We report our
experiments on ordinal understanding in this chapter.
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The literature beyond Piaget’s own research on this topic is surprisingly
sparse. Ordinal understanding of size is a highly underresearched topic de-
spite its obvious connection with counting, numeracy (number under-
standing), and measurement. As noted at the start of Chapter I, the
connection between counting and ordination is the concept of a unit. The
estimation of amount through counting or direct measurement requires unit
iteration. If children are unable to differentiate sets of discrete sizes such that
they can distinguish every ordinal value, then we would have to question the
level of their understanding in related domains. For example, despite early
exposure to the activities of counting and measurement in the early school
years, there may be a conceptual limit on what children can derive from these
activities. In the introduction to this chapter, we trace what is known about
the development of ordinality, explain how research on ordinality raises
questions about the understanding of unitization, and why, despite its cen-
trality, the study of ordinality has nevertheless fallen by the wayside of
mainstream research.

Relational Discrimination Research

In a tradition entirely unconnected with the Piagetian one, considerable
debate raged in the early part of the 20th century over whether the human
perceptual system was geared to processing stimulus relations or absolute
values. One method employed to study this question was a task known as
transposition. Put simply, this was a relational discrimination task where the
participant (a child, monkey, or other animal) was trained to always choose,
for example, the larger of two sizes whatever their absolute values. Following
training, the test set involved new size values and the question was whether or
not the trained relation would be “transposed” (a relational response) or
whether it would adhere as far as possible to the original stimulus values
(an absolute response). The central argument among theorists was whether
transposition behavior supported a behaviorist or a more “cognitive” account
of perceptual learning (see Reese, 1968, for a review). The behaviorist
explanation was founded on the proposition that stimulus choice results from
learning to attach a response to the “energic” properties of the stimulus,
independently of any other (Spence, 1936). In the case of training on size
relations, this would amount to learning that a particular absolute value
(e.g., 3 cm) is always correct. This seemingly simple question was made
endlessly complicated owing to evidence of limited transposition in humans
and nonhumans alike. As far as children were concerned, the results were
equivocal and varied depending on the age of the child and numerous other
variables. Behaviorists such as Spence were able to account for all cases of
limited transposition in terms of the net excitation of stimulus‐response at-
tachments. Developed mainly within a comparative context, the behaviorist
account was particularly challenged in terms of whether it was applicable to
children (Kendler, 1975), and even Spence acknowledged that a species
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capable of verbal mediation would respond relationally. Bryant (1974) ar-
gued, furthermore, that absolute responding in children was an artifact of the
way the stimuli were presented and that child participants were actually re-
sponding to the relationship between the stimuli and the background frame
on which they were displayed. The debate became finally settled, at least for
human and nonhuman primates, when there was incontrovertible evidence
that absolute values are actually much harder to compute than simple binary
relations (Lawrenson & Bryant, 1972; McGonigle & Jones, 1978; Thomas &
Crosby, 1977).

The relevant point here is that in the course of this debate, some early
investigators trained children on the middle‐sized relation as well as on bigger
and smaller. The primary objective was usually to see if it, too, would be
transposed to new values, but the studies revealed quite startling difficulties by
children up to the age of 7 in simply learning in the first place to select the
middle‐sized from a set of three differently sized objects (Yeh, 1970; Zeiler &
Friedrichs, 1969; Zeiler & Gardner, 1966). Buried within the depths of be-
haviorist research, these findings were reprised in a supposedly neo‐Piagetian
context by Siegel (1972). Described as seriation, this was in fact an ordinal size
training experiment with children, using nonverbal learning methods. In this
experiment, different groups of children between the ages of 3 and 9 years
were given one of various relational discrimination tasks using vertical bars as
stimuli. The absolute sizes of these items varied across trials. Siegel used the
standard reinforcement methods of the time where selecting the correct
stimulus was rewarded with candy. Each child was given a 2‐, 3‐, and 4‐item set
but had to learn only one of the possible ordinal values within each. The most
demanding task turned out to be a 4‐item series in which the trained size was
second smallest. Correctly selecting the inner positions (middle‐sized for 3‐
item sets and second smallest in the 4‐item set) was harder for all participants
than for participants who had to select the end‐points, biggest and smallest.
Even 6‐year‐old children required around 40 training trials to identify the
middle‐sized within 3‐item sets and the second smallest within 4‐item sets, but
there was a dramatic drop in errors by the age of 7.

Two notable features of the discrimination learning studies cited above is
that single size relations were allocated to the participants independently of
any other size within the training set, and the second is that the stimulus sets
were not seriated either for or by the child as part of the task. A single
contrastive case is provided by Brainerd (1978) who found that children
younger than 6 years could match a particular size, out of five, to a numeral
from 1 to 5, but the selection made was from was a highly discriminable
seriated array of five objects. This last finding raises the very issue addressed
by Piaget, which is how does ordinal size understanding relate to seriation?
They may be completely interdependent, as Piaget argued, or sequential
ordering could be the prior and separable foundation for the other, as we
shall argue later in this chapter. We start by restating Piaget’s position and
then considering the evidence as it stands.
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Ordinal Understanding in the Piagetian Literature

For Piaget, transitivity, seriation, conservation of amount, and class‐in-
clusion tasks tapped the child’s ability to coordinate logical and spatial re-
lations, and were assumed to require reversibility of thought. Although, as
noted in Chapter II, this has proved to be an elusive concept in the devel-
opment of seriation (Leiser & Gillierion, 1990), Piaget’s use of the concept
provided a persuasive argument defining the true grasp of ordinality. Where
the objects can be ordered by size, the ordinal position would not just mark
its number but also its rank within an apparently coordinated set of reversible
relations where the child becomes aware that “a given element, say E, is both
longer than those already in the series ( > )E D C, , and shorter than the ones
yet to follow ( < )E F G, ” (Inhelder and Piaget, 1964, p. 257). Spontaneous
seriation at that age was thus said to follow from the perceived necessity that
every item must have a unique position within the set as a whole. This unique
ordinal value was argued to be understood as interchangeable with its car-
dinal value by operational children in that “they understand that the Nth
position corresponds to a cardinal value N which is at the same time greater
than that of the elements A… (N‐1) and less than the elements
(N+1…..T)”—where T represents the final element (p. 134). A corollary to
this is that every ordinal position of an object in a given set, will also be seen
to be logically equivalent to an item occupying the corresponding position in
another set—even when the sets are composed of different items and are not
spatially aligned.

Two classes of task emerged from this analysis. One was based on nu-
merical correspondence alone, where asymmetric relations of difference
played no part. But where understanding ordinal value was being measured,
seriation (e.g., ordering by size) had to occur for those values to be de-
termined. The first class generated the number conservation task, which
received considerable attention in the subsequent literature; the second
generated tests of ordinal size identification, which received almost none.

Number Conservation
In Piaget’s classic number conservation task, children are asked whether

identically numbered sets of objects laid in matching rows one above the
other have the same number after one row is spaced out (Piaget, 1952b).
Piaget saw the ability to conserve number in the face of this transformation as
a triumph of operation over perceptual intuition. Although it does not re-
quire the understanding of an ordinal value within the sets being compared,
he sees both abilities as related to the understanding of cardinality, such that
“an element ‘n’ shall be seen to be permanently after the (n‐1)th and before
the (n+1)th” (Piaget, 1952b, p. 155). The permanence of this cardinal value
should be impervious to spatial layout. Any numerical estimate that took
account of a perceptual layout or transformation was, therefore, and by
definition, a failure to understand the true nature of a cardinal number. In
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Piaget’s conservation experiments, he exposed the conflict experienced by
preoperational children when they could establish cardinal correspondence
through overt counting, but failed to judge equivalence if the objects counted
were visually displayed in a manner suggesting that one had a greater
amount. Stage II children (around 5–6) he describes thus:

Every one of these children concludes that there is equality if the same number of
elements is dropped, one at a time, into two containers irrespective of the shape of
the containers. But when the child afterwards, considers the result obtained
when the shapes are different, his belief in the equivalence is shaken by an
evaluation based on the perceptual relationships. (Piaget, 1952a, p. 32)

Piaget’s explanation of how “lasting equivalence” is achieved involves a
rather convoluted argument that recruits the notion of complementarity
between classes of like elements, that disregard differences, and asymmetrical
relations that disregard equivalences:

Finite numbers are therefore necessarily at the same time cardinal and ordinal,
since it is of the nature of number to be both a system of classes and of
asymmetrical relations blended into one operational whole. (p. 157)

Without straying into Piaget’s argument about the relationship between the
logic of classes and the logic of asymmetrical relations, the key point here is
that there should be an age at which children will not only conserve number,
but also be able to solve class‐inclusion problems. Successful performance on
conservation and class‐inclusion tasks in children of operational age appears to
be fairly robust in that there are no disclaimers regarding children around
seven and older. The claims regarding younger children on both tasks, how-
ever, have been persistently challenged. With regard to number conservation
in particular, the staged progression of preoperational aged children as de-
tailed by Piaget has been subject to revision in the light of subsequent task
variation (McEvoy & Mona O’Moore, 1991; Siegler, 1995). This can be due to
the number and/or familiarity of the items used (Gelman, 1972; Hanrahan,
Yelin, & Rapagna, 1987; Kahn & Garrison, 1973) or the way in which the test
question is put to the child (Neilson, Dockrell, & McKechnie, 1983). When
younger children fail, moreover, some have argued that this is not through a
lack of understanding but simply through their choice to use a more direct
strategy for judging equivalence (Bryant, 1972; Gelman, 1972). Despite this,
Piaget’s assertion that number conservation becomes reliable and spontaneous
between 6 and 7 years of age is still uncontested.

Ordinal Size

The other class of tasks bearing on ordinal understanding was specifically
focused on the organization of asymmetric relations such as size. This has
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been a relatively neglected area of research with the single exception of
transitivity research as discussed in Chapter II. As described there, transitivity
testing never really extended into the comprehension of explicitly seriated
sets and the corresponding ordinal size relations such as second biggest,
middle‐sized, and so forth. Piaget’s own tasks were more wide‐ranging fo-
cusing on the ordinal understanding of internal positions that accompanied
single set seriation, and also on tests of ordinal and cardinal correspondence
of individual items across two sets. The first of these was based on single
element insertion

Insertion tasks. For single set seriation, Piaget’s test simply followed the classic
seriation task, where, as described in Chapter II, children were presented with a
set of different‐sized uprights sticks or rods with which the child is invited to
“make a staircase.” The children were then invited to place a removed element
(stick) into its correct place in in the ordered set. Piaget claimed that this is
achieved at the same time as spontaneous seriation, though detailed group data
are not provided in his accounts (Piaget, 1952a; Piaget & Inhelder, 1974).
Preoperational children—below the age of 6–7 years, and who could only
seriate in a trial‐and‐error fashion—were reported to succeed on insertion tests
in a global fashion provided there was a rough correspondence between the
small and large items on either side of the target item. Characteristically they
could not withstand any contraction, expansion or reversal of one the series—as
with number conservation.

Although Piaget’s claimed age of success was confirmed in subsequent
investigations (Elkind, 1968), the data were reported in terms of stages of
success rather than broken down by age and task factors. Elkind nevertheless
reported that by Stage III (his oldest participants were aged 6 years) the
children were capable of rapid and errorless insertions. Since then, there has
been almost no further research into this simple insertion task. Though
perhaps surprising in itself, this is unsurprising in the light of the fact that
size seriation itself has been a relatively neglected area, as we reviewed in
Chapter I. One exception is a modified replication of the insertion task has
been reported by Blevins‐Knabe (1987a), however, in which a complicated set
of computerized tasks was presented to children aged between 3 and 6 years
of age. Several subtasks were presented (six of which were two‐stick tasks) and
involved placing a correct end or middle stick. Two tasks presented six sticks,
one of which required inserting an end stick. Other tasks (with two or seven
sticks) actually gave the child the correct placement but asked them to choose
the correct length out of two alternatives. The subtask closest to Piaget’s was
the six‐stick internal insertion placement but in fact, this was not presented to
most 5‐ and 6‐year‐olds for the perhaps curious reason that they had passed
two‐stick tasks. The reports of group success (50% or more passing) were, for
5‐ and 6‐year‐olds, being able to center‐insert between two sticks, placing an
end stick beside two sticks, choosing the correct length of a middle stick
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between two sticks and choosing the correct length for an end stick. By failing
to explore beyond middle‐sized in a 3‐item set, there is, therefore, nothing in
the insertion data by Blevins‐Knabe to contradict Piaget’s claim that it is
difficult for children under the age of 7 to identify the internal ordinal po-
sitions within a single set of multiple items. Another rare study on item
insertion was carried out by Pasnak et al. (2015) but it was primarily designed
as an educational intervention aimed at improving sequence pattern recog-
nition and core results on the insertion task are not reported.

Identifying an element. A second method of measuring ordinal size
understanding was delivered in the context of one‐to‐one correspondence
tasks as described in Chapter I. Typically, children would be presented with
(e.g.) 10 wooden dolls differing regularly in height and a set of 10 toy walking
sticks but representing a smaller size range and asking them to match the
dolls to the sticks by various methods. This might be by arranging them so
that each doll can find its stick (implicitly inviting seriation as a preliminary
step) or simply identifying a doll and asking which stick it should take.

As part of this series of experiments, Piaget used one that demonstrated (to
him) the interrelationship between seriation, ordination, and cardination. In
this task, a staircase constructed by the child was disarranged when a doll was
interrupted on a particular step when climbing to the top, and the child had
work out how many steps it had climbed and howmany more steps it had yet to
climb to reach the top. For Piaget, success on this test indicated how far chil-
dren could understand the relationship between ordinal and cardinal number:

the best evidence of their understanding of the relation between ordinal and
cardinal number is to be found in the fact that once the steps already climbed have
been reseriated and counted, the children feel no need to reseriate the remainder in
order to discover how many steps remain to be climbed. (Piaget, 1952b, p. 134)

The cardinal value of the “remainder” is described as “represented by the
subtraction T‐N or (A…T) – (A….N)” (p. 134) where N is the ordinal value
and A and T represents the ends of the series.

As noted earlier, Piaget (1952b) was assuming that the ordinal position was
encoded as a cardinal value where the “element n represents for the child both
the nth position and the cardinal value n” (p. 114). To establish the ordinal and
cardinal value of an item, therefore, it is necessary in these tasks to count from
one or other end of the series as well as ensure that the items are seriated. Yet
counting to establish an ordinal size is a topic that seemed to fall from favor
along with the general interest in size seriation, despite the interest in counting
behavior in the context of number conservation (Fuson, Secada, & Hall, 1983;
Russac, 1978). Number conservation itself can be solved simply by the
observation that nothing has been added or taken way, whereas ordinal size
understanding as measured through correspondence has to involve
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spontaneous counting. All the more remarkable, therefore, that there has been
so little subsequent research bearing on the ability to understand ordinal size
using counting. An exception to this is a study by Kingma (1983b), which
wardrobes had to be size‐matched to the appropriately‐sized puppet but as
every wardrobe came to each puppet’s shoulder, there was a nonordinal and
noncounting basis for making the match. Counting as a skill in its own right,
by contrast, is at the center of the vast burgeoning research on children’s
mathematical development as noted in Chapter I.

Ordinal Position Within a List

On the supposition that children do need to perform a spontaneous count
to solve an ordinal size task, what do we know from the literature about this
ability more generally? That is, when, using their count abilities, can children
can accurately identify the ordinal position within a numbered list (e.g., 4th, 5th,
etc.)? A small number of studies have compared the acquisition of the cardinal
properties of numbers with their ordinal properties and these indicate a selective
difficulty with the latter for children up to 5 years old. Using a variety of tasks,
Fischer and Beckey (1990) found that whereas more than 80% of a group of
ninety‐seven 5‐year‐olds could count and make sets consisting of seven items,
only 31% could point to the “third” in a row of toy cars and only 25% could
name the yellow car as the “fifth.”When asked to specifically order four cards in
order of the number of dots they contained (two, four, five, and seven), only 23%
succeeded. In a later study, Colomé and Noël (2012) used a variety of “give me”
and “tell me” tests to study the relationship between cardinal and ordinal un-
derstanding of number with children aged between 3 and 5 years of age. For
example, using a set of 10 toy cars queuing at a traffic light, they asked children
to “give me the (e.g.) third car.” Five‐year‐olds were 67% correct for smaller
numbers, three and four, and 59% correct for larger ones (six and seven). Half
the time the experimenters denoted the items by cardinal name (“car six”) but
half the time by the ordinal term (“sixth”). Although the authors point out that
children rarely use ordinal words for larger numbers, there was no indication in
their results that the children selectively failed to understand the ordinal terms.
Whatever terms used, the children were worse at these ordinal tasks than the
cardinal ones—in which a specific number was requested (“please put six cars in
my garage”). The authors concluded that ordinality lags behind cardinality, at
least in these tasks, and seems to be a gradual process that needs to be better
characterized by new studies. New studies have not been forthcoming, however.

Ordinality and Seriation: How are they Connected?

The literature as far as it goes thus predicts that ordinal size calculation is as
unlikely to be a spontaneous ability in 5‐year‐olds, as is seriation. If so, the
question is “why?” On Piaget’s account, it is because children of this age do not
understand reversible operations. We, by contrast, having modeled spontaneous
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seriation would argue it is because the application of unidirectional search for a
minimum distance interval is a prior and not yet emergent cognitive procedure.
These are positions that are difficult to distinguish but we aim to do so by the
end of this monograph, as they have important implications for cognitive
growth. In the meantime, there is much we need to discover empirically about
the development of ordinal size understanding as it has been so neglected in
post‐Piagetian research. Motivated by a concern to discover this purportedly
related aspect of size seriation we examined ordinal size understanding in 5‐ and
7‐year‐olds using a variety of tasks, but based on the same stimuli as used in the
touchscreen seriation tasks. This chapter describes our tasks and findings.

General Methodology

Our general methodology was as described in Chapter II for our size
sequencing experiments. Training was used to obtain a measure of acquis-
ition under conditions of touch‐by‐touch corrective feedback as before. In
our earlier studies, a correct sequencing trial was error‐free adherence to an
ascending or descending sequence (of five or seven items) and was indicated
by a fanfare and a man ascending a ladder. For the ordinal tasks, a correct
trial was the selection of the appropriate ordinal position, and the man as-
cended the ladder following a trial block of five correct responses. The trial
block usually represented all five ordinal positions. Further details are pre-
sented for each of the studies that follow.

The design of each task evolved partly as a consequence of what we
discovered in the prior study. The first report describes a matching task in
which a target ordinal size (e.g., second smallest) within a set had to be
matched to the corresponding item from a set of samples.

Experiment 4

Rationale

The question addressed in this experiment was whether children could be
trained on a touchscreen to specifically identify the ordinal sizes of the items
used in the seriation tasks described in Chapter I. As with seriation training,
we started with a modest set size of five items.

Method

Participants

These were 24 children drawn from the same population as the seriation
studies. Twelve of the children (seven girls and five boys) were aged between
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5;1 and 5;8 (Md= 5;3), and twelve (four girls and eight boys) were aged
between 7;1 and 7;11 (Md= 7;7). As before, all of all children had English as
their first language.

Task and Stimuli

The stimuli were the two size ranges of rectangular stimuli as used in
Experiment 1. On this task, both size sets were presented in evenly spaced
randomized arrays (with bottom edges aligned) one above the other, placed
horizontally exactly as they had been for seriation training. Each samples
array was of a uniform color but always different from the target array. The
child was trained to select from the lower (target) display the item that was
the ordinal size match of a blinking sample in the upper one, that is to match
the middle‐sized in one display to the middle‐sized in the other on one trial;
the second smallest to the second smallest on another, and so on. A correct
touch was registered by a bleep; an incorrect touch by a buzz (only icons in
the lower array were touch‐sensitive). Following an error, the arrays remained
on the screen and the sample continued to blink until a correct touch. The
arrays then disappeared for 2 sec, and then reappeared in a new config-
uration and new colors, for the next trial and the next sample. See Figure 16
for an example.

Half the children were given the larger sizes as the sample set and the
smaller sizes as the target set, and the reverse for the other half of each
group. Every size was used as a sample once each within a randomized trial
block of five. Criterion was set at 4/5 completely correct trial blocks within an
upper limit of 40 trial blocks, and TSCR (now) refers to the trial on which the
first successful trial block of 4/5 began.

A short pretraining task was given, using just two sizes and the relations
bigger and smaller, until 4/5 correct choices had been made. Once the child
started on the experiment proper, a display showing a man ascending/de-
scending a five‐rung ladder was used to encourage learning, whereupon he
climbed a rung on correct completion of all five trials within a trial block.
When criterion was met, the man reached an apple on a tree and a fanfare
was played.

At the completion of the task, children were asked how many squares were
in the top row and if they could describe their sizes.

FIGURE 16.—An example of the layout for the MTS task using a 5‐item set (Experiment 4).
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Results

Analyses

The choice data were analyzed for age effects in terms of numbers of
participants meeting the learning criteria, and the learning profiles for
successful participants. RT analyses for successful participants are reported
where relevant. Non‐parametric tests were used where presumptions of
normality of distribution were violated. Effect sizes were calculated using
Cohen’s d for F values and r for Wilcoxon’s Z, where r= (Z/∑N).

Choice

Four of the twelve 5‐year‐olds met criterion, whereas all 7‐year‐olds did
so. The mean TSCR for the successful 5‐year‐olds was 20.5 (SD= 4.1) and 7.4
(SD= 6.6) for 7‐year‐olds. If these data are collapsed into categories 1–20
and 21–40 trial blocks, the distributions are significantly different on a chi‐
squared test, X2(2)= 88.36, p= .001, r= 1.92, a large effect.

The distribution of trials by age group and item position is shown in
Figure 17 (left). One 7‐year‐old was deemed to be an outlier from the rest of
the group in requiring more than 2 SDs from the mean and is depicted
separately. A Kruskal–Wallis one‐way ANOVA found no significant difference
between the distributions for the successful 5‐year‐olds and the outlier 7‐
year‐old, H (1, N= 5)= 1.32, p= .25.

A Scheirer–Ray–Hare two‐way non‐parametric ANOVA was used to
compare the four successful 5‐year‐olds with the remaining 7‐year‐olds
(N= 11). A large main large effect was found for age, F(1,71)= 42.48,

FIGURE 17.—Learning functions for the 5‐item and 7‐item Match‐to‐Sample tasks (Experiments
4 and 5) depicting the average trials to the start of criterion run across each item position, where
position 1 represents the smallest item for both sets.
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p= .010, d= 4.08. There was no interaction between age and item position,
F(1,71)< 1.

A more detailed analysis of the 5‐year‐olds' error was carried out to ex-
plore the source of the difficulty as far as possible and in particular to de-
termine if it was restricted to the positions immediately adjacent to the target.
The total error accruing to each position was calculated for the last 20 trial
blocks (to reduce the effects of initial noise) and is shown in Figure 18, from
which it can be seen that although it is highest around the adjacent items
(one‐step) there is a widespread distribution of errors for all participants for
whom error was within measurable limits.

Verbal Report

The answers to questions were tabulated in a similar way to that described
in Chapter II following the seriation task but with the omission of a question
about order. They were sorted into (a) degree of unique specification, (b)
number differentiated by linguistic label, and (c) number by answer (how
many were there?). As before, labels that were not specific, (e.g., “a wee one
and a small one” or “a middle‐sized and a medium one”) were scored as (a)
specifically identifying only one object uniquely, but two by number of labels
(b). Thus, for example, “smallest and nearly the smallest” was scored as
identifying two in both (a) and (b). The criteria for (a) took the context into
account. If child used the indefinite article (e.g., “a big one”) but did not use
the term “big” to apply to any other, it was scored as identifying one item
uniquely.

As noted in Chapter II, scores deriving from the above experimenter
judgments are essentially categorical rather than continuous, posthoc and
somewhat open to subjective interpretation, but presented as an arithmetic
mean across categories, they offer approximate idea of verbal accuracy.
Scores can vary around the ideal mean of 5 for all categories. It can be seen
from these averaged scores in Table 9 that successful 5‐year‐olds out‐per-
formed the failed participants on all counts but were still far from accurate.
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FIGURE 18.—Distribution of error across item position for Match‐to‐Sample task (Experiment 4).
Standard error is represented by vertical lines.
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Only one child, who was successful, scored 5 on all criteria. No child used
numerical ordinal terms such as “second” or “third,” but seven used the
terms “middle,” “medium,” or “middle‐sized.”One unsuccessful child simply
classified into “big ones and little ones.” Two out of the eight failed children
gave the correct number estimate as did two of the four successful children.

Two of the 7‐year‐old children used the terms “second” or “third,” but
both overestimated the count by one. Eight children from this group used the
terms “medium” or “middle‐sized.” Only seven of the twelve children gave
correct estimates of the number in each set. The incorrect number estimates
varied from “four” to “seven.” One child mentioned his estimate of
two absolute sizes (7 and 10 cm). No child spontaneously mentioned count-
ing the sizes.

Discussion

The main finding from this experiment was the extraordinary difficulty
shown by most 5‐year‐olds (with one exception) as compared with the 7‐year‐
olds, and also as compared to the relative ease with which children of this age
learned to seriate (Chapter I). However, the two findings are completely
reconcilable on the assumption that the MTS task presumes spontaneous
seriation as a necessary if not sufficient condition. In order to find an ordinal
match to the target in the MTS condition, a systematic seriation strategy
would have to be deployed working from one or other end‐point inward,
together with an elementary count. The difficulty shown is entirely consistent
with Piaget’s findings from his correspondence tasks with children of
5–6 years of age: “he never fails to find the correct corresponding element
for the two ends of the series. But as soon as one of the middle elements is
chosen… the child is lost” (Piaget, 1952a, p. 112). This, according to Piaget,
is because seriation is not yet operational. Without resorting to the circularity
of Piaget’s argument (whereby the seriation is not “operational” because it
lacks this corollary skill) we would say that linear seriation is simply not a
spontaneously deployed procedure at this age as clearly indicated by Ex-
periment 1. Without such a readily available strategy, some other heuristic
needs to be used. It is hard to determine what this is, given the very high
spread of error across the set as a whole, and the best we can say is that

TABLE 9
MEAN SCORE FROM VERBAL REPORT OF 5‐ITEM MATCH‐TO‐SAMPLE (EXPERIMENT 4)

Age a b c

5 years failed (N= 8) 2.50 2.00 3.75
5 years successful (N= 4) 3.75 4.75 5.75
7 years (N= 12) 3.92 4.92 5.33

Note. a= unique identifiers; b= separate identifiers; c= number estimate.
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children who struggle with this task seem to resort a more ad‐hoc strategy.
This is possibly influenced, moreover, by the fact that they were having to
deal with two size ranges in identifying the sample and finding the match.
The verbal labels used by the children to describe the items is consistent with
the confusion surrounding the internal items, insofar as they were able to
fairly accurately identify the end‐points but with high lack of specificity re-
garding the other three—even for those who succeeded. Although more af-
fluent, the linguistic descriptions offered by 7‐year‐olds were far less specific
than suggested by their highly accurate performance, and so extrapolations
from verbal protocols have to be circumspect.

Experiment 5

Rationale

The disparity between 5‐ and 7‐year‐olds in the seriation studies described in
Chapter II was enhanced by extending the set by just two items, a factor that
made almost no difference to the performance of older children. The original
intention here was, in a similar manner, to test all children on an expanded set of
items now using the matching task, but the length of training and difficulty that
the MTS task induced in 5‐year‐olds rendered that an impractical objective.
Seven‐year‐olds alone were given a 7‐item set using the rod‐like stimuli for the 7‐
item seriation task of Experiment 3. They were asked about the number of items
in the top row and if they could name their sizes after completion.

Method

Participants and Procedure

Selected from the same population as above, the participants were twelve
children (four girls and eight boys) aged between 7;4 and 8;0 (Md= 7;6). As
before, all of all children had English as their first language.

The method and procedures were exactly as described for Experiment 4,
except that the rod‐like stimuli as depicted in Figure 1B (Chapter II) were
used. From the seriation transfer tests described in Chapter II with another
group of 7‐year‐olds, we had no reason to believe that the new stimuli would
be a source of discrimination difficulty.

Results

Choice

All children reached criterion with an average of 8.4 (SD= 4.5) trial
blocks to the start of the criterion run. There were no outliers in the data set.
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Whereas the performance by 7‐year‐olds showed evidence of learning,
there was insufficient error data to make a meaningful calculation of learning
difficulty by ordinal position, as around half the data points were a zero
(spontaneously correct). The error distribution across items is shown in
Figure 17.

An unpaired t test showed that performance by 7‐year‐olds in terms of
TSCR was not significantly different from the performance of 7‐year‐olds in
Experiment 4, t(22)= 0.42, p= .678.

Verbal Report

The verbal posttest was tabulated as for Experiment 4 and showed high
similarity to the scores for 7‐year‐olds following Experiment 4, with a mean
category score of 3.75, 4.92, and 6.00 for categories a, b, and c, respectively.
The most obvious point to note is that the language used by 7‐year‐olds does
not reflect their level of expertise on the task. Only one child described the set
in a way in which a listener would be able to reconstruct it completely. Seven
children gave the correct number estimate. The incorrect estimates ranged
from “five” to “nine,” although five children spontaneously mentioned
counting. Six children used numerical identifiers such as “second biggest” or
“third smallest.” Seven children specifically mentioned the middle‐sized item;
four naming it as such, the remaining three as the “fourth smallest.”

Discussion (Experiments 4 and 5)

The results from Experiment 5 confirm that there is a radical shift in
ordinal matching ability by the age of 7. The hypothesis generated from the
modeling in Chapter III was that this is supported by a spontaneous de-
ployment of a seriation strategy, starting with one or other end‐point. The
marked difference in the performance of 7‐year‐olds was not fully reflected
however in their ability to verbalize the five or seven size relations or to
correctly estimate the number of items in the set.

The results are consistent with Piaget’s tests of ordinal and cardinal
correspondence but in the context of our program, they raise the question of
why it was so difficult to train the 5‐year‐olds to make the correct match when
they could be relatively easily trained to seriate five items. An obvious issue is
whether the 5‐year‐olds were simply confused by the matching task. The
seriation involves a cumulative procedure in which learning can be built up
gradually, whereas the MTS task has no such structure. The data from studies
such as those of Blevins‐Knabe (1987a) and Siegel (1972) suggest that un-
derstanding ordinal sizes within small sets of two or three items might pre-
cede that of more extended understanding involving four or more items. The
next experiment was devoted to exploring ordinal matching under more
gradualist training.
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Experiment 6

Rationale

The question being addressed here is what lies at the heart of the difference
between monotonic sequential and ordinal size comprehension and, in partic-
ular, whether accidental features of our tasks were responsible for the difference
in performance by 5‐year‐olds. Monotonicity, proceeding from biggest to
smallest or vice‐versa, is an assumed aspect of expertise in each, although it
would be open to the individual as to which end to start the search for middle‐
sized for example. But what of the learner who has yet to achieve that solution?
The monotonic size sequence can enlist this strategy by accumulating correct
responses over time. Once the correct first position is learned, the participant
can concentrate on the next correct and so on. There is no such cumulative cue
in our ordinal matching task, where all items have to be identified in a random
democratic fashion across trial blocks. However, should the difficulty on ordinal
learning disappear under more gradual and cumulative training, then it would
indicate that there is no in principle difference between learning to seriate and
learning to ordinate but rather a task advantage applying to the former because
of its very nature. In this study, 5‐year‐olds were trained on ordinal matching in
a cumulative fashion starting with the two size relations bigger and smaller.

Method

Participants

Fourteen 5‐year‐old children (seven girls and seven boys) were selected
from the same population as before. They were aged between 5;0 and 5;11
(Md= 5;2). All children had English as their first language.

Task and Stimuli

Using the same rectangular stimuli as in Experiment 4 (Figure 16), the
task was presented across four phases. In the first phase, two adjacent sizes
from an end‐point were represented the target stimuli bigger and smaller, but
using the same intervals as in Experiment 4. We shall call this P2 to avoid
confusion between phase number and number of items presented. As before,
a corresponding pair from the other size range was used as the sample
display and, as before, the selection of the size range to be used as the sample
display was counterbalanced across participants. The choice of end‐point was
also counterbalanced, such that for half the children the bigger item would
be 2nd smallest from the set as a whole (the smaller being the smallest one);
for the other half it would be the biggest (the smaller now being the 2nd
biggest). In P3, one stimulus was added on the previous two, at one interval
distance, creating a “middle‐sized” selection rule; in P4, a fourth item was

123

The Development of Ordinal Size Understanding and a Computational Model



added so the ordinal selection rules were now “biggest,” “smallest,” and
“second (or next) biggest” and “second (or next) smallest.” Finally, in P5, all
stimuli were used, thus converging on the MTS task used in Experiment 4A.

For each phase, the task was presented in trial blocks (of two, three, four,
then five trials each) with the ordinal rules randomized within trial blocks
and until a criterion of 4/5 completely trial blocks could be met within an
upper limit of 40 trial blocks. On failure to meet criterion, the child exited
the task and was not given the next phase. TSCR represents the number of
trial blocks to the start of criterion run.

Results

Choice

All children succeeded in reaching criterion on P2 and P3; four failed on
P4, and of the ten who went on to P5, seven succeeded. Table 10 shows the
mean number of trials blocks given to all participants within a phase whether
or not they succeeded, and mean TSCR for successful participants. Com-
parison data from Experiment 4 are shown.

Figure 19 shows the error distributions across all participants attempting
each phase. P5 is compared with the error data from the four successful MTS
participants in Experiment 4. The varying number of participants across set
size makes it difficult to statistically analyze the effect of item position across
each substage of the study. However, the distributions of error in the final
stage are similar to those from Experiment 4 and both are different from an
even distribution, showing most error on the middle three items.

Discussion

In this experiment, the seriation and ordinal task requirements were
converged by introducing a cumulative structure in the ordinal task. This did
not remove the relative difficulty attaching to the ordinal task, however. Al-
though fewer children failed by the final phase than in the corresponding 5‐
item task in Experiment 4, only half the sample here succeeded within the
training limits. The error profiles from that final phase were highly similar to
those from Experiment 4 in showing most error on the middle items.

TABLE 10
PERCENTAGE OF SUCCESSFUL PARTICIPANTS AND MEAN (SD) TRIALS REQUIRED FOR FOUR THE PHASES OF

EXPERIMENT 6

Phase 2 3 4 5 5 Items (Expt. 4)

% 100 100 71 50 33
TSCR 3.8 (5.3) 14.7 (10.5) 16.0 (9.6) 12.3 (8.8) 20.5 (4.7)

Note. TSCR= trials to start of criterion run.
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Taken together the MTS tasks show a level of difficulty that is, in terms of
successful participants, greater than that shown by the 5‐year‐old participants
in Experiment 1 with the same trial limits. Although there was no expectation
that ordinal abilities would be anything other than restricted in this age
group, it is important to be sure that extraneous aspects of the task are not
responsible for their poor performance.

It is in the nature of testing for a mental code representing an ordinal size
value that it is not simply based on the absolute properties of the stimuli. In
the matching task, an ordinal value derived from the sample display has to be
matched to one from a different range of sizes (see also Blevins‐Knabe,
1987a). Although this preserves the essential element of disallowing an ab-
solute size value from being used for correct matching, it could be argued to
be quite confusing to have both ranges present in an overall display of 10
items, which are otherwise similar. (In Piaget’s correspondence tasks the two
sets were usually different objects such as dolls and sticks.) Although a non-
relational match is unlikely for the positions, biggest and smallest, difficulty
in identifying inner ordinal positions could throw children onto an absolute
match attempt under these circumstances.

The next study in this chapter uses a different, single‐set, measure of
ordinal understanding based on a color conditional training paradigm that
had been successfully used with monkeys (McGonigle & Chalmers, 2002).

Experiment 7

Rationale

In this experiment we wished to explore the development of ordinal
size identification without, this time, using a correspondence or matching

FIGURE 19.—Performance by 5‐year‐olds on the four phases of the cumulative MTS task
(Experiment 6) depicting trial of last error across item position and compared with the
performance from Experiment 4.
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technique. Other investigators (Siegel, 1972) have isolated single sizes per
participant. Here we wished to explore the way in which children could
separately identify each and every one of the sizes used in the sequencing
tasks described in Chapter II. The method used was based on training an
association between five different colors and the five ordinal positions, big-
gest, second biggest, middle‐sized, second smallest, and smallest. The ordi-
nal sizes were not specific to one set of sizes to ensure (again) that the ordinal
calculations were not based on absolute properties of the stimuli.

Method

Participants

Fifteen 5‐year‐old children (seven girls and eight boys) and twelve 7‐year‐
olds (four girls and eight boys) were selected from the same population as
before. The younger group was aged between 5;1 and 5;9 (Md 5;5); the older
group between 7;1 and 7;11 (Md= 7;7).

Stimuli

The stimuli were the same rectangular shapes as those used in previous
experiments displayed in bottom aligned single horizontal rows as in the
seriation tasks. Unlike previous tasks, where a single color was allocated to
each child, this time a different color was allocated to a different ordinal rule.
The allocation of five colors to five rules across participants was performed by
allocating each child to one of a set of 5 × 5 Latin square designs, in which
each size rule was randomly allocated to one particular color (from a parent
set of ten). The two size ranges were deployed randomly within colors across
trials.

Design and Procedure

The experiment was conducted in two phases. In the first, the partic-
ipants were given five trials per item before proceeding to the next ordinal
position. The positions were presented in a random rotation with the con-
straint that each was presented once within a total of five trial blocks. At the
start of each new trial block, the child was instructed to touch the stimulus
that “went with” the color. Criterion was achieving 4/5 completely correct
trials for each ordinal position (with two correct from each size range) within
an upper limit of 16 trial blocks on any one position. Training was dis-
continued for this phase if performance on one or more ordinal positions
failed to meet this criterion. Immediately following Phase 1, Phase 2 was
presented with the instruction that the colors would now change each time
and that the child should still try to remember which color went with each
size. Here each ordinal position was presented once each in a random
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alternation within trial blocks of five. The learning criterion was a completely
correct performance on 4/5 trial blocks with an upper limit of 50 trial blocks
(50 trials per ordinal position). A criterion run had to include two trials from
each size range. On both phases, feedback as to progress was shown as before
with a man ascending one rung of a ladder after a correct trial block and
picking an apple from a tree on meeting criterion. Owing to the ambiguity
and difficulty in classifying previous linguistic data from 5‐year‐olds, 7‐year‐
olds only were asked about the number, colors, and sizes of the stimuli at the
end of the experiment.

Results (Phase 1)

Choice

Three 5‐year‐olds failed to meet the learning criterion on this phase
(requiring at least 16 trial blocks on at least one ordinal position); the re-
maining 12 participants succeeded within a mean of 8 trial blocks (SD= 3.1).
All 7‐year‐olds met criterion within a mean of 1.75 trial blocks (SD= .62).
The number of trial blocks required by successful participants in each age
group was significantly different on a Kruskal–Wallis one‐way ANOVA,
H(1, N= 24)= 17.04, p< .001, d= 3.28, a large effect.

The first trial out of a block of five was computed separately from the
remaining trials in that block, on the grounds that the first trial also carried the
highest memory load (i.e., remembering the color‐size association). Figure 20
shows the error distributions from the first trial of each block versus the mean
derived from the subsequent four trials. Five‐year‐olds have been divided into
all (n= 15) and successful (n= 12). Only successful 5‐year‐olds were included in
the comparison with 7‐year‐olds. All children were better on Trials 2 to 5, but
7‐year‐olds were virtually error‐free on these trials. For Trial 1, a Scheir-
er–Ray–Hare two‐way non‐parametric ANOVA showed a large main effect for
age, F(1,106)= 146.72, p< .001, d= 5.13. No interaction was found between
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FIGURE 20.—Learning functions for Phase 1 of the color conditional task (Experiment 7)
depicting the average trials to the start of criterion run across each item position for both age
groups.
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age and item position, F(1,106)< 1. Errors for Trials 2 to 5, likewise, showed a
large main effect for age, F(1,106)= 101.31, p< ,001, d= 4.29. No interaction
was found between age and item position, F(1,106)< 1.

It appears from Figure 20 that the error by 5‐year‐olds is less sensitive to
ordinal position on the first trial as compared with the subsequent four trials.
This was confirmed using an unpaired Wald–Wolfowitz Standardized Runs
Statistic. Trial 1 shows randomness, r=−1.43, p= .08, whereas Trials 2–5
show evidence of a pattern, r=−4.85, p< .001). Figure 20 shows that this
pattern reflects highest uncertainty on the middle item.

Results (Phase 2)

Choice

Two of the 5‐year‐old children who failed Phase 1 refused to continue and
of the remaining 13 who did, five failed to meet the learning criteria on this
phase. The successful participants took an average of 21.2 trials to the start of
criterion run (SD= 14.8). One 7‐year‐old did not complete the phase. Of the
remaining 11 participants who did, all succeeded within a mean of 19.9
TSCR (SD= 12.4).

Figure 21 (left) shows the degree and distribution of error for all 5‐ and 7‐
year‐olds (N= 13 and 11, respectively) and also for successful 5‐year old
participants (N= 8). A Scheirer–Ray–Hare two‐way non‐parametric ANOVA
carried out on the data from successful participants showed no main effect
for age, F(1,91)< 1, nor an interaction between age and position: F(1,91) <1.

Reaction Times

Given the parity (for the first time) across ages in terms of errors com-
mitted by children who succeeded on Phase 2 of the color conditional task,
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128



RTs were examined for any deeper sources of difference. Mean RTs from
successful participants were calculated for the last four correct trials and
subject to outlier replacement (any score more than 2 SDs from the mean was
replaced by the original mean); 6% of cells were replaced for each age group.
The resulting functions are shown in Figure 21 (right) from which it can be
seen that the functions were highly similar. A Scheirer–Ray–Hare two‐way
non‐parametric ANOVA found no effect for age: F(1,91)< 1, nor any inter-
action between age and position: F(1,91)< 1.

Verbal Report

All but two of the twelve 7‐year‐old children were able to correctly verbalize
color associations to the objects, although the size of the objects would not all
have been unambiguously identified by a listener (e.g., “yellow: medium sized;
blue third”). The number estimate was highly accurate with only one partic-
ipant estimating it as “six.” Eight children used numerical ordinal terms such
as “second” or “third” (e.g.) “biggest” and five used those terms in such a way
that would uniquely identify the full set. The score for unique specification by
these participants was 4.3 out of a possible 5.0. There was no favored order
with which they were mentioned; four described them monotonically; four by
mentioning the end items first and the remaining four in random order. One
child only used numbers in a monotonic description: “green: smallest; white:
second smallest; brown—three; blue—four; pink— five.”

MTS Posttest

With eight 5‐year‐old children succeeding by Phase 2 of this study, we
were curious as to whether they would experience the same level of difficulty
on the MTS as the participants in Experiment 4. They were presented with
the task as described in Experiment 4 as soon as possible after completion of
the Phase 2 Color Conditional. Task transfer levels were very high with a
mean TSCR of 5.6 (SD= 2.7).

Discussion

Once again, ordinal identification by size was again shown to be ex-
tremely difficult for 5‐year‐olds even without a matching requirement. This
was evinced even in Phase 1 where the color code for each ordinal selection
rule remained constant for five trials. It was also evident in the fact that
around only half the group succeeded on Phase 2. The error distributions
showed highest difficulty on the middle‐sized item for all participants. The
age difference in training performance on Phase 1 was as evident as it was for
seriation training (Experiment 1) and Match‐to‐Sample training (Experi-
ment 4). Somewhat surprisingly, however, the two groups converged to some
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extent during Phase 2. Although the 7‐year‐olds succeeded as a group, they
showed a level (and distribution) of difficulty similar to the successful 5‐year‐
olds. Unlike the seriation performance in Experiment 1 (Chapter II), fur-
thermore, their RTs were not significantly different from the successful
younger children on Phase 2. This, together with their error on this phase
indicates a possible constraint on how available the codes for ordinal position
(whatever they may be) are for the older children. One possible reason for
this is, because of their short training on Phase 1, the memory requirement
during Phase 2 was relatively enhanced for the older age group, simply due
to reduced initial exposure to the color associations.

The color conditional task therefore now raises the question of why 7‐
year‐olds cease to show the qualitative advantage over 5‐year‐olds they have
shown in every other size relational task we have described thus far, including
Phase 1 of this study. The possibility just raised is that the second phase of
this study imposes a relatively heavier WM on 7‐year‐olds due to reduced
exposure to the color associations in Phase 1. Alternatively, the ordinal ca-
pability shown by the older group may be such that it does not easily permit
such associations to be made under the conditions employed in Phase 2. The
verbal protocols from the 7‐year‐old group indicated that by the end of
training, they had reasonable access to ordinal descriptions. Although
around half the group fell short of uniquely specifying the set, this could
simply be due to difficulty in verbalizing information that is stored primarily
in some nonverbal way. The question is how is that information stored?

We have utilized the concept of LTM in the computational modeling of
sequence learning and shown how it can start to store unitized slots allowing
for spontaneous seriation. So far this has fitted the empirical picture on
ordinal identification. However, we now have evidence that 7‐year‐olds may
have a constraint on how they may store ordinal size relations in LTM, de-
spite their evident ability to compute them during a sequencing task. This
implication does not repudiate the model in itself, but it indicates that our
explanatory model may only be applicable to situations where spontaneous
seriation (the necessary precursor to slot formation) is enabled by the task.
Before pursuing the implications of this possibility, we take stock of what we
can conclude from our experiments on sequential and ordinal size under-
standing thus far.

Summary of Age Differences Across Studies

So far, we have examined the empirical basis for the claim that a shift
occurs in sequential and ordinal size understanding across the ages of 5–7
years. We have strongly endorsed this claim, but with two new caveats arising
from comparing and contrasting across related training tasks using the same
stimuli. The first is that ordinal size identification is considerably harder to
train in 5‐year‐olds than seriation (and marginally harder even for 7‐year‐old
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spontaneous seriators). These results oblige us to treat ordinal size under-
standing as secondary and arguably emergent from the serial processing of
size relations rather than as a codependent ability. The second is that ex-
pertise in identifying ordinal sizes values in the context of sequencing does
not extend to being able to encode them as a set of independent codes in
LTM that can be retrieved at random and applied to a given item outside the
act of sequencing.

Although each study is based on a small sample of the relevant ages, each
one used a depth of training and measurement that goes beyond the one‐off
success criteria of the classic Piagetian methodology. We also checked the
poor performance registered by the younger children across a variety of
conditions, but the level of training difficulty remained fairly consistent.
Initial difficulties that might have arisen from aspects of the matching
paradigm were mitigated by (lengthy) training on a color conditional task, as
also shown by the high level of transfer but this task itself yielded high levels
of difficulty before successful performance was achieved and even then only
by a subset of younger participants.

The tasks were more modest in terms of set‐size/processing load than the
traditional one, in that we used 5‐ and 7‐item sets rather than the 8‐ to
10‐item sets more commonly employed. Does this raise the possibility that
7‐year‐olds may not have shown the spontaneity they evinced in seriating and
matching correctly had the sets been larger? Apart from the fact that no
suggestion arises in the literature that set size would affect older children, the
modeling carried out to explain seriation spontaneity in Chapter III predicts
a natural extension to larger sets. The main point is that difficulty by 5‐year‐
olds has been documented with very small sets well within their counting
range. Seriation ability does appear to change dramatically between these
ages but ordinal identification even more so.

New Questions Arising

Assuming that we have stumbled upon a problem with the accessibility of
ordinal codes in 7‐year‐olds, we now have to consider what that might be,
and in what sense it is different from the way that ordinal sizes were codified
to solve a matching task. We have already speculated that ordinal position
may be quickly and expertly calculated using a spontaneous monotonic
search strategy from either end‐point of the series together with a possible
stop‐rule or count applied to the search. So far, this is consistent with the
results from 7‐year‐olds in Phase 1. Although the first trial of each trial block
puts some strain on their memory for the correct color‐size association, once
retrieved the ordinal position in WM can now be used in order to solve Trials
2–5 without having to retrieve anything else from a WM store other than
some sort of count or tally based on performing a principled search. In Phase
2, however, a much greater strain is put on remembering all the ordinal
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values and accessing them at random from LTM. Here it seems that an
arbitrary symbol like a color is not easily used as a place marker in memory
for ordinal position for reasons that are not clear. Seven‐year‐olds took fewer
than four trials to learn an arbitrary color string in Experiment 1 and so
learning a list assigning each color (a symbol) to each successive position
would seem a task well within their WM capability.

One resolution of the paradox would arise if the codes representing or-
dinal values are not stand‐alone entities (at this age) in the way that color
names are, but are tied to online visuomotor search‐and‐stop procedures that
require cueing from the visual field. Any codification remembered as a tally
or a count would be stored temporarily until a response was made. In those
terms, the MTS tasks provides a visible sample array, cueing a count to be
made to the flashing object from the nearest end‐point (as in MTS). The
count is remembered until a similar visual search procedure is carried out on
the target array. On this view, the match is not made on the basis of an
abstracted or symbolic rule such as “find second biggest” but simply on a
count‐and‐stop procedure cued directly from the samples array. Similarly,
Phase 1 of the color conditional task provides a type of “pointing” to the
correct stimulus (and count) on the first trial and no other tally or count has
to be remembered until the next trial block. Phase 2, however, does not have
the feedback from the immediately previous trial to provide the count value.
Here the only rapid solution would be to rely exclusively on separate “codes”
for ordinal size that exist in LTM in order to construct the full list of map-
pings. That they can do so by the end of training shows that this is at least
achievable by some means for this size of set for 7‐year‐olds and even around
half of the 5‐year‐olds. However, the convergence across age in terms of
relatively lengthy training and similarity in RT profiles suggests that there is
at the very least a lack of availability of stand‐alone ordinal codes for all these
children that requires further scrutiny. The divergence across groups for
Phase 1, by contrast, suggests that principle search can indeed be augmented
by a search‐and‐stop count or tally enabling ordinal identification by 7‐year‐
olds at least under some conditions.

Before pursuing these possibilities further, we must acknowledge that
memory for color associations is a possible confound in this task. We now turn
to a different and more direct means of evaluating memory for ordinal sizes.
The final study in our program describes a single set sequencing task—not
monotonic seriation as described in Chapter I, but non‐monotonic ordering of
ordinal codes.

Experiment 8

Rationale

This study tested the ability of 5‐ and 7‐year‐olds to store ordinal codes in
a fixed random order in LTM. The task was a sequencing one, run in exactly
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the same way as the serial monotonic tasks described in Chapter I. Here,
however, the sequence could not be computed on line by seeking the next
biggest/smallest from one end. It could be learned only by forming a list of
ordinal sizes in the form of five distinct codes, whether as numbers 1–5 or as
labels, “biggest,” “second biggest,” and so forth.

Method

Participants

Drawn from the same population as the other experiments, there were
twelve 5‐year‐olds (seven girls and five boys) aged between 5;0 and 5;10
(Md= 5.02). The older group (four girls and eight boys) were aged between
7;4 and 7;11 (Md= 7;8). All children had English as their first language.

Stimuli and Task

The stimuli and screen presentation were identical to that used for the 5‐
item monotonic seriation condition described in Chapter II (Experiment 1).
Two size ranges, as used in all the above tasks, were presented across trials in
random alternation. The single difference from Experiment 1 was that the
stimuli had to be touched in a fixed random sequence. There were several
ways of constructing such sequences and allocating them to participants. To
allow at least some comparison to be made within participants in terms of
“level” of non‐monotonicity, two sequences were selected; one closer than the
other to the monotonic version. Neither sequence started with an end‐point.
The “easier” sequence started with a “next to” end‐point, had a mean of 1.75
interval distances between the items and only one change of direction. This
sequence was second biggest, middle‐sized, smallest, second smallest, and
biggest, hereafter called 4 3 1 2 5 where 1 denotes smallest, 5 biggest. The
harder sequence—3 2 5 1 4—started with middle‐sized, had a mean interval
distance of 2.75 and three changes of direction. Half the participants were
allocated to one; half to the other. Whatever the outcome of training on the
first sequence, the other one was presented as a posttest so that all partic-
ipants attempted both sequences.

Procedure

The training procedure was the same as for the seriation task described in
Chapter I. In summary, this involved a sequence pretraining episode in which
children learned to touch two shapes in a particular order by listening to the
bleep/buzz feedback. They also learned that the intertrial image of a man
ascending a ladder to reach an apple indicated success and progress to crite-
rion. Training on the 5‐item size sequence then followed, and children were
told that they now had to learn to touch the sizes in a particular order. As it
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became quickly evident that this was far harder for all participants than seria-
tion training, the upper limit of training was set at 100 trials as long as the
participants appeared to be happy to continue trying. Training thus occurred
over consecutive days for some participants. After completion on each sequence
participants were asked in what order they were to touch the squares and how
many there were. They were not corrected or pressed for further information.

Results

Choice

Four out of the twelve 5‐year‐olds failed to meet criterion within 100 trials
on the harder sequence (one refused to continue after 70 trials). One failed
and one refused to continue after 50 trials on the easier sequence. The
overall mean TSCR (SD) for successful participants was 34.3 (19.9) for the
easier sequence (N = 10) and 38.6 (19.5) for the harder sequence (N = 8). All
7‐year‐olds succeeded with a mean (SD) of 14.8 (10.7) for the easier sequence
and 20.9 (15.9) for the harder. The age difference for successful participants
(when combined across sequence type) was significant on a Kruskal–Wallis
one‐way ANOVA, H(1, N= 22)= 6.28, p= .01. This was a large effect,
d= 1.12. There were no significant effects of sequence for either age group or
when groups were combined (averaged). Paired‐sample t tests for the suc-
cessful 5‐year‐olds showed no effect of task order, t(14)= .25, p= .82, but a
large effect for 7‐year‐olds: t(22)= 4.9, p< .001, d= 1.41.

Similar results were obtained when analyzed within each condition. A
Scheirer–Ray–Hare two‐way non‐parametric ANOVA with a large main effect
was found for age, F(1,96)= 41.95, p< .001, d= 2.91, for the easier con-
dition, but no interaction between age and item position, F(1,96)< 1. For the
harder condition a large main effect for age was found: F(1,96)= 19.23,
p< .001, d= 1.97 but no interaction between age and item position:
F(1,96)< 1. The error distributions are shown in Figure 22.
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FIGURE 22.—Learning functions for 5‐item non‐monotonic sequencing (Experiment 8)
depicting the average trials to the start of criterion run across each item position and
across two series; the “easier” being closer to a monotonic one than the “harder.”
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Verbal Report

The analysis of verbal descriptions of the stimuli was based on the reports
of all children irrespective of success on the task and focused on (a) whether
or not a listener could work out the sequence that had just been presented to
the child (yes= 1, no= 0); and (b) the mean score based on the number of
items that were uniquely identified during the description of the order. For
example, whereas “little bit bigger; little bit smaller; big then tiny then small
big one” would be “no” in (a), it would gain a score of 3 in (b) as “tiny,” “big,”
and “small big one” were reasonably unambiguous descriptions of the
smallest, largest and second largest in their correct positions in the set. The
value in (c) was the mean number estimated by children to be in the set.
These estimates ranged from “four” to “six” for both groups and two 5‐year‐
olds said they didn’t know. As the sequence started on an inner position, the
term used to describe it was scored in (d) in terms of unique identification,
for example, “the one next to biggest” (easier sequence) or “the medium
one” (harder sequence). This was a given a score of correct (1) or incorrect
(0). The data from both age groups are shown in Table 11.

Given the particular demand to remember each position separately from
every other in this task—which we thought might induce a numeric code—we
scored the verbal descriptions under (b) in Table 11 under specific categories.
These were: incorrect; relational (e.g., “middle‐sized” or “one below big-
gest”); and numerical relational (e.g., “third biggest” or “second smallest”).
These data are shown in Figure 23 from which it can be seen that there was
large shift toward the numeric relational codes for 7‐year‐olds though it still
represented only around half of the total descriptions. No child used a single
real number.

Discussion

Although results from the non‐monotonic sequence showed a difference
between 5‐ and 7‐year‐olds, this could not be described as indicating a dis-
continuous shift in ability in the way that age differences in size sequencing
were manifested. Although they demonstrated significantly faster learning,

TABLE 11
MEAN SCORE FROM VERBAL REPORT OF 5‐ITEM NON‐MONOTONIC SEQUENCE (EXPERIMENT 8)

5 Years 7 Years

Task a b c d a b c d

Easier 0.08 1.08 5.18 0.25 0.67 3.75 5.25 0.75
Harder 0.08 1.54 5.45 0.42 0.50 4.08 5.08 0.67

Note. a= order correct (max= 1.0); b= unique identifiers; c= number estimate; d= correct description of
1st item (max= 1.0)
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the older children were far from spontaneous in correctly adopting the ar-
bitrarily ordered sequence of sizes. Of note was the fact that they took a mean
of 11 trials to even learn the first item in the sequence (the middle‐sized one).
They did, however, show a strong effect of practice suggesting that they were
initially affected by the unfamiliarity of the task.

Experiment 9

Experiments 7 and 8 have introduced an issue that we have not en-
countered either in reports from previous research on ordinal size under-
standing, or from our previous experiments. This is the issue of having to
recall ordinal sizes from memory as distinct from computing them in situ.
The issue became evident when we tried to ensure that younger children
were not being overwhelmed by large stimulus arrays and switched away
from a matching paradigm to a color conditional and then to a non‐mon-
otonic sequencing task. In so doing, the paradigm shift has also revealed a
possible constraint on how older children succeed in their ordinal size
abilities. To be clearer about the degree and severity of this constraint, a
new group of 7‐year‐old participants was given 7‐item non‐monotonic task
using the same rod‐like stimuli as used in 7‐item monotonic sequencing task
(Experiment 2) described in Chapter II. On the premise that the longer
sequence might engender much greater difficulty, a subgroup of 7‐year‐olds
(N = 8) were given the 5‐item non‐monotonic sequence first (using the rod‐
like stimuli) and then transferred after learning to a longer sequence of
seven items. This is called Experiment 9A. The difficulty already encoun-
tered by the 5‐year‐olds on the 5‐item task disallowed the use of younger
participants on longer sequences.
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FIGURE 23.—Frequency (by percentage) of linguistic label used to describe the first item in
the non‐monotonic 5‐item sequence (2nd biggest and middle‐sized) for both age groups.
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Method (9A)

Participants

Participants were eight 7‐year‐olds (five boys and three girls) ranging in
age from 7;5 to 8;1. with a median age of 7;6.

Stimuli and Task

To allow seven items to be placed on the screen, these were the rod‐like
stimuli used in Experiment 2 (Chapter II). The sequences were once again
43125 (“easier”) and 32514 (“harder”). However, after learning the first se-
quence the same participants were given two new stimuli of the same interval
distance added at the “large” end. Thus the “small” range stimuli were (in
height) 10–30 mm and the large range were 30–50mm and then 30–60mm.
The transfer sequence for the easier task was now 6512743, preserving the
start item as second biggest and the interval distances and changes in di-
rection for the first five items in the set with a new mean interval distance of
2.5 and two changes of direction. Similarly, the new “harder” sequence
(4371625) also preserved the start item (middle‐sized) and the adjacency
relationships for the first five items with a new mean interval distance across
all seven items as 3.83 with a total of five changes in direction. Based on the
7‐year‐old performance in Experiment 8, 50 trials were allowed for the initial
5‐item sequence and a further 40 for the transfer phase.

Following completion of the transfer phase, children were asked how the
sequence was different from the first (5‐item one) and to specify any differ-
ence in the number of items.

Results (9A)

Choice

One participant failed to meet the learning criterion for the 5‐stimulus
“harder” sequence but passed on the transfer phase, whereas two participants
failed on the transfer on this sequence. The mean (and SD) TSCR for the 5‐
item easier task was 16.8 (2.4) for successful participants and for the harder
task was 17.4 (6.8). The corresponding TSCR data for the 7‐item transfer
phase are and 20.75 (5.7) for the easier task and 28 (8.5) for the harder.

Verbal Report

All children noted that there were two more items, but the question
provoked answers that were difficult to interpret as some appeared to be
describing the new order; others the new sizes. However, six children men-
tioned a “fourth” biggest or smallest, and one mentioned a “fifth biggest”
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when describing the previous set, but the order described for the new set only
went up to this “fifth biggest” and not beyond.

Summary (9A)

The pilot study indicated that 7‐item non‐monotonic sequencing, al-
though difficult, is within the capability of 7‐year‐olds at least under transfer
conditions. To obtain a fuller comparison with 7‐item MTS and monotonic
seriation, a new group of 7‐year‐old participants were given the 7‐item task
from scratch.

Method (9B)

Participants

Participants were twelve children (four girls and eight boys) aged between
7;5 and 8;1 (Md= 7;7).

Stimuli and Procedure

The two 7‐item sequences as described for Experiment 9A were randomly
but equally allocated to the participants. On completion (successfully or not)
of the first sequence, the second one was presented. Training was conducted
across consecutive sessions if necessary. Participants were allowed to continue
for an upper limit of 100 trials if they were willing to keep trying. Children
were asked about the order and number of sizes after successful completion
of each sequence provided there was time left after the successful session.

Results

Choice

One child failed to meet criterion after 100 trials on the harder sequence;
another refused to continue after 43 trials. Three children gave up on the
easier sequence after 50, 52, and 83 trials, respectively. The mean (SD) TSCR
for the remaining children were 28.0 (11.6) and 26.5 (14.5) for the easier and
harder sequences. Paired samples t tests found task order to be significant,
t(22)= 2.77, p= .02, d= 0.79, an intermediate effect. A Scheirer–Ray–Hare
two‐way non‐parametric ANOVA found a large effect of task in favor of the
easier over the harder, F(1,136)= 19.84, p< .001, d= 2.16, but no interaction
between task and item position, F(1,136) <1.

The learning functions for all successful participants are shown in
Figure 24.
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Verbal Report

Owing to the unwillingness of one participant to describe the sequence,
plus the four failed attempts, there were 17 protocols in total (eight for the
easier sequence, nine for the harder). The scores are shown in Table 12. Only
two descriptions out of the total would have permitted a listener to identify
the order, and the levels of specificity were only at maximum for four par-
ticipants (on the easier sequence). The incorrect number estimates varied
from “six” to “ten.” All children except one used numerical relational terms
but one just said there “big ones and little one—four big ones.” All other
children correctly identified the second biggest (highest, tallest) start end‐
point and described it in those terms, though one said it was “one just shorter
than the biggest.” Seven of the eight correctly identified the start end‐point
as medium in the hard series, although only one named it as such. The
remainder called it “fourth smallest” (N= 3) or “fourth biggest/tallest”
(N= 4). One participant was unsure and said “fourth tallest—smallest I
mean.” Two participants described the last two items in the series as outliers,
that is (for middle‐sized and second smallest), “there were two left—biggest
then smallest” and (for 2nd biggest, 2nd smallest, and 3rd biggest) “there
were three left—biggest out of the three, second smallest, then the one that
was left.”

FIGURE 24.—Learning functions for 7‐item non‐monotonic sequencing (Experiment 9)
depicting the average trials to the start of criterion run across each item position and
across two series; the “easier” being closer to a monotonic one than the “harder.”

TABLE 12
MEAN SCORE FOR 7‐YEAR‐OLDS DURING VERBAL REPORT OF 7‐ITEM NON‐MONOTONIC SEQUENCE

(EXPERIMENT 9B)

Task a b c

Easier (N= 8) 0.25 6.00 7.12
Harder (N= 9) 0.00 3.56 8.56

Note. a= order correct (max= 1.0); b= unique identifiers; c= number estimate
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Discussion

The expanded (7‐item) non‐monotonic task proved very hard for 7‐year‐
old children when given from scratch. Our prediction that one version might
be easier than another if it adhered more closely to a monotonic series was
given some support, but this is a factor that would require a very much larger
study in order to de‐confound ordinal position with the intervals between
items and the changes in direction. In the current study, moreover, there
appeared to be an effect of practice, as if a heuristic for solving the task was
becoming available at least to some participants. Despite the many questions
that this task now raises, the results show unequivocally that, although 7‐year‐
olds may be able to compute ordinal sizes on‐line, encoding these as a fixed
list in LTM is another matter. As the adult investigators and their colleagues
were genuinely surprised at how hard children found this task, we decided to
carry out a brief but systematic check as to how intrinsically hard the non-
monotonic task might be even for adults. There were no precedents at all in
the literature for a task of exactly this sort and so we carried out a short study
with adult students and colleagues from our lab.

Experiment 10

Rationale

This was short evaluation of the intrinsic difficulty of the nonmonotonic
task using adult participants.

Method

Participants and Design

These were eight students and staff (three female and five male) at our
lab ranging in age from 21 to 40 years in age. Although educated to Uni-
versity level, none were involved in the ongoing research and only one was a
psychologist. Bearing in mind that their abilities on computerized task might
be higher than the in the average adult population, we attempted to gain a
comparison regarding the relative difficulty of the non‐monotonic task Ac-
cordingly, it was presented within a set of all the 7‐item tasks as given to
children. For four participants the order was Match‐to‐Sample, Non-
monotonic sequencing, Monotonic sequencing, and Color sequencing. For
the remaining four the order was Color, Monotonic, Non‐monotonic, and
MTS. Four were given the “harder;” four the “easier” Nonmonotonic task
and all participants were asked about the order and number of items after
this task. The procedures for all tasks were identical to those described for
children.
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Results (Adults and 7‐Year‐Olds Compared)

Choice

All adults solved all tasks without difficulty and, specifically, for the
nonmonotonic task, they started criterion run in an average of 7.3 trials
(SD= 3.4). The nonmonotonic task was therefore nearly eight times easier
for adults than for successful 7‐year‐olds in terms of learning criteria. To
place these findings in context and for illustrative purposes only, Figure 25
shows the performance in terms of mean TSCR across all four tasks given to
adults compared with the comparable data from 7‐ year‐olds reported earlier.
(Error bars would make this graph highly unclear and are not depicted.)

Reaction Times

As the error level was too low in adults to see if the level of nonmonotonicity
affected them (there was mean difference of 0.3 TSCR), we compared their RTs
once the sequence had been acquired to see if this continued to affect per-
formance even in skilled learners. RTs from correct sequences during the cri-
terion run (8 per ordinal position for 7‐year‐olds and 4 for adults) were collated
and subject to replacement of outlier cells, where any single RT that was more
than 2 SDs from the mean for that column (ordinal position) was replaced by the
original mean. Around 20% were replaced distributed across participants.
Similar outlier replacement in adults resulted in 26% replacement. The data
from the first and second presentation was combined for 7‐year‐olds. A com-
parison of functions for children and adults is given in Figure 26.

Large main effects were found for age for both the easy and hard con-
ditions using a Scheirer–Ray–Hare two‐way non‐parametric ANOVA, F
(1,710)= 24.92, p< .001, d= .99 for the easy condition and F(1,780)= 28.83,
p< .001, d= 1.05 for the harder. Both groups showed large effects of task in

FIGURE 25.—Summary of performance on sequencing and ordinal tasks by 7‐year‐old
children and adults showing mean trials to the start of criterion run.
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favor of the easier task, F(1,1053)= 25.26, p< .001 for 7‐year‐olds, and F
(1,437)= 9.7, p= .002 for adults. The functions are shown in Figure 26.
However, as Figure 26 shows, much of this effect can be attributed to the
difference at the first position. This was confirmed by t tests comparing the RT
values at each position for both easy and hard conditions for each age group,
which showed that for the 7‐year‐olds, the harder condition was approximately
3 sec slower on average, t (150)=−5.56, p< .001, r= 0.90, a large effect, and
for the adults, the harder condition was approximately 2 sec slower on average,
t(62)=−4.90, p< .001, r= 1.23, a large effect. The t tests for the remaining
positions for 7‐year‐olds and adults showed a mixture of significant and in-
significant differences, with RT differences varying between 0 and 1 second.

Verbal Report (Adults)

Five out of the eight participants described the sequence accurately, all gave
the correct number estimate and the mean score for linguistic specification out of
a maximum of 7 was 6.0 Although they were all scientifically trained, only two
participants converted the sequence into numbers; the remainder used the same
numerical relational terms as the 7‐year‐olds, including the middle‐sized one that
was described as such by only one participant (the rest used “fourth largest” or
“fourth smallest”). However, one participant said he counted to find (number)
four each time but did not report the sequence in terms of numbers. Two par-
ticipants (like two of the 7‐year‐olds) described the last two items in the sequence
separately from the rest: “of the two remaining it was the larger than smaller” and
“out of the two left—big then little—they were both kind of middly.”

Discussion

It was not our purpose to carry out a full and formal comparison between
7‐year‐olds and adults on the nonmonotonic task but rather to ensure
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children had not been given a task that is in principle very difficult to solve.
The data from the adults disconfirmed this possibility in showing rapid
learning, but neither the verbal reports nor the RTs suggested that there was
any radical difference across age groups in terms of how the sequence
was being executed once learned. The adults were as sensitive to task diffi-
culty as were the children and as shown by their RTs. In other words, both
groups appeared to execute the sequences in a similar way—a finding we
shall reconsider in Chapter V. In the meantime, we must conclude that,
whatever changes may occur later, for 7‐year‐olds, ordinal size calculation
abilities do not easily extend to the codification required to support the
learning of a non‐monotonic size sequence.

Empirical Assay: Summary and Discussion

In this chapter, we have explored the development of ordinal size un-
derstanding across the age span during which a dramatic change in seriation
abilities takes place. We have tested ordinal size understanding using a cor-
respondence method, a color association method and finally a method in-
volving having to remember how ordinal sizes were sequenced within an
arbitrary list. All these tasks showed high levels of difficulty for 5‐year‐old
children for small 5‐item sets and even for sets of four items (Experiment 6).
All tasks showed greater difficulty than reported in Chapter II for size se-
quencing. Although aspects of matching and color conditional training could
account for some of the discrepancy, it is nevertheless the case that 5‐year‐
olds did not show the ease of ordinal identification shown by 7‐year‐olds
under the same conditions—at least in the matching task and Phase 1 of the
color association task.

So far, we can say that the improvement in ordinal identification that we
found to occur by 7 years of age is in agreement with Piaget’s findings of
robust ordinal size correspondence for children of that age. However, in
pursuing possible task artifacts we introduced a memory requirement that
generated the unexpected finding that 7‐year‐olds were now no longer
proficient. This has an immediate implication from the conclusions that
Piaget drew from his correspondence and insertion tasks. For Piaget, the
connected relationships that appear at around 7 years of age are between
spontaneous seriation, effective counting, and ordinal and cardinal under-
standing. On his account, identification of the correct matching item would
equate to assessing each item in the sequence as a potential count to item N,
as well as encoding the count as a cardinal and ordinal value. In a situation
such as a matching task, these are hard to disambiguate. When we removed
the matching factor, however, it became apparent that 7‐year‐olds were not
necessarily converting the ordinal code to a cardinal value that would allow
an easy mapping to a color (such as 2= green) or a disordered sequence to be
remembered (43125). This puts a spotlight on how the 7‐year‐olds do not
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solve ordinal identification tasks and so we consider this now in relation to
the results from Experiments 7–10.

LTM and the Encoding of Ordinal Values

In the first phase of the Color Conditional task (Experiment 7), older
children rapidly identified the correct position after the first trial on which
they learned (or were reminded of) which color went with which stimulus. In
Phase 2, when the trials were randomly alternated, their performance was no
longer different from successful 5‐year‐olds, suggesting that an important
support for their ordinal abilities was now missing.

One such support is the immediately prior prompting of the correct
position. In all of Piaget’s tasks, in our own Match to Sample task, and in
Trials 2–5 of our color conditional task, the correct position (count) within the
set has been singled out and identified first. The participant can carry that
count forward when attempting the match or, in the case of the color con-
ditional task, the subsequent trials where the color cue remains the same. In
Phase 2 of the color conditional task, there is no such cue, and on each and
every trial, the correct count for the presented color has to be retrieved from
memory from a set of alternatives. In reviewing the relevant research, we can
see that this last feature is unusual for tests of ordinal size comprehension. In
size discrimination learning, different size rules are not randomly interleaved
but kept constant until criterion is met. In Piaget’s ordinal correspondence
tasks, one particular item is singled out for matching. This item furthermore
can be found by seriating the other items in the array. The seriation mod-
eling described in Chapter III is in fact quite consistent with this conclusion.
The principled search that was envisaged to be enabled by spontaneous se-
riation task could presumably be accompanied by some sort of tally whose
size value only needs to stay in WM long enough to find the corresponding
tally in the other array. This hypothesis is operationalized in the model at the
end of this chapter.

However, as far as the color conditional task is concerned, having to
remember a set of arbitrary color associations in addition to the ordinal codes
was a possible confound. We tested memory for ordinal codes more directly
without this confound in our nonmonotonic sequencing tasks (Experiments 8
and 9), which had no such requirement. Here we encountered even greater
difficulty, not only by 5‐year‐olds but also by 7‐year‐olds, especially for 7‐item
sets. We now had a strong indication not only of what expert seriation implies
for 7‐year‐olds but also what is not implied by it. These children did not
appear to have any LTM or permanent memory for ordinal codes that can
exist independently of the on‐line procedures for computing these values.
The results from adults showed that it is possible to learn this task quite
rapidly in principle (though there was little support from their data that the
ordinal positions were automatically codified as numbers). There are many
reasons why adults found this easy (and we return to this issue in Chapter V).
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We now suppose that the only option available to the 7‐year‐old when
trying to learn a non‐monotonic sequence as fixed list, is to use the same
(monotonic) search strategy as if they were seriating. If so, every ordinal
position would become associated with a specific search procedure based on a
monotonic core where each series is treated as a greater or less departure
from monotonicity. Short‐cuts for such a procedure could involve mini‐se-
quences such that, for example, the sequence 43125 would be coded as a
monotonic downward sequence from biggest (but where the first item is not
selected), then a switch to an upwards mini sequence from smallest, finally
followed by choosing biggest. Such a strategy which would explain the effect
of relative disorder (which manipulated adjacency and number of switches)
on the performance in the nonmonotonic tasks. It would also explain why
even the first item in the sequence was so inadequately described. The ex-
pertise gained across tasks would be a matter of becoming readier to apply
such an ad‐hoc strategy on to a new sequence. Having to remember a dis-
ordered sequence thus seems to lay bare the fact that serial monotonic pro-
cedures for ordinal calculation by children of 7 years old are highly expert
but are also the only means by which they can encode and remember the
ordinal values.

Taking our studies on ordinal understanding together we can now re-
inforce the picture with which we concluded Chapter II, in confirming the
phenomenon of a shift in ordinal size understanding between 5 and 7 years
of age. As for the doubt raised at the end of that chapter regarding Piaget’s
account of the shift, we now submit that it is not easily explicable as the
deployment of a reversible atemporal “operation.” This is for two reasons.
First, we were able to explain principle seriation and ordinal identification
without recourse to this concept, and using, by contrast, a concept of serial
unidirectionality. Second, if the 7‐year‐olds had access to the ordinal in-
formation in logical and atemporal terms, the non‐monotonic task should
have posed no real difficulty. In fact, it is a moot point as to whether such a
logic would suggest any less privileged status to a non‐monotonic as opposed
to a monotonic order—apart from perhaps greater familiarity with the latter.
Certainly, one nonmonotonic order should be equivalent to any other.

As for what does seem to be controlling choice in the older children,
seriating the items prior to choice appears to be the means by which a spe-
cific ordinal code is generated. Both WM and LTM clearly have a role in this.
The formal modeling that follows makes explicit how these processes could
work to explain our results.

A Computational Model of Ordinal Competence

In Chapter III we presented three models which illustrated our general
hypothesis as to how developmental progression between trial and error and
principled size sequencing happens. We argued that a trial‐and‐error
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learning process creates a probabilistic serial order ranking within LTM
(heuristic search model), which when combined with an increase in WM
power (transitional model) allows a discontinuous change to spontaneous size
seriation powered by a “select smallest difference” rule (principled search
model). Specifically, we argued that the combination of Beta probability
distribution stability and link stability jointly create a slot in LTM repre-
senting a separate unit for every item in a series. To this general hypothesis
we now add the proposal that it is the use of these slots to store the cumu-
lative tallying of the links that allows the agent to solve ordinal matching
problems.

This extension to ordinal competence needs a new model, but crucially
using the same representations that were formed during the transitional
model presented in Chapter III (Beta distributions and the links between
them). In Figure 27, we propose an architecture for an ordinal search model, in
which an agent is presented with a matching to sample task aligning to the
MTS task presentation in Experiments 4 and 5 in this chapter.

FIGURE 27.—Task and agent architecture overview in the ordinal model simulation. A task
change from one that demands serial to one that demands ordinal competence forces the
agent to leverage the slots (LTM Slot) previously established in long‐term memory (LTM) via
the transitional model. These slots are used by working memory (WM) to facilitate a count and
tally of the number of times a smallest size difference encounter has occurred. In this scenario,
stimulus ′C3 within the bottom array contains the target stimulus. The agent must recognize
the target stimulus as analogous to the source stimulus C3 (flashing on the screen, indicated by
the bold border) within the top array. The principled search model routines are (re)used to
select the source stimulus, with the addition of a cumulative tally being made until the source is
reached. When the source stimulus is reached within the top array, the cumulative tally is
stored, indicating the stopping condition. The agent then interrogates the bottom array, again
cumulatively tallying up the smallest size difference stimulus encounters, until the target
stimulus, ′C3 , is reached.
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In Figure 27, source array stimulus C3 flashes, indicating to the agent to
scan to it from the end (big or small) closest to it, tallying the stimuli en-
countered on the way. On reaching C3, the agent scans the target array from
the end selected within the source array scanning, and again tallies up the
stimuli, the stopping condition being the equivalent number of tallies that
were recorded for C3, the target being ′C3 .

The agent searches of source and target stimulus arrays using a “select
smallest difference” rule, which was used within the principled search model
in Chapter III. However, in this task scenario, which involves stopping during
a search of a source array and finding a corresponding stimulus in a different
array, merely seriating spontaneously is not enough. Such an ordinal iden-
tification task requires deeper information processing in terms of searching
and recording a count of stimuli. The slot placeholders in LTM are updated
from WM to store this count. The ordinal requirements of the MTS task
provoke a competence that was dormant but not required in a spontaneous
seriation scenario. Specifically, slots formed on the agent having reached
threshold levels of rank order precision and set element relational invariance
(each ordinal position now being seen as a discrete unit) can now be lever-
aged as holders in LTM to store the “stop” position until the equivalent
position is found in the target array.

The tallying mechanism can be understood as follows. On each trial, we
begin with a pair of empty lists in WM, one of which represents the source
stimulus array, = ( )Source ? , and one the target stimulus array, = ( )Target ? .
On each trial, a flashing stimulus in the source array indicates the ordinal
position that must be selected in the analogous target stimulus array.

When an agent scans the source array from one of the end‐points, and
encounters a stimulus that is not in the required ordinal position, it marks
this encounter in the source stimulus array in the source list (e.g., for the first
encounter, = ( ))Source I . The further the correct stimulus is from an end‐
point in the source array, the more marks will appear in the source list (e.g.,
for a middle item within a 7‐item stimulus array, we have

= ( ))Source I II III IIII, , , . When the agent eventually encounters the correct
stimulus in the source array, the last marker in the source list now defines the
count of scans the agent must make from the end‐point of the target stimulus
array to identify correctly the target stimulus.

When an agent scans the target array from one of the end‐points, and en-
counters a stimulus that is not in the required ordinal position (in this example

)IIII , it marks this encounter in the target stimulus array in the target list (e.g., for
the first encounter, = ( ′))Target I . On a tally mark match between source and
target lists (e.g., =Target =( ′ ′ ′ ′) ( )I II III IIII Source I II III IIII, , , and , , , ) we
have an indicator that the agent has reached the required ordinal position in the
target stimulus array.

This mechanism is driven by knowledge in LTM that each stimulus in the
source, and target arrays have corresponding slots. Slots have the effect of
framing each perceived stimulus as a discrete set, the “smallest interval”
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encounters between stimuli thus being countable. A slot contains temporal
markers that are stored in WM but only until the correct slot is found in the
target array.

Ordinal Search Model Simulation

The aim of this simulation is to provide an answer to question 3 stated at the
start of Chapter II, regarding the emergence of ordinal competence from
spontaneous size sequencing skill. As within the principled search model, the
agent has the competence for spontaneous, error‐free sequencing via a recursive
“select smallest size difference” rule. This routine (PRINCIPLED SELECT, as
detailed in Chapter III) is augmented with the tallying mechanism. The general
methodology is identical to that for the simulations reported in Chapter III. As
with spontaneous seriation there is no validation data from ordinal matching by
7‐year‐olds due to the sparseness of their error. The validation is based on the
ability of the model to simulate highly successful ordinal matching. Simulations
of 40 trials each were executed representing the model. The task representation
was analogous to that provided to the 7‐year‐old child participants using the 7‐
item sets (Experiment 5) and applied the same training and feedback. The
simulation pseudo‐code is as follows:

1. simulation ← 10
2. ←trial 40
3. ← | |n Cn
4. ←Slotsn LoadSlotsFromTransitionalModel
5.Mode← Source
6. for simulation simulations
7. for trial trials
8. ← ( )SCANSizeDifference Cn

9. ← ( )PRINCIPLED SELECTselectedInWM SizeDifference
10. If SlotsselectedInWM = TRUE then
11. If =selectedInWM nextStimulusFromEnd then
12. ← ( )INHIBITinhibited selectedInWM
13. If ! =selectedInWM flashingTargetStimulus then
14. ( )TALLY selectedInWM Mode,
15. If =selectedInWM flashingTargetStimulus then
16. If Mode = Source then
17. Mode← Target
18. If Mode = Target then
19. ← ( )TARGET SELECTselectedOnScreen selectedInWM
20. If TALLY MATCH (Source, Target)= FALSE then
21. ← ∪errors errors selectedOnScreen
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22. else
23. ← ∪errors errors selectedInWM
24. next trial
25. next simulation

The simulation parameters are identical to the principled search model
in Chapter III, in which the stimulus variance is set to 1.5. This means there
will be a small amount of uncertainty on scanning the stimuli.

Results

All agents completed the tasks spontaneously with few errors (six in total),
the result of a small amount of stimulus size confusion on selecting the
minimal size difference between referent and target within the source and
target arrays. The ordinal search model has thus shown precisely how an
agent equipped with a rule derived from the transitional model’s operation,
with the additional assumption of a tallying routines, can achieve sponta-
neous, error‐free ordinal matching.

Discussion (Ordinal Simulation)

The ordinal search model uses the representations in LTM created by the
transitional model, which indicate to it that it can use a “select smallest
difference” rule. Provoked by the ordinal task demands, the agent “shifts
gear” and both leverages the power of the slots in LTM and its information in
WM in which to store the results of tallying. The model represents a 7‐year‐
old child that can seriate spontaneously, using only online sources of in-
formation to do so, but simultaneously use the slots in LTM and WM to
augment this process with cumulative tallying. The “reality matching” limi-
tations, as well as the faithfulness and plausibility arguments, made in
Chapter III also apply to this model, so we focus here on the psychological
evidence for the proposed tallying mechanism.

There is strong evidence that both children and nonhuman primates can
count the elements of a sequence within an ordering task, should they be
required to do so by the experimental design. For example, McGonigle and
Chalmers (2006) trained Cebus apella monkeys to solve categorization tasks
which required the counting of items in each of the categories. The monkeys
were trained on a core spine, “touch the square, then circle, then triangle”
(ABC), and then they transferred to an extended version, "touch all the
squares, then all the circles, then all the triangles” (AAABBBCCC). As all the
shapes were of the same size and color within each category, the monkeys
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appear to have been cumulatively tallying the number of stimuli in each to
ensure no backtracking or redundant touches. A cumulative tally is, there-
fore, a faithful and plausible way of representing the information processing
in play here, especially as the C. Apella monkeys were culture‐free agents in
the sense of having no numerical or linguistic knowledge, akin to our com-
putational ones.

It is important to note that such a tally does not represent a stand‐alone
integer or cardinal value. Tied to a temporal procedure, it explains how a
7‐year‐old child can readily match within a set of different sizes without
(necessarily) being able to deploy each tally as a stand‐alone code, allowing
an arbitrary sequence of ordinal values to be easily remembered. Although
adults appear to remember the sequence relatively easily, the effect of levels
of non‐monotonicity suggests that they too use a monotonic sequence as a
default structure for encoding ordinal values, as we also see in our last
chapter.
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V. Sequential and Ordinal Size Understanding: A New Characterization

Questions Addressed in This Monograph

We began our monograph by seeking out Piaget’s arguments regarding,
in particular, the understanding of the logical properties of discrete sets at
the age of concrete operations at around the age of 7. Focusing on size
seriation and ordinal size identification and how they bear on the emergence
of the concept of a unit, we argued that key questions still remained to
be addressed despite decades of subsequent developmental research on the
broader areas that surround this topic. Those questions and others now
arising can be summarized as follows:

1. Is there an important discontinuity in this particular domain of logi-
comathematical understanding at around the age of 7? Our answer to this
will be in the affirmative (but we also note the limitations of our empirical
studies in this section).

2. How can the discontinuity best be characterized at an empirical level and
in terms of a computational model? In this chapter, we summarize our
answers to these questions and go on to ask:

3. How does the resulting empirical and modeling characterization compare
and contrast with the characterizations of others? As we have adopted an
explicit training approach using touchscreens, we shall also ask:

4. What are the implications for possible educational tools? Finally, we go
somewhat beyond the remit of the monograph and speculate on:

5. What happens after the age of 7 in this and related domains?

In Chapter II we explained why we have approached the issue of this
developmental discontinuity through the relatively cultural‐free task of size
seriation and related ordinal size comprehension. Using a variety of se-
quential and ordinal tasks presented to small groups of 5‐ and 7‐year‐olds, we
are now in a position to offer some definitive answers.

Is There an Important Discontinuity in This Domain of Logicomathematical
Understanding?

Our short answer to this question is yes. Taking Piaget’s size seriation and
ordinal correspondence tasks as our point of departure, we have both re-
inforced and amplified the existing evidence that children undergo a radical
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shift in how they perceive, process and manage the information in sets
containing multiple items.

Size Sequencing

Concentrating first on size seriation, we used a touchscreen paradigm
to eliminate ad‐hoc features accruing to the select‐and‐place paradigm first
devised by Piaget and Szeminska (1941). With this procedure, we were able
to measure size‐sequencing abilities using a training paradigm, from which
it was evident that 5‐year‐olds required trial‐and‐error learning to become
completely successful even on 5‐item sets. Children at this age showed
considerable variability in the training effort required, as well as a high
degree of sensitivity to a set size increase from five to seven items. The
7‐year‐olds, by contrast, were almost completely spontaneous in the
application of a sequencing rule for both set sizes. We compared size
sequence training with the training of an arbitrary color sequence in order
to identify any aspects of the learning that were specific to ordering size
relations. Highly similar to list‐learning techniques used in memory
research, this arbitrary sequencing task allowed us to obtain a stand‐alone
measure of WM. It showed that the age difference in size sequencing was
accompanied by an improvement in WM from 5–7 years of age, raising
issues about the extent to which age‐related changes in WM can explain
seriation development. We return to this important issue later. In the
meantime, we review the reliability of our findings in terms of consistency
with other research.

Consistency With Findings From Seriation Research

We commented earlier (Chapters I and II) on the lack of any direct
challenge to Piaget’s claim of a sudden change in seriation performance at
around the age of 7. As noted earlier, this is due to the fact that many of the
Piagetian follow‐up studies were primarily concerned with cross‐correlations
across his tasks, reporting the strength of these intertask relationships rather
than the core task results themselves (Achenbach & Weisz, 1975; Dodwell,
1960; Tomlinson‐Keasey et al., 1979). Here we consider how many ex-
perimental studies have explicitly confirmed the transition to spontaneous
seriation apart from our own. With a large variation in age, stimuli, and task
presentation, it is difficult to pin down data that are directly comparable with
those we have generated on our touchscreen version, but as far as we can tell,
our results are completely consistent with those from studies investigating
seriation development with real objects.

Elkind (1968) carried out a replication of Piaget’s tests with children aged
between 4 and 7 years. This study was aimed primarily at exploring variability
arising from test materials. Elkind noted an effect of stimulus type which,
unlike our own study, showed better performance with two‐dimensional than
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one‐dimensional differences, but he concluded that the study gave “no warrant
for assuming the effects of the combination of any one material and any one
test varies with age level” (p. 65). Elkind did not break down the accuracy of
children’s performance by age, but endorsed Piaget’s description of the main
stages of development, showing that children at stage III (around 7 years)
construct a series of nine elements quickly and in a principled errorless
manner. Little (1972) carried out a study primarily aimed at looking at IQ
effects within a longitudinal study on some Piagetian tasks with children aged
4.5–5 years, and then again when the children were aged 6.5–7 years. One of
the tasks was to seriate 10 Montessori cylinders. Little does not quantify the
results either in terms of number of trial and error, or spontaneously correct
sequences, but she categorized responses into three levels. The first indicated
no real comprehension of the task; level 2 showed “intuitive reasoning,” and
level 3 showed “concrete logic.” Using these criteria there was a shift in se-
riation performance across age for average and superior intelligence levels,
though more so for the higher IQ group. An average IQ group (IQ= 95–104)
were predominantly at level 2 performance when tested at around the age of 5
(80%), and that proportion dropped only by about 15% when tested two years
later. A superior intelligence group (IQ= 115+), showed greater improvement
and were predominantly level 3 performers (83%) by the age of 6.5–7. As-
suming that level 3 encompasses what Piaget meant by operational seriation,
we can tentatively conclude from this study that children with an intermediate
IQ (that she does not report) will also fall into this category by the age of 7.
Further conclusions are difficult to draw from the highly qualitatively way in
which these data are reported.

A follow‐up of Little’s study (Tomlinson‐Keasey et al., 1979) included a
promising breakdown of seriation into 9‐ then 4‐item sets for failed par-
ticipants, followed by transfer to 7‐, 9‐, and then 14‐item sets. Un-
fortunately, this titration of performance was used only to predict
performance other Piagetian tasks within a longitudinal study. Con-
sequently, for seriation, there is no reported breakdown of performance by
age, and we learn simply that children with an average age of 6 years were
59% “concrete operational.”

Research by Kingma (Kingma, 1983a, 1983b, 1984b) has provided po-
tentially more instructive data from the classic task in that he used a version
in which 10 upright tubes with 0.5 cm difference had to be arranged in order,
employing five seriated puppets as a model. He also used a task using only
four squares, and a weight seriation task using five cubes. All of these tasks
were combined to produce a composite measure of “single seriation.”
Dividing his younger children by 6‐month age intervals and the older ones by
1 year, the percentage correct scores for this single seriation condition for
children aged 5, 5.5, 6, and 7 years were: 15, 47, 55, and 91 respectively. This
is a strong replication of Piaget’s original findings, despite the difficulty in
breaking the data down any further by set size or object type. Similarly,
although aimed primarily at looking at series recognition rather than
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construction, Blevins‐Knabe (1987b) reported that a level of above 50%
“operational” seriation was recorded only for her oldest group (average age:
6 years and 5 months).

In short, we can conclude from the literature that we are not contra-
dicting any evidence revoking the discontinuity that Piaget originally
observed.

Ordinal Size Understanding

Here we took Piaget’s correspondence tasks as a first means of ex-
ploring this ability but in the context of exactly the same stimuli and
similar training procedures to those we had used in the size‐sequencing
tasks. Discontinuity across age groups was extremely evident (again), but
against a backdrop of very much poorer performance by 5‐year‐olds than
they had shown in the sequencing tasks, such that two‐thirds of the group
failed to reach criterion by a total of 200 trials. The high training effort
concerned the inner three items in particular, and error was not confined
to immediately adjacent items but spread across the other inner items in
the set. We explored possible task artifacts by introducing the task in easy
to hard steps, moving from 2‐item to 5‐item sets, but this (still) resulted in
nearly half the group failing by the 5‐item stage. We then moved to a task
that did not use ordinal correspondence, but the learning of associations
between colors and size rules. Although it produced a slight improvement
in the performance of 5‐year‐olds, once again we found an age‐related
discontinuity. When given the color associations within a trial block of five,
7‐year‐olds were just below chance on the first trial of each new trial block
(where guessing was the only option), but nearly at floor level on the
subsequent trials within the block, whereas the 5‐year‐olds took many more
trials, and some failed altogether.

Moving to the second phase of our color conditional task, this phase,
and all subsequent tasks we report, required that participants could access
all the ordinal sizes from a more permanent LTM store, either by
remembering the color associations in single random alternation as re-
quired by Phase 2 of the color conditional task, or, in the non‐monotonic
sequencing tasks, by remembering an arbitrary list of ordinal codes.
Although these subsequent tasks were still subject to age effects, they ceased
to produce the discontinuity observed in all prior experiments, in that
7‐year‐olds were now showing measurable difficulty especially on an ex-
tended set size. As we concluded in Chapter IV, this indicates that the LTM
of the series as utilized by these children was of a procedural nature rep-
resenting a unidirectional search to a given item from one or other end of
the series. The prerequisite for the procedure appeared to be that the given
item needed itself to be cued in advance, and also by a serial unidirectional
search. We consider later the extent to which these conclusions point to a
possible constraint on the ordinal capabilities of 7‐year‐olds. In the
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meantime, we consider the consistency of all our findings on ordinal un-
derstanding with regard to previous research.

Consistency With Other Findings on Ordinal Size Understanding

As mentioned in Chapters I and IV, similar studies looking specifically at
ordinal size understanding are rare. Once again, we shall try to isolate those
that have used age groups and tasks that we can compare with those used
here. The evidence on ordinal identification comes from two classes of re-
search: discrimination learning, and the Piagetian correspondence and in-
sertion tasks using seriated sets of sizes. The discrimination learning data
derive mainly from the field of transposition research spawned by the rela-
tional/absolute controversy of the behaviorist tradition. Some of these studies
extended the classic binary discrimination to 3‐item sets to see whether the
ordinal rule middle‐sized would be generalized to new values. Each trans-
position study thus includes an initial discrimination learning episode in-
volving three stimuli. As far as children under the age of 7 are concerned, this
has been recorded as showing either the same or greater difficulty levels as we
found when we reduced the set size to three. Zeiler and Friedrichs (1969)
reported a training range of from 7 to 18 trials to criterion combined across
all three relations (biggest, smallest and middle‐sized) and also combined
across ages five to seven. In comparison, we recorded an average around 15
trials for 5‐year‐olds. Stevenson and McBee (1958), by contrast, reported an
average performance of less than 70% correct by 6‐year‐olds on 3‐item sets
by Trials 31–40. One difference across these two studies is that children in the
Stevenson and McBee study were allocated to only one rule per child sug-
gesting that they may have lacked the impetus to discriminate arising from
having to attend to all the relations in the sets given. As noted in Chapter IV,
allocating a single rule per stimulus set is also a possible reason for the very
high levels of difficulty found by Siegel (1972) for children up to the age of 6.

As for studies using children around the age of 7, most report evidence of
the more advanced ordinal abilities in this age group and generally citing low
levels of error similar to those we obtained here. We recorded an average of
around 6.5 trials for all the rules in a 5‐item set and around 8.5 for 7‐item
sets. Zeiler and Gardner (1966) found that 7‐ to 8‐year‐olds, when trained
only on the middle‐sized relation, took only 2.5 trials to start their criterion
run. Yeh (1970), however, found that children as old as 10, (also trained only
on “middle‐sized”) took around seven trials before they started the criterion
run (of 10 consecutively correct choices—the stricter criterion being one
possible reason for the discrepancy). Similarly, Siegel (1972) found that the
reduction in error by the age of 7 came down to around 10 trials to the start
of a criterion run—and here the criterion was set at 9/10 correct responses.
Although it appears from these data that we can situate our results within the
learning range shown in other studies, it has to be remembered that we
trained identification of all five (and then seven) items—a task demand well
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in advance of any other study we know of. This showed very high robustness
of identification abilities in 7‐year‐olds, placing them at a considerable dis-
tance from children just 2 years younger in terms of our own measures.

Explaining Inconsistencies in the Ordinal Size Understanding Literature

From the foregoing, it can be seen that research on ordinal size under-
standing casts some doubt on whether ordinal abilities are the reliable index
of the age of concrete operations as Piaget implied. Whereas seriation re-
search appears to confirm the sudden appearance of the ability to order fairly
large numbers of items, no such age‐related success clearly emerges clearly
from post‐Piagetian research in that there is high variability across studies,
and there are some reports of considerable difficulty even by older children
in simple discrimination tasks. We have noted the conditions in which we
ourselves found ordinal abilities to be compromised and have argued it to be
strongly related to the opportunities for seriating the items in question. In
the light of this analysis, we can now explain these inconsistencies in the
research literature. Were we to summarize the reason behind the high vari-
ability across different studies, we would say it reflects the extent to which
children were provoked by the task into a serial search across all the items in
order to find the correct ordinal value. This is true of both older and younger
children as we review next.

In line with the suggestion that ordinal abilities can at least be facilitated
in younger children by inviting a serial search, a follow‐up study of Siegel’s
study, found that 5‐year‐olds showed an improved performance on identi-
fying the “next smallest” in 4‐item sets, if they were encouraged to point to
the smallest item first (Gollin et al., 1974). A failure to spontaneously search
the sample array, however, could explain the difficulties on our own matching
and color conditional tasks with younger children. But it would also explain
the positive transfer to the matching task that we found for children who had
by then successfully learned the size rules in the color conditional task. In
short, ordinal size abilities do not seem to be easily trained by simply asking
children to discriminate sizes. If it can be trained at all in younger children, it
is by establishing a search rule to allow them to locate the correct size within
the relevant set. The rather extensive variability in ordinal identification in
younger children across different investigations seems to depend a great deal
on how far a serial strategy is induced by aspects of the task.

An explanation of the discrepant results with older children again resides
in how we now believe rapid learning on ordinal matching is enabled in the
first place. We have shown in our modeling that it would require spontaneous
seriation of the sample array for that simulation to work, while also attending
to the cumulative tally provided by that seriation (an additional task factor).
Although we would not expect ordinal matching to be as error‐free as se-
riation itself, we would expect on our model that it would be enabled by a task
in which seriation to the appropriate item is directly solicited. This is exactly
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what the matching task does for the child who seriates spontaneously, that is,
by highlighting the appropriate match and keeping it available while the
corresponding item is found. No such prompts or cues to seriate are available
in discrimination learning tasks. On this argument, correspondence and item
insertion tasks with seriation opportunities should yield stronger perform-
ance with older children than the discrimination learning studies.

As we noted in Chapter IV, there are almost no studies on either ordinal
correspondence or item insertion with older participants but if we turn to the
earlier studies of Piaget and Elkind, it would seem that these two tasks do
secure more robust performance by children aged 7 than the discrimination
tasks mentioned above. When children are given sets that they have just
seriated (Elkind, 1968; Piaget, 1952a), as in our matching task, 7‐year‐olds
have little difficulty in identifying the ordinal position of internal items.

In summary, our empirical data on serial and ordinal size learning up to
seven items, with its specific focus on age differences, helps to considerably
expand and explain the most directly relevant literature. However, our data
must also be scrutinized in terms of reliability and robustness and we consider
these issues next.

Limitations of the Empirical Studies

As an exploratory program without many precedents in the literature,
our experiments were all of a probing nature designed to tease apart various
theoretical possibilities regarding the extent (and limitations) of children’s
capabilities in the area of size seriation and related skills. This was achieved
by directly following up the implications of a previous experiment when it
seemed appropriate. The investment on a series of small‐sample studies
however results in certain overall limitations that we comment on next.

Sample Size and Statistical Power

In our program of experiments, we spread testing resources across a
series of connected studies which led to selecting small samples for each. As
noted in Chapter IV, however, this raises the question of whether the small
participant samples compromise our conclusions regarding discontinuity of
expertise. Apart from consistency with other studies on this issue (see above),
our own modeling puts us in a position to suggest that the discontinuity will
be an inevitable outcome of age and insight through learning, and would
always be found in tests of this sort whatever the sample size. Indeed, other
modeling accounts have been offered without an informing database at all
other than the qualitative descriptions provided by Piaget (Mareschal &
Shultz, 1999). Modeling apart, however, it is always the case that the margin
of error accruing to small samples can lead to false inferences, but it is also
the case that strong effects should survive sampling error and should not
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require large samples to be easily detected. Although we did not pose every
possible age effect in terms of formal hypotheses, furthermore, every main
expected age difference tested in every experiment was statistically sig-
nificant. The specific comparisons that we made with color sequence learning
both in the data and in the computational model, also testify to the precision
and specificity of the effects we did and did not expect to see in the size tasks.

What we were unable to offer, however, was statistical power based on
strong parametric tests, but this was as much to do with the very discontinuity
we were measuring as sample size per se. The price of showing discontinuity
in a developmental investigation such as this is that the differences are
nonlinear. When success is high and error at floor levels, there is no further
basis for comparison in terms of choice. However, the corollary of the dis-
continuity we expected is that, before they converge on a single principled
solution, younger children will vary in terms of how they tackle the task. This
is consistent with the high variability that we obtained across our 5‐year‐olds
in terms of overall learning speed but by the same token, it has to constrain
any firm assertions regarding how the average 5‐year‐old behaves in such
tasks and this would have to await further study with much larger samples.

Sample Composition

A similar point must be made with regard to participant characteristics,
particularly with regard to IQ. We did not extend the testing to including IQ
batteries, and indeed to draw any conclusions from this, we would, in any
case, have needed very much larger samples. The school which we used had
entrance criteria that allowed us to assume that none of the children were
borderline intelligence (confirmed later with the school administration). The
relationship between Piagetian tasks and IQ has been noted in other studies.
We can only say that if our sampling was high‐IQ biased, then the per-
formance of 5‐year‐olds across a wider population may have been even more
variable than we found here.

Limited Set Size

Another possible limitation on our claim of discontinuity is the relatively
small sets of stimuli deployed, that is in using 5‐ and 7‐item sets rather than
the 8/10 normally employed. Does this raise the possibility that 7‐year‐olds
may not have shown the spontaneity they evinced in seriating and matching
correctly had the sets been larger? This is unlikely. The classic test results
showing seriation expertise by 7 years usually are with larger sets of eight to
ten objects as noted above. In fact, a more serious complaint might have
arisen had we used of stimulus sets that were arguably too large. Having
arrays as small as five items, allowed us to clearly demonstrate the limitations
on seriation and especially ordinal identification abilities in the younger
children. Although it has been noted (Koslowski, 1980) that sets as small as
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five might actually induce an unhelpful classification strategy in the classic
seriation task (identify the biggest and smallest and place the middle ones
accordingly), this criticism could not apply to our 5‐item seriation task as we
specifically trained a sequential response.

Transfer of Learning

A more serious restriction on our overall conclusions is the absence of any
transfer of learning to tasks of a similar type. Training was used in this
program as an in‐depth means of measuring performance rather than as a
means of accelerating development. Indeed, when our program was de-
signed and timetabled, we were of course innocent of the information we now
have. Nevertheless, on our own ensuing argument that exposure to relational
aspects of the task lead to change and insight, then transfer to new problems
could have provided a valuable test of this. Although the computational
model was devised to account for the specific case of size relations, it contains
features that are sufficiently general to apply to other types of dimensional
difference. This could have been tested under transfer conditions and we
acknowledge this as a limitation on the study as a whole. Model theoretic
testing apart, long‐term transfer of learning could be a major educational
outcome of further study of size sequencing skills in school‐aged children,
and we return to this issue later.

How Can the Discontinuity Best Be Characterized?

Assuming the legitimacy of our findings, at least within these limitations,
how can they be best characterized? Our characterization has been based on
the circumstantial case arising from the empirical studies and also in much
greater detail, on the basis of the computational modeling.

The Empirical Characterization

In terms of both seriation and ordinal size matching, the performance of
the older children can be described as the ready application of a principled
monotonic search to a set of discrete sizes. This is executed as if there is a
preexisting understanding that every size represents a separate unit with a
unique ordinal value. The younger children performed as if they were having
to learn that a rough classification of items into small ones and big ones
would not suffice, and that they had to learn to serially differentiate each one
from the other. When the task simply solicited such a strategy implicitly (as in
the matching task), the younger children were at a considerable disadvantage
relative to their older peers. The inability for most participants to reach
criterion on the three middle items of a 5‐item set suggested that they were

159

Sequential and Ordinal Size Understanding



attempting some kind of absolute match across the sets rather than seeking
ordinal correspondence through counting. Insofar as they succeeded at all,
the length of training required in Experiments 4 and 6 (where training was
graduated across increasing set expansion) suggested they did not approach
the task with a sequential strategy in mind.

In short, all the empirical studies reported here indicate a shift in strategy
from weak item differentiation to principled serial search, though the re-
sulting solution does not accord with how the operational achievement is
normally characterized, as we review below. We acknowledge, however, that
the case is circumstantial and, as we have noted, interpretation could possibly
be subject to claims of empirical weaknesses. A much stronger and more
detailed explanation of how the age shift could occur came in the form of a
computational model informed in the first instance by learning data from the
size and color tasks given to 5‐year‐olds.

The Modeling Characterization

We characterized the empirical data computationally via a series of
models presented in Chapter III (size sequencing) and Chapter IV (ordinal
matching). Our models are motivated by the economics of information
processing (Ballard et al., 1997; McFarland & Bösser, 1993) and archi-
tecturally aligned to simulated, embodied artificial agents (Parisi &
Schlesinger, 2002) interacting with a simluated task environment. Our
models show how LTM structures representing order may dynamically
change over time via an active process of perception, learning, and action,
this process buttressed by an increase in WM. The LTM representations
changes after each correct action, from those allowing broad classification, to
those allowing rankings of growing precision, and finally to those allowing
the parsing of sets of stimuli into discrete units.

In Chapter III we argued that a Bayesian trial‐and‐error learning process
creates a probabilistic serial order ranking within LTM (heuristic search
model), which when combined with an increase in WM (transitional model),
allows discoveries to be made about the utility of using the smallest available
interstimulus relationships. This discovery allows an iterative “select smallest
difference” rule to operate (principled search model). Specifically, we argued
that certain LTM representations are seeded from a set of Beta continuous
probability distributions with end‐point biases. Beta probability distribution
stability combined with interstimulus link stability create a slot in LTM
representing a placeholder for the smallest‐interval calculation. The mod-
eling in Chapter III has three connected parts. First, it simulates a 5‐year‐old
child who can sequence by trial and error (heuristic search model). The next
(transitional) model characterizes a child between the ages of 5 and 7, whose
WM has matured to a threshold level of power such that it augments trial‐
and‐error routines with new discoveries. These discoveries concern the
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invariant properties of the search, such as the repeated application of a
“smallest interval” rule. This rule becomes represented in the third (prin-
cipled search) model in the form of an emergent algorithm that drives search
in a monotonic direction. The principled search model is tested in a simu-
lation that produces nearly error‐free seriation as found in 7‐year‐olds. The
simulation of progress to spontaneous seriation shows a distinct discontinuity
of process from a learning heuristic designed to minimize error to an algo-
rithm designed to control search.

In Chapter IV, we argued that the information‐processing mechanism
established in the operation of the principled search model in Chapter III is
sufficient to represent ordinal competence, with the additional assumption of
a cumulative tallying mechanism. The principled search model was thus put
to work in the ordinal search model. We used the representations in LTM
created by the transitional model in Chapter III (Beta distributions and the
relational links between them), which allowed the “select smallest difference”
rule operation. Provoked by ordinal task demands, slots that are available in
LTM can facilitate the results of tallying in WM, a dormant competence not
pressed into play in the principled search model. The Chapter IV model thus
simulates a 7‐year‐old child that can seriate spontaneously, using only online
sources of information to do so, but can now utilize the slots in LTM to
augment this process with cumulative tallying in WM in order to carry over
an ordinal match from samples to a target array. There is no suggestion that
the slots represent anything other than a tally linked to a serial search
strategy. Although they could in principle hold search‐independent semantic
information in the form a symbolic code like “middle‐sized,” this is counter‐
suggested by our results from the non‐monotonic tasks. For the time being,
we have to consider this possibility as representing an entirely different (or
additional) solution that would require dedicated research and modeling
using older children and adults.

Capturing EF Factors in the Model

Our models simulated children perceiving, acting upon, and learning
from sets of objects. This was achieved via a simulated perceptual‐learning‐
motor loop, and so architecturally the models touch upon the EF concepts of
WM, LTM, RI, and planning (Miyake & Shah, 1999; Pennington et al., 1996).
Each of these was made explicit in the model but varied according to task and
level. The heuristic model had a default level of WM, allowing scores to be
assembled and actions to be made probabilistically via the evolving Beta
distribution rankings. The speed with which the agent evolved these dis-
tribution rankings was decreased by an increase to the softmax temperature.

Explaining more rapid learning by some younger children, however, did
not in itself explain transitioning to principled search. For this, the transi-
tional model had an enhanced WM in the format of a variable,
WMAvailability, a probability value between 0 and 1 indicating the likelihood
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of WM remaining available for longer (Ashby et al., 2005), thus allowing the
utility of attending to interstimulus relations to be discovered. The manip-
ulation ofWMAvailability within the transitional model allowed us to simulate
individual differences in an agent’s ability to reach LTM slot threshold values
(i.e., the Beta distribution variance and interstimulus link strength thresh-
olds). This, in turn, affected its ability to transition to the principled and
ordinal search models and the usage of a “select smallest size difference” rule
and cumulative tallying. This rule is effectively a plan, but it would be tau-
tological to suggest that improvements in planning caused it to emerge.

As for RI, all models incorporate a routine that prevents, but does not
stop completely, stimuli that have been selected from being re‐selected by
multiplying candidate values by very small constants. RI was manipulated
selectively for the size versus color task as our parameter‐tuning exercise
discovered that the size condition model required a smaller inhibitory con-
stant than the color condition model when simulating differential patterns of
backwards errors (see Chapter III). In principle, these variables could be
adjusted to capture variation across individuals relating to impulsivity. But
there is no reason to believe that changes in RI could effect the changes that
are brought about by the key interactions between memory resources and the
physical environment. Our EF implementation contrasts with that of Houdé
and Borst (2015) who suggest cognitive advance can occur through improved
inhibition, allowing ineffective strategies to be overcome. We suggest that RI
is an important learning constraint but one that works in conjunction with
specific action routines and does not, by itself, explain the transitions across
levels whereby new routines become available.

Thus, the heuristic, transitional, and principled search models each im-
plement EF concepts somewhat differently, but arguably there is a devel-
opmental interdependency between the models and the EF factors themselves.
The key change in level cannot in fact be explained by any single EF factor
independently of the task. Rather, endogenous EF factors such as RI and WM
interact with information sources external to the agent to procure (in the case
of seriation) a replacement of a learning heuristic with a reliable algorithm. For
example, when extra WM is made available to the agent at a transitional level it
combines with the ranking being formed in LTM to enable the discovery of the
“select smallest size difference” rule within the size condition. Performing the
selection is an information‐processing routine that uses information extracted
exclusively from the task environment. The information utilized in the se-
lection is not a given but depends on a threshold level of WM and LTM
capacity. It also depends on the emergence of slots, which are assignations of
each item to a single unique placeholder in memory—essentially the
representation of a unit.

Finally, we do not see principled seriation as requiring greater complexity
than that required by trial‐and‐error learning. The dynamic created by
learning actually suggests a tendency for the agent to offload information
processing whenever possible onto the external environment, as opposed to
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relying on the growth of ever more complex LTM structures. The cost of
deploying extra memory resource is paid off by the discovery of an algorithm
that reduces rather than embraces informational complexity. This is not to
deny that some sorting and conditional reasoning tasks have levels of com-
plexity that can only be conquered by appropriate inhibition and activation
of certain high‐level rules (Zelazo et al., 2003), but in the specific context of
discrete set understanding, the modeling suggests that most generative and
effective rule is to reduce potential complexity by exploiting redundancy in
the physical environment.

Limitations on the Model Characterization

The models we have presented are serial as opposed to parallel in design
and implementation, in that they are not made up of distinct modules which
interact via messages, as per the COGENTcognitive architecture specified by
(Yule et al., 2013). Furthermore, although having neuroscientific touchpoints
(Ashby et al., 2005; Bogacz, 2017), they were not explicitly informed by
neural structures. The agent and task representations were simplified as far
as possible; perception and action selection mechanisms did not use simu-
lated cameras or actuators, and the additional WM representation was col-
lapsed into one variable per list element; inhibition and learning
mechanisms used constants and difference equations, respectively. There are
thus some limitations in terms faithfulness and plausibility. We emphasize,
however, that our Bayesian ranking approach [Chapter III, Equation (4)] is
potentially neurally coherent, despite requiring biological validation. As
Jensen et al. (2015) put it in a different context:

a wealth of empirical evidence, particularly symbolic distance effects, suggest
that a linear state space is essential. Additionally, massed trials will disrupt
stimulus orderings unless some form of implicit updating is employed. At
present, the literature is mute as to whether either an appropriately designed
POMDP or the betasort algorithm can be instantiated in the brains of tilapia
and tree shrews. (p. 21)

However, the simplified nature of the models arguably makes them more
transparent, and we emphasize that they should be considered as blueprint
designs for more realistic models, especially as their validity is restricted to
error distribution matching.

Is Our Combination of Cognitive Modeling Methodologies Problematic?

Our model capitalized on the strengths of production systems (explicitly
representing knowledge as rules), connectionist and dynamical systems
(representing learning and development), Bayesian cognitive models
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(explicitly representing knowledge as graphical structures), cognitive archi-
tectural approaches (explicitly defined components, e.g., storage buffers for
WM and LTM), housed within a traditional procedural simulation. This
methodological combination was a pragmatic decision to allow us to align the
model’s architecture, constituent components, and dynamics to the empirical
phenomena we are trying to understand. In doing so, we allowed a sensible
mapping between what Boden (1996) refers to as the explicandum (the phe-
nomenon to be explained), and explicans (the explanation). This is a mapping
that could not have been achieved by adopting any single computational
methodology.

However, this synthesis may seem to contradict the position of theorists
who advocate a purely dynamical system view of cognitive development
(Di Paolo, Barandiaran, Beaton, & Buhrmann, 2014) and who eschew ac-
counts of cognition that include hand‐crafted (as opposed to evolved)
knowledge structures, as they generally have a poor evolutionary story.
Pollack (2014) summarizes this position:

As we’ve seen, mindless intelligence abounds in nature, through processes that
channel mathematical ideals into physical processes that can appear optimally
designed yet arise through and operate via exquisite iteration. The hypothesis
for how intelligence arises in nature is that dynamical processes, driven by
accumulated data gathered through iterated and often random‐seeming
processes, can become more intelligent than a smart adult human, yet continue
to operate on principles that don’t rely on symbols and logical reasoning.
The proof lies not only in Markovian situations where a greedy sequential‐
choice algorithm driven by values converged under Bellman’s equation, but
also in the reliability, complexity, and low cost of biologically produced
machines. (p. 289)

Our response to this is twofold. First, the representations we propose in
our models are not symbolic or logical in the traditional information‐proc-
essing sense (Van Gelder, 1995). However, they can be considered to be ex-
plicit representations. For example, once unitized slots are formed, the
requirement to create such slots can represent the necessary properties of any
size series and be used to direct search in future tasks. Furthermore, they are
grounded environmentally in real‐world size differences (see Chapter III) in
such a way that a specific common criticism of more traditional AI models
does not apply. The “symbol grounding problem,” which is the problem of
how symbols get their meaning (Harnad, 1990) is avoided. Indeed, Pollack’s
(2014) and Van Gelder’s (1995) dynamical systems accounts admit the ne-
cessity of representations, albeit not those of a symbolic or logical type. We
thus see our approach as wholly consistent with the dynamical systems ap-
proach. Second, we suggest that once symbolic systems are in use by the
complex biological system in question, computational formalisms that are
different to those underlying dynamical systems are needed. There is a
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danger of mixing up explicandum and the explicans (Boden, 1996) in the
case of representational growth in the child. However, this danger aside, the
emergence of symbolic systems in evolution and development remain as
phenomena that science has to explain. We suggest that, when externalized,
symbolic cultural artifacts such as language and logic are involved, it makes
sense to include computational formalisms that are representationally better
suited to these problem domains. To this end, we see any future computa-
tional models of non‐monotonic sequencing tasks as aligning to formalisms
that incorporate the representation and manipulation of labels and symbols
such as Logic Programming (Stenning & Lambalgen, 2012).

In short, a considered combination of computational models seems ap-
propriate to explain cognitive growth, of which dynamical systems theory is
surely an integral component.

Two other limitations of the model are first, that our model does not
exhaustively address all aspects of the child’s behavior, and second, that our
model has not been tested for its utility for designing control mechanisms for
intelligent systems.

As for the first, the perceptual scanning algorithm we propose for the
agent’s extraction of information from the stimulus array (see Figure 6) could
be verified against reality by measuring eye movements made by the child
while executing size‐sequencing tasks with eye‐tracking technology. The
perceptual scanning pattern we propose could also be mapped on to RT data
we have not used for validation purposes to date.

As for the second, the equations and data structures proposed should
allow a suitably designed mobile robot to acquire serial ordering competence.
Contemporary cognitive robotic architectures, such as the iCub humanoid
robot used to investigate finger counting (De La Cruz et al., 2014; Metta
et al., 2010) and the Khepera robotic vehicle used to characterize embodied
serial order using dynamic field theory (Sandamirskaya & Schoner, 2010)
could enhance our models with a parallel architecture and an actual (as
opposed to simulated) real‐time perception, learning, and action loop.

More generally, current neuroscientific theorizing on the free energy
framework for modeling perception and learning (Ballard et al., 1997;
Bogacz, 2017; Clark, 2016) is especially relevant to our position. The basic
idea here is threefold. First, thermodynamic free energy is a measure of the
energy available for a complex biological system to do useful work. Second,
the closer a probabilistic model maintained by such a system is to reality, the
less free energy is in play. Third, such systems are motivated to keep un-
expected events posed by the environment to a minimum, and to do this they
seek to minimize free energy. The result is a system that maintains a more
accurate, and thus more adaptive, world model, with overall uncertainty
(termed prediction error) reducing over time. Our characterization as to how
(Beta distributed) probabilistic representations of serial order gradually in-
crease in precision (and so reduce in uncertainty) over time is a potential
developmental psychological touchpoint for this framework.
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This framework also potentially aligns to the engineering of intelligent
systems, such as simulated and robotic agents, motivated only by a need to
minimize entropy. Further discussion of this area can be found in Clark
(2016), and a hands‐on tutorial introducing the free energy framework within
an experimental psychological context can be found in Bogacz (2017).

How Does the Resulting Characterization Compare and Contrast With Those of Others?

It is not easy to situate our account with any existing theory as it the
characterization we offer occupies a space of argument and empirical dis-
covery that does not quite exist elsewhere as we discuss next.

Executive Functioning

Although we have made extensive use of concepts deriving from the
neuropsychological research into EF, the breadth of ongoing debate in this
area is, for the main part, far too wide to locate our findings easily within that
field. Used ever more widely in education and intervention, EF is still the
subject of much debate about how it should be defined (McKenna, Rushe, &
Woodcock, 2017). In the main, we can say that our analysis aligns more with
the idea of a fractionated EF approach in which the is a complex interplay of
components as the child develops as opposed to a single factor model that
depends on the maturation of a single EF resource such as WM capacity. But
even within more fractionated approaches, many issues remain unanswered
(Miyake et al., 2000). Specifically, questions have been raised about the
separability and interconnectedness of its putative components including the
usefulness of the idea of a central executive (Wasserman & Wasserman, 2013).
A recent meta‐analysis of neuroimaging studies (McKenna et al., 2017)
confirmed that the partly isolable component of information updating was
itself related to increases in WM and the authors comment that:

A focus for future research may be to assess the development of both dimensions
of updating during childhood. And examine if there is a temporal link between
improvements in WM capacity and the advancement of the executive com-
ponent of updating and updating‐specific abilities. (p. 12)

Given that we have specifically considered the relationship between WM,
the updating of information and emergence of a new plan or routine
(planning being another EF component related to frontal lobe functioning),
we would appear, on the face of it, to fit well with this requirement. But
conventional tests of EF rarely directly assess the interconnectedness of
components within the tasks themselves; rather they assess these through
isolated individual component tests such the n‐back task (a simple recall task)
for WM retrieval, and the Stroop test (overcoming a conflict between
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meaning of a written color word and its font color) for RI. We would certainly
endorse the view that separable EF factors are a good guiding principle
(Diamond, 2013; Miyake & Shah, 1999), but until such time as imaging
studies are carried out on our size‐sequencing tasks, we cannot use neuro-
psychology of EF as it stands to further inform our position. A further con-
cern would be the general lack of attention to visual scanning as a contributor
to updating in EF especially as the age of 6 years has been particularly
characterized as showing changes in visual‐motor search and planning rou-
tines (Welsh, 1991).

Embodied Cognition

At its most general, our position is close to what is described as embodied
cognition, in which we hope to have gone somewhat against the tide, as noted
by (Marshall, 2016), of computational approaches neglecting the role of
bodily action. He notes that computational approaches are gradually im-
proving in terms of acknowledging the links between perception and action
in explaining how the world comes to have meaning for the agent. He also
endorses newer multilevel Bayesian approaches but is concerned that these
too fail to give full consideration of the “role of the fully embodied person in
relation to processes of thought and reasoning” (p. 246). In this monograph,
we have tried to bring back the acting and perceiving child into under-
standing seriation development. We also feel we can defend ourselves against
a general criticism that Marshall makes of the downplaying of constructivism
in the new information‐processing theories that arose when Piaget’s influence
lessened. Though very concerned with the moment‐to‐moment processing of
information, our approach differs markedly from the information‐processing
theories that look to fixed maturational factors and formal measures of task
complexity as a key to understanding cognitive development. In the follow-
ing sections, we expand on our own interactionist position and in so doing,
identify the broad theoretical claims from other approaches that we support
and also those that we repudiate—at least as they apply to the understanding
of discrete sets.

A Discontinuity in the Acquisition of Necessary Knowledge

What we have conserved from the classic and similar neo‐Piagetian ac-
counts is that there is a discontinuity in behavior with discrete sets of items
varying in size at around the age of 7. This is manifest in the way older
children set about ordering differing sizes or finding ordinal matches across
sets. The spontaneity and correctness of older children in seriation and or-
dinal matching tasks regardless of set expansion contrasts with the high
variability of speed of learning and accuracy in younger children across in-
dividuals and set expansion. Apparently based on seeking the smallest di-
visible unit before commencing a search, this understanding of unitization
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could be described as a universal logic on which all children seem to con-
verge. What we have not conserved is the idea that it is prompted by a grasp
of the logical properties of discrete sets. It is important to note that this did
not arise by an effort to directly refute Piaget so much as to reconsider what
the emergence of seriation represents in terms of cognitive control and de-
velopment.

Piaget’s Agenda Versus Ours

As described in Chapter I, Piaget was motivated to find the origins of
logical operations, and there can be no dispute over the logical properties of
discrete sets as he defined them. On his end‐state defined view, precursor
behaviors are about discovering the interconnectedness of these properties
by acting on objects. Our own agenda was not defined by this particular
characterization, but rather by simply considering how and why children
learn to differentiate items to procure size seriation and ordinal expertise.
The “how” we have argued to arise from the emergence of a unique algo-
rithmic solution that may be subject to certain executive factors in its im-
plementation such as WM. The “why” is based on the need for all intelligent
systems to manage information in the environment in the most adaptive and
efficient way (see Chapter III on the theoretical assumptions behind the
modeling). We now elaborate on how this directly contrasts with the im-
plications of an operational account.

An Informational Rather Than a Logical Structural Approach

A key difference between our own and the logic‐inspired account of
Piaget lies in a task analysis based on its information‐processing requirements
as opposed to its logical structure. This difference creates two very different
scenarios for how we conceptualize cognitive advance in the domain of
managing size relationships. For example, a seriation task using n elements
provides the same potential informational load to a 5‐year‐old as to a 7‐year‐
old, but we have argued that the older child develops a strategy that reduces
the potential amount of information in a multiple item set of sizes by mon-
otonic organization. On being faced with a 5‐item size‐related set, we hy-
pothesize that the 5‐year‐old child acquires and maintains in LTM a rank
order representation ( ≫Beta Beta1 2 ≫ Beta3 ≫ ≫Beta4 Beta5) via perceptual
learning. The 7‐year‐old child also maintains this ranking, but crucially it is
augmented with a set of “smallness interval” relations linking adjacent set
elements (Beta rBeta1 2 r Beta3 r Beta rBeta4 5). Thus, on being presented with the
same 5‐item size‐related set, the older child will follow the same pattern of
pairwise comparisons, but as opposed to using probabilistic guesswork, a
smallest interval rule is now used. The older child now knows that if the
smallest size difference is selected from the set, the correct answer is guar-
anteed. They can now select the minimum from a list of size differences after
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having scanned the set of candidates, whereas previously, each candidate has
to be scored, a much more complex calculation. In sum, a lean, efficient
representation that emerges via perceptual learning in the 5‐year‐old allows
more efficient behavior in the 7‐year‐old.

If, by contrast, we consider an alternative consistent with Piagetian rela-
tional reversibility, we can see immediately that this scenario is much more
costly to the system in information management terms. Take the example of a
7‐year‐old child seriating a 5‐item size‐related set, { > > > > }A B C D E . At
each point in the set, at least four mental (as opposed to perceptual) com-
parisons will have to be made. With A as the target, we have
{ > > > > }A B A C A D A E, , , ; with B, { < > > > }B A B C B D B E ;, , , with C,
{ < < > > }C A C B C D C E ;, , , with D, { < < < > }D A D B D C D E, , , and
with E, { < < < < }E A E B E C E D, , , . The comparisons, aside from being
psychologically very complex due to their bidirectional nature, are combi-
natorially much more complex than our perceptual learning account.
Whereas 10 unidirectional, perceptual comparisons are necessary to allow a
rank order to form in our account, this scenario shows that 20 bidirectional,
mental comparisons are necessary to form such an order. This can be de-
scribed as omnidirectional access to each item as opposed to unidirectional
access. Relational reversibility is thus not required to explain an increase in
the total amount of information gained, and indeed it is anathema to that
outcome. We expand on this below with regard to traditional seriation and
transitivity.

Relational Reversibility

What we specifically reject from the classic account and some neo‐Pia-
getian theories is the idea that changes in discrete set understanding are
brought about by relational reversibility, related directly to a coordinate logic
in the mind of the concrete operational child. Piaget’s contention was that
the serial, ordinal, and cardinal properties of relationally connected items
become understood through a mental coordination prompted by the dis-
covery of the reversibility of an asymmetric relation (see Chapters I, II, and
IV). This endured (and still endures) in many post‐Piagetian accounts. Tak-
ing a classic Piagetian view, Elkind (1968), for example, says:

To construct a series systematically, as third‐stage children do, it is necessary to
attribute to each element s> r and s< t because (to form a series) each element
is chosen so that it is smaller than each element that follows it and larger than
each element that precedes it. (p. 70)

The concept of integration and coordination of relations was cited sub-
sequently by several others in the context of seriation (Moore, 1979), and
especially transitivity, where a transitive choice was taken as evidence of the
logical coordination of pairwise relations (Bryant & Trabasso, 1971; Russell,
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1981), or a “higher” level (Rank 4) of understanding than one based on
temporal chaining of trained premises (Halford, 1993).

We dispute the case for reversibility in the case of seriation and ordinal
size understanding on the grounds that it is neither necessary nor efficient.
We have illustrated how the expert seriator must choose an element that
represents the smallest difference from the preceding element. Although this
requires scanning the likely alternatives in a forward search, it does not re-
quire placing or knowing anything about the next following element until
that element is itself chosen. This results in the highly efficient skill of
principled monotonic search every time a discrete set of elements has to be
organized and identified on an individual basis. When identifying a specific
ordinal position, in larger sets, the scanning can proceed from either end of
the series depending on an initial identification of the nearest end‐point, but
this still amounts to a unidirectional rather than a bidirectional processing of
the relational information for the purposes of identifying any given element.

We are not alone in eschewing the concept of reversibility in a seriation
context; others have simply dropped the concept or failed to find any direct
evidence for it (Blevins‐Knabe, 1987a; Chapman, 1988; Fürth, 1969; Leiser
& Gillierion, 1990; Schliemann, 1983). This has been particularly true of
modeling accounts. In an attempt to cohere Piaget’s theoretical model with
an information‐processing account of seriation, Leiser and Gillierion (1990)
set out with the intention of producing algorithms that would capture both
the observed behavior (with children aged between 6 and 10) and also Pia-
getian structural concepts. But despite their strong initial allegiance to the
classic Piagetian framework, Leiser and Gillierion (1990, pp. 169–182) found
little support at the end of their study for characterizing seriation develop-
ment through the emergence of reciprocal relational reversibility within an
order structure. Although they found a propensity in all their participants to
use an extremum method during series construction task (wherein the largest
element is found and placed alongside the previous largest element), they
did not find concomitant evidence of even any understanding of the need to
keep repeating the operation even in their oldest participants. As the authors
put it, “somewhat surprisingly, inventing the procedure does not imply un-
derstanding it” (Leiser & Gillierion, 1990, p. 175). This was a finding echoed
by Baylor et al. (1973) who modeled the behavior of three children on size
and weight seriation tasks but did not find a role for reversibility in their
computer simulations and concluded, “These are aspects of Piagetian theory
that have not yet found adequate non‐trivial representations in (the) in-
formation processing models” (p. 195).

As for transitivity, there are several difficulties in evaluating a coordinate
model of asymmetric relations in this context. First, for those promoting this
hypothesis, it requires constructing test situations that rule out the possibility
of nonlogical solutions. As we reviewed in Chapter II, the literature on
whether spatial, temporal, or perceptual supports were in fact effectively
ruled out in transitivity training tasks has been a long‐standing debate
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(Kallio, 1982; Perner & Mansbridge, 1983; Schnall & Gattis, 1998; Thayer &
Collyer, 1978; Wright et al., 2011; Youniss & Murray, 1970). The ample
evidence arising was that temporal—and even spatial—encoding of a set of
trained relations is the default means of learning the premises in transitivity
tasks by children (and even adults, as we review later). This is not simply a
methodological point. It raises the questions as to why, in any case, would a
human reasoner adopt a more complex omnidirectional conceptualization
requiring large increments in memory resource.

The idea of omnidirectionality, moreover, does not readily scale up to the
case of seriation, where access to every possible relation would put a very high
demand on memory resource as formulated above. An obvious rebuff to this
is that seriation is by nature a temporal activity that may not require an
atemporal apprehension of the relational structure of the set. If this were
true, then it is not clear why it takes at least as long to become a manifest
ability in school‐aged children as genuine transitive reasoning. In short, and
as we see later in the case of adult transitive reasoning, the application of
monotonic search can readily explain how transitive deductions are made
without the assumption of further complexity.

Verbal Justifications Suggesting Reversibility and Logical Awareness

One important element in the arguments supporting reversibility has
been the nature of verbally retrieved information after test responses. Justi-
fications given by older children showing the active retrieval of both premises
in transitivity tests—or the adjacent relations in seriation tests—could suggest
an act of coordination (Elkind, 1968; Wright et al., 2011). But these are after
the fact, and do not imply that this information is recruited to solve the
problem in the first place. Nevertheless, we do have to ask what linguistic or
symbolic access actually may be telling us about underlying processes of
which the child may not be directly aware. This has broad implications for the
relationship between thought and language going well beyond the remit of
this monograph, so we shall confine ourselves to specific observations re-
garding our own evaluation of verbal reports. We did not ask children to
justify their responses but simply to describe what they remembered about
the about the sequential and ordinal tasks. Although the degree of linguistic
specificity was definitely more advanced for 7‐year‐olds than for the younger
children, it seriously underestimated the accuracy of the performance in all
tasks given. This was also true of the eight adults we tested by way of com-
parison. The lack of a distinct relationship between verbalizing and per-
formance indicates that the children are reflecting on what they know and
remember—not the processes by which they came to that knowledge. On that
basis, it would be relatively easy for a child who has already seriated three
items, (e.g., yellow> red> blue) in a transitivity test, to retrieve both relevant
premises to produce a justification answer that could imply relational coor-
dination such as “because the yellow stick is longer than the red stick and the
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red stick is longer than the blue one.” Unsurprisingly, therefore, Glick and
Wapner (1968) found no consistent association between correct transitive
choices and verbal justifications for participants between 8 and 18 years
of age.

In short, we have no evidence that spontaneous seriation, and seriation as
a determiner of ordinal position, involves or requires reversibility of thought,
nor any awareness (even by 7‐year‐olds) that the relations thus computed
form a fully coordinated logical structure. The point we wish to stress how-
ever is that this in no way compromises the unique and powerful informa-
tional status of the solution deployed by spontaneous seriators when
confronted with discrete sets. Indeed, as the necessary substrate for all
mathematics based on the properties of numbers, it is as arguably as im-
portant to human knowledge as the deductive inference.

The Role of Perception in Conceptual Understanding

The foregoing observations lead us to what we see as our final departure
from Piagetian and many post‐Piagetian accounts. Transitivity research was
popular because it appeared to be conceptual rather than perceptual and this
reflected the mindset of many developmentalists then and now. Piaget be-
lieved that to make the transition to operational thinking in transitivity, se-
riation, and related domains, reliance on direct perception must be
relinquished, a view echoed in neo‐Piagetian terms by, for example, Halford
(1993) and Karmiloff‐Smith (1992). This supposed emancipation from per-
ceptual information is not required by our own characterization, and it is
actually counter‐suggested by the conditions under which our 7‐year‐olds
succeeded. Showing little or no error during the normal perceptual con-
ditions of seriation tasks, the expert performance by 7‐year‐olds collapsed
when the supporting perceptual array was removed. This support was pro-
vided by a target item being highlighted on every trial within a sample that
could be seriated through visual interrogation. It was also provided when the
target item was identified on the first trial of a single set in the color con-
ditional task, and the child simply had to perform a similar interrogation and
count on the subsequent four trials to select it. These are the conditions that
also prevail in all the Piagetian tasks of seriation and ordinal and cardinal
correspondence.

We have no argument with the idea that children have to acquire a
concept of a series if they are going to execute a principled search when
presented with a set of jumbled elements. What we take issue with this is
the idea that in order to form this guiding concept children need to be
“freed” from perception. Our analysis tells us that the advance to regarding
every member of a set as occupying a unique class of its own is an act of
perceptual learning. In support of this view is the fact that blind and partially
sighted children have been reported as lagging behind in size but not weight
seriation by up to 3 years (Friedman & Pasnak, 1973; Hatwell, 1985;
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Lebron‐Rodriguez & Pasnak, 1977) but we note these with caution as others
have failed to find a difference (Lister, Leach, Ballinger, & Simpson, 1996).

The modeling approach in this monograph reinforces the importance of
perception as a causal ingredient in knowledge gain. Although there is a very
large literature on how cognition can exert a top‐down influence on per-
ception (see Firestone & Scholl, 2016, for a review), the converse is rarely
argued for. The computational modeling here offers a special window on a
bottom‐up influence as to how an agent may, through perceptual learning,
grow the representations that allow it to conceptualize the world. It has
shown that the outcome of learning is not just a better‐differentiated set of
items, but a perceptual rule that can guide future searches and provoke ever
leaner representations. The perceptual field is an essential causal element in
this, as well as in guiding the search thereafter.

Perceptual Learning in Cognitive Development

In reinstating the importance of perceptual activity in a traditionally
cognitive domain, we note that this goes against a rising trend. From the
early 1970s onward, Pick (1992) has noted that interest in perceptual
learning has “waned” (p. 791). But we must also clarify what we mean by
perception in this context. We have used the term perceptual “differ-
entiation” to describe the progression of sequential and ordinal under-
standing from 5–7 years of age, but here we have to be clear that we are not
describing an improvement in acuity. Although there are some devel-
opmental changes in visual acuity up to 9 years of age (Semenov, Chernova,
& Bondarko, 2000), no study of perceptual discrimination has suggested that
children of school age cannot detect a size difference with the interval ranges
used here. As noted in Chapter IV, however, size discrimination ability in
children up to 10 years of age can vary greatly as a function of how the
discrimination tests are presented. We noted in Chapter IV that presenting
them in a serial context was likely to improve performance. May and Mac-
Pherson (1971) showed, moreover, how exposure to variation in the mini-
mum size interval across items to be discriminated dramatically reduced
errors in two‐choice size tests in children up to 9 years of age. Such task
factors affecting discrimination learning were considered extensively in the
light of attentional and reinforcement mechanisms arising from the behav-
iorist tradition (Reese, 1968), which then became outdated as discrimination
research itself dropped out of fashion. Based broadly on the idea that re-
sponses have to be appropriately tuned to relevant environmental stim-
ulation, this does not, in any case, capture the role we give to perceptual
activity here. As detailed in the computational model, it would be more
accurate to say that the environmental stimulation from a set of sizes itself
becomes “tuned” to the act of serial scanning. Differences do not become
more noticeable; they become more informative to the perceiver during
perceptual learning. Searching for the relevant difference starts to control
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the visual scan in a cycle of feedback‐informed behavior. The end result is a
planned search starting with the biggest/smallest element, next biggest/
smallest, and so on.

Although she considered perceptual differentiation with regard to dis-
tinctive features of objects rather the stimulus relations, our characterization
of perceptual learning is not dissimilar to that of Eleanor Gibson. In devel-
opmental studies with letter‐like forms as stimuli, Gibson, Gibson, Pick, and
Osser (1962) showed how children learn to attend to dimensions of are rel-
evant to the class at hand such as rotational differences (that would convert a
“b” to a “d”) but not slant or tilt (a legitimate source of variation in writing).
Applied to size differences, we could say, similarly, that children learn the
ecological importance of detecting the smallest interval in a set to enable
them to cope with the total amount of information that that such a set could
potentially convey.

Conceptual Development from Perceptual Activity
By situating perceptual activity at the heart of essential information gain,

we eschew the sharp distinction between perception and conception that
Piaget and some others have drawn. Our view of perception thus shares much
in common with the approach of Goldstone and Barsalou (1998) who have
argued that a rather false dichotomy between perception and cognition has
understated the role of perception in “grounding” conceptual distinctions
and subscribe to their view that: “many mechanisms typically associated with
abstract thought are also present in perception” (p. 231). Described in the
context of classification and similarity judgments, their thesis can also be
seen to be directly applicable to how we have considered perception to work
in order to procure real representational change in seriation, and why we
repudiate Piaget’s rejection of perception in the cognitive achievements of
sequential and ordinal size understanding:

Conceptual end states do not imply an absence of perceptual origins. Even if
the end‐state of a concept were free of perceptual information, perceptual
processing may have been required to build it. (p. 244)

We submit that a concept of a series would be one such example.

Perception and Transactionalism
Though clearly different from Piaget’s concept of “operationality,” in a

broader sense our position endorses Piaget’s claim for a “genetic epis-
temology” of logicomathematical knowledge. Transactionalism is an
extremely appropriate way to cast the way in which children come to grasp
the fact that all sets can be unitized through the personal experience of
interacting with actual objects through sight or touch. From a starting point
where any two objects can be differentiated, sets of multiple objects can—and
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apparently do—reside in the minds of young children without being seen as
logically discrete or orderable entities. This is a hard concept to grasp for the
adult mind, but the robustness of difficulties in seriation—and especially
ordinal identification—recorded here and elsewhere testifies to the fact that
sets of divisible entities do not automatically impose their numeric properties
on the human mind. Making those properties discoverable by interrogation
and selection is, at the very least, a highly plausible explanation of how every
individual comes to construct that knowledge. We realize that there are much
wider arguments here regarding the external reality and existential truth of
mathematics itself and its evolutionary history (Lakoff & Nunez, 2000). We
are not in a position to make any bold claims about mathematics as a cultural
construct, save to say that if one were seeking a universal primitive for such a
construct, as Piaget argued over half a century ago, it can be found in the
developing behavior of the young child.

Maturation as a Sole Cause of Discontinuity

The foregoing should make it clear why we do not endorse the view that
discontinuity is simply brought about by the ineluctable growth of WM ca-
pacity. In our view the growth and role of WM (and associated LTM stores)
has to be seen as more than providing a conceptual space for the child to
move into, but rather as an intrinsic feature of the child/environment inter-
action. The modeling has detailed how this would work in two distinct ways.
First, it operates within a trial‐and‐error level when participants are actively
learning to discriminate the sizes, contributing to the high individual vari-
ability associated with this stage. However, it also calculates a threshold level
that all systems would require to meet to be in a position to benefit from this
learning, suggesting a possible minimum age of acquisition. Individual dif-
ferences across children would be expected to have long‐term consequences
for how quickly the critical threshold level is reached for discovering the
universal properties of a discrete set, with consequential changes on the
contents of LTM.

The acquisition of a new (unvarying) skill has the effect of democratizing
cognitive advance in this area, creating something of a level playing field in
which LTM contents guiding sequencing and search become universal. This
is not to deny, however, that the individual differences noted at much
younger ages in terms of a sense of approximate number (ANS), for example,
won’t have long‐term implications for later math achievement. Research
investigating these individual differences in terms of both behavioral (Odic
et al., 2016) and neural measures (Hyde, Simon, Berteletti, & Mou, 2017)
points to such a correlation, though not without a certain confounding with
math education itself as observed in Chapter I. Individual variation, not-
withstanding, all children in most cultures need to acquire insights in the
necessary rules underwriting number understanding. This leads us to the
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issue of the optimum learning environment for supporting the feedback loop
between visual interrogation and action during learning, as we consider next.

The Implications for Possible Educational Tools

We noted in Chapter II, that many of the specific seriation training
studies were aimed at looking at transfer to other Piagetian tasks or general
effects on IQ (e.g., Kingma, 1984b). A few researchers have, however, looked
more precisely at the effects of sequential training on mathematics scores,
and some have endorsed the benefits of such training on children’s math
achievements in school, albeit cautiously (Pasnak et al., 2015). Children are
becoming increasingly exposed to counting, arithmetic and the cardinal
meaning of count words during the preschool and early school years, and
there has been considerable interest in which ability trained in preschool will
best predict later arithmetic problem‐solving (Chu, vanMarle, Rouder, &
Geary, 2018; Geary, vanMarle, Chu, Hoard, & Nugent, 2018; Geary, van-
Marle, Chu, Rouder, et al., 2018). Some have specifically noted the predictive
value of seriation abilities in preschool children for later arithmetic ability or
number‐line (Kingma, 1984c; Stock, Desoete, & Roeyers, 2007, 2009).

We would now submit that it is time to be much more precise about the
nature of educationally‐oriented training as far as discrete set understanding
is concerned, and the age at which it is likely to have greatest effect. Bene-
ficial effects have been reported by Pasnak et al. (2015) with 6‐year‐old
children using what he describes as “sequentiation.” This was a multifarious
set of tasks where children have to try to determine the overall pattern or
sequence in letters, numbers, clock faces, and rotated objects. The se-
quencing itself was of the item insertion variety where children had to find
the correct place for a missing item or complete the sequence in the manner
of the “Pattern Understanding” subtest in the Kaufman Assessment battery
for children (Kaufman & Kaufman, 1983). It is hard to tell which specific
types of material or instruction benefitted the children’s performance on
mathematics scales, but it does encourage exposure to sequential behavior as
an educational tool. If we were to follow this further into the construction of
an educational game, the implications of our analysis become relevant. We
have noted strong consistency between our age‐related results and studies
using the classic seriation task, and we ourselves found a similar pattern of
set‐size‐related difficulty in 5‐year‐olds when training on the classic select‐
and‐place task. This does not, however, necessarily implicate a strong edu-
cational benefit of ordering with sticks or Montessori blocks. We have already
commented in Chapter II on how the select‐and‐place method might both
help and hinder the process of seriation in the younger child. As long as
there are no visible consequences of an incorrect choice, the temporal op-
erations of perceptual tuning can apply to this task as they do in our
touchscreen tasks. What happens, however, when a selection results in an
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incorrect placement and the array under construction is disordered? The
inability for a child to correct a seriation mistake is a well‐known (almost
defining) aspect of preoperational behavior, and it is easy to see how this
could occur. Correction implies that the participant can perform the very act
of perceptual differentiation that they are still acquiring. Conversely, as also
noted by Young (1976) there should also be enabling aspects of spatial se-
riation, where correct choices become translated into an ordered visual array,
thereby reinforcing the correctness of the choice. A testable hypothesis from
this conjecture was reported in McGonigle and Chalmers (2001, p. 274).
Sequencing both as an activity in itself but also in relation to creating a visual
array is a field wide‐open to the testing and development of educational
tools.

As for timing, many have noted that training can be wasted on children
who are too young or not cognitively ready for it (Kingma, 1986; Pasnak,
Hansbarger, Dodson, Hart, & Blaha, 1996). Any approach that endorses the
role of maturation would caution against the efficacy of imposing on children
who lack the appropriate processing capacity, tasks that are too complex for
their age (Case et al., 1993). Our identification of a threshold‐critical WM
factor is consistent with this view. This does not mean, however, that devel-
opment should just be allowed to take its course without intervention or
educational tools aimed at cognitive advance. Although the right type of
experience at the right time could enable transition to new ordinal and
cardinal awareness, there is no evidence that size seriation in and of itself has
been turned into an educational tool. An obvious exception is the use of
Montessori blocks in preschool, but although the value of Montessori edu-
cation has been reviewed (Lillard & Else‐Quest, 2006) we can find no data on
the specific efficacy of the blocks‐based teaching for serial abilities. Simple
sequential touchscreen training on sizes (and other dimensions) with (as yet
unexplored) possibilities for optimum visuo‐spatial feedback seems to be a
candidate case for developing a targeted teaching tool for children of around
6 years of age.

What Happens After the Age of 7?

Our conclusions regarding the nature of so‐called concrete operational
shift at around 7 years have implications for how we might consider what
happens next. This is clearly too vast a subject to embrace within a mono-
graph dedicated primarily to the 2 years between 5 and 7, but we can be fairly
definitive about what we think is unlikely to be a direct successor to what we
have found. The clues come from our nonmonotonic task. The contrast with
expert adult performance makes it tempting to conclude that we have un-
covered a constraint in the child’s grasp of ordinality and that further de-
velopmental advance will automatically take place once that constraint is
overcome. There are two obvious constraints that could apply. One is WM
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resource; the other is the way in which the tally is encoded in memory in the
first place. If it were to be seen as some sort of restriction, however, the first is
hard to reconcile with the fact that 7‐year‐olds showed that they were able to
retain a list of seven colors after an average of fewer than 10 trials. As for the
second, we could say that to effectively remember the nonmonotonic se-
quence, a new form of representation needs to form in the LTM slots that we
think represent unique units. For this, each tally would need to go onto to be
represented at a new symbolic level, either as an abstracted cardinal value (a
number) or as a stand‐alone ordinal description such as “third biggest.” A
set‐independent value—an integer or ordinal value—should allow a quick
resolution of the nonmonotonic case, if that is how the sequence becomes
encoded. In the first case it would allow the creation of a string such as
43125; in the second as, for example, “second biggest, middle‐sized, small-
est, second smallest, biggest.” Although only a minority of our eight adults
reported converting the sequence to numbers, something along these lines
could account for the relative ease with which an arbitrary list of ordinal sizes
can be encoded by older participants. A contraindication to this argument,
however is that fact that the adults showed a similar sensitivity in their RTs to
the easy or difficulty of the sequence as defined by its sequential departure
from monotonicity, that is, by the interval relations across the ordinal posi-
tions, and not by the relative difficulty of each item independently with re-
gard to its distance from the nearest end‐point. (Apart from the slowness in
finding middle‐sized as the start point for the harder sequence as shown by
both age groups, this second measure of difficulty appears to produce quite
different functions across the sequence. We have not presented these func-
tions here, however, as a proper comparison of predictions arising from a
symbol‐based slot encoding in LTM would require further appropriate
modeling and more experimentation with the nonmonotonic case.)

From the data we have to hand, we have to conclude that if there is any
sense in which adults used some form of symbol encoding to remember the
sequence from trial to trial, it would seem that this augmented memory for
the series rather than replaced the way they actually executed the task. Either
way, in exploring cognitive advance at least within this domain, we must
caution against the proposition that new solutions represent a direct and
private cognitive advance in the way that children (we believe) come to un-
derstand the necessary unitization of discrete sets by around the age of 7.
That is to say, we do not see symbol‐level knowledge based on numbers or
semantic descriptions of ordinal values such as “third biggest,” as a more
abstract version of a core procedure in the sense of either the R‐R account of
Karmiloff‐Smith or Piaget’s concept of reflective abstraction. Both of these
ideas conserve the fundamental properties of an earlier solution, in the form
of re‐representing a procedure in the former case (Karmiloff‐Smith, 1992), or
consciously reflecting on previous operations in the latter (see Campbell &
Bickhard, 1986, p. 91). Although the private discoveries giving rise to series
representation may be the foundation for understanding what numeric and
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ordinal codes refer to in the real world, the connection between these levels
of understanding is a vast area of enquiry in its own right relating among
other things to the nature of symbolic meaning and consciousness itself
(Fodor, 1975; Harnad, 1990; Searle, 1980). Whatever symbolic resources may
be imported into size sequencing, they are bound to be interwoven with
diverse influences from school and the broader culture, some of which will be
explicitly taught and not necessarily directly abstracted from private knowl-
edge. Most of arithmetic teaching falls into this category in the sense that
primary intuitions eventually have to be relinquished in favor of formal
symbol manipulation. If we must speculate on how and why our adult par-
ticipants succeeded on the nonmonotonic tasks whereas the 7‐year‐olds
failed, we would say it is because the adults used a combination of an intuitive
monotonic search together with the use of formal and perhaps linguistic
symbols such as numbers and ordinal positions that helped in some way to
store the sequence in LTM. What we would dispute is that such symbols are
somehow abstracted representations of the search procedures, and we pro-
pose instead that they have a new and different role in preserving cognitive
economy.

We would agree with Clark (2008) that once such symbols are ex-
ternalized as shared, cultural artifacts, they too allow a radical reduction in
the complexity of information processing that an agent must carry out to
solve a sequencing problem. Describing such symbols as “tags” Clark noted,
“once fluent in the use of tags, complex properties and relations in the
perceptual array are, in effect, artificially reconstituted as simple inspectable
wholes. The effect is to reduce the descriptive complexity of the scene”
(p. 46). So, competence in a nonmonotonic task may represent developing
expertise in the use of externally represented symbolic systems, using them to
structure LTM in some way. Knowing when this competence emerges after
the age of 7, however, an area for future research and further modeling.

On our interpretation then, the 7‐year‐old’s expertise represents a nat-
ural end‐state of sequential and ordinal size understanding which in and of
itself never gets surpassed or replaced by a better understanding or better
procedures for information management. On this scenario, by forcing the
management of independent size codes in the random alternation phase of
our color conditional task and, in the nonmonotonic tasks, we have strayed
into a cognitively different domain. To solve these tasks without difficulty, the
processes appear to be connected to seriation expertise but in a deeply
complex way. Our surmise is that rapid solutions to these problems will de-
pend on additional tools for memorizing the sequences such as cultural ex-
posure to the use of symbols as place‐markers for represented elements. But
although this may make the task of remembering non‐monotonic tasks easier,
it may have little effect on the core sequential procedures required to actually
execute them. The suggestion from our adult data is that monotonicity is the
cognitive default solution for dealing with certain mathematical and logical
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problems for adults and children alike. In the next section, we show how this
conclusion can be supported from other relevant research

The Prevalence of Monotonicity in Human Cognition

In this monograph, we have confined ourselves to insights that can derive
exclusively from private experience with the physical world. These insights
are not dependent on formal tuition, but on the functionality of the brain as
an information reducing device.

It is a reasonable supposition, therefore, that such economic tools for
information management will persist as default strategies into adolescence
and adulthood even in domains that can, in principle, be resolved through
learned systems of formal logic. Indeed much of the work on human adult
reasoning since the 1970s has explored the many ways in which adult rea-
soners depart from logical rules (Johnson‐Laird & Steedman, 1978; Kah-
neman, Slovic, Slovic, & Tversky, 1982; Tversky & Kahneman, 1974).
Without pursuing the very many threads into nonlogical strategies for
problem‐solving used by human adults and adolescents in areas as diverse as
conditional, spatial, and class‐inclusion reasoning, we illustrate this point
using two examples specifically relating to monotonicity. The first is that
children’s mathematical advance in the school years shows a strong de-
pendency on spatio‐temporal monotonicity even after the age of 7. The other
is that exactly that sort of dependency tends to characterize how adults solve
related logicomathematical problems.

Spatio‐Temporal Procedures in Children in the Domain of Number
An arguably contradictory case regarding our suggested relationship

between monotonic sequencing and the domain of number is the order‐
relevance principle in counting. Order irrelevance was considered by Gelman
(1972) to be one of the basic principles of number understanding and it
refers to the fact that the total cardinal value of a set is independent of the
order in which the items are counted. As Colomé and Noël (2012) point out,
however, the (spatial) order of a count is in fact highly relevant to under-
standing ordinal position. In testing this proposition with children aged
between 3 and 5 years of age, they used a cartoon character counting to a
target toy car queuing at a traffic light and the children were to judge the
accuracy of the count. By 5 years of age, the children tended to correctly
reject trials where the character took an unconventional spatial path for
counting the set from the last car but also causing them to wrongly reject the
count of the total number of cars queuing. Of relevance here is that a similar
observation was made in a study Kamawar et al. (2010) using much older
participants. Children aged from 5–10 years old took part in a game in which
an animated frog named Hoppy counted squares arranged in rows on a
computer screen. The child had to monitor Hoppy to see if he made a
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mistake. Using small numbers ranging from 3 to 13, Hoppy was either cor-
rect or incorrect, but sometimes he also counted in an unconventional
manner instead of following a grid‐based trajectory. Around 30% of children,
including some as old as 10 or 11, categorized unconventional counts as
incorrect and the authors conclude that “early adoption of very stringent and
reliable counting procedures is an effective way for children to develop ex-
cellent skills” (p. 143).

Spatio‐Temporal Procedures in Adults

A second example of the primacy of a monotonic solution, this time in a
logical rather than numerical domain, comes from the realm of transitive
reasoning. Consider the three‐term series task described in Chapter I. When
posed to adults linguistically, this task presents two premises and then poses
an inferential question, for example, “Bill is shorter than Mike; Bill is taller
than John. Who is the tallest of the three?”

Researchers using this three‐term series problem have consistently
identified considerable difficulties shown by adolescents and adults when the
premises were presented non‐monotonically or in a heterotropic order as per
the example just given (Clark, 1969; Glick & Wapner, 1968; Hunter, 1957;
Huttenlocher, 1968). There was a strong consensus that participants would
convert disordered premises (e.g., B< A; B>C) into the sequence A>B>C
before answering the question. The idea that they did this by means of a
spatial paralogical device was given strong support by Trabasso and col-
leagues when following up on the original Bryant and Trabasso study (Bryant
& Trabasso, 1971). Using 6‐ and 9‐year‐olds and adults on a six‐term training
series, Trabasso and colleagues (Riley & Trabasso, 1974; Trabasso & Riley,
1975; Trabasso, Riley, & Wilson, 1975) found that children (and adults)
consistently showed a “Symbolic Distance Effect,” after Moyer (1973). That is,
the RTs for answering test questions were faster than for the adjacent items
on which they had been trained. This suggested that the premises were ef-
fectively seriated during training rather than combined using logical de-
duction. On the spatial model, it is thought that the participants read off the
answer directly; the more discriminable the items on a mental linear scale the
faster the answer.

In summary, we suggest that ordering monotonically is the default means
by which human adults and older children process relational size in-
formation, because it has maximum predictability and highest possible re-
dundancy in the informational sense. Although spawned by private discovery,
we believe, it has obvious manifestations in the form of cultural devices such
as rulers, thermometers, musical scales, and the notational systems
of mathematics. Whatever happens after the age of 7, the sequential and
ordinal skills that appear in children of this age provide the core psycho-
logical foundation without which such cultural devices could never have been
invented.
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Conclusions

Returning to the definitions of the logical properties of discrete sets with
which we started this monograph—ordinality, cardinality, and unitization—
we now have a clear take‐home message. These three properties do not seem
to be equal partners in an operational coalition. If there is a primary element
it is unitization, and even this we see as owing its emergence to something
that Piaget tended to treat as a symptom rather than a cause of operational
development—principled monotonic sequencing. We have argued that it is
in the very activity of ordering that the economy of individual‐item identi-
fication becomes available. This activity makes ordinal identification a sec-
ondary—and to some extent an optional—skill. It is not always necessary to
compute the ordinal position of each item in a set unless it is demanded by
the task in hand, and it is possible to be capable of expert seriation without
this computation playing any part. Task requirements notwithstanding, there
is, we believe, a single foundational ability behind the way children can start
to behave logically with discrete sets of objects differing in size, and we would
claim that this ability lies in the act of sequencing them.

This message alone, however, lacks psychological depth or insight into
that foundational understanding. It is here that we see the computational
modeling as providing depth and detail by capturing transitional processes
that can never be evident simply in the progression from failure to success,
and by reifying the changes in LTM that we can only infer from the behavior
alone. With the benefit of a task analysis based on simulation, furthermore,
the tasks themselves gain explanatory power retrospectively, and for this
reason we could envisage a role for our serial and ordinal tasks in a neuro-
psychological context. Highly relevant to the co‐operative functions of the
PFC, they would be simple to administer inside a scanner and could throw
considerable light on moment‐to‐moment brain functioning during se-
quencing. In the meantime, we return to their importance of these tasks as
empirical indicators of key long‐term shifts in the organization of the brain
across development. Gaining an even better understanding of this and other
discontinuities in development remains a task for psychologists and cognitive
modelers alike in the future alignment of the behavioral with the neuro-
psychological sciences.
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Notes

1. Bayesian cognitive model exploration as series of hand‐on tutorials can be carried out via
Lee (2013).

2. Van Geert (1994) provides hands‐on tutorials for building dynamical systems of develop-
ment, including a model of Kurt Fisher’s theory of skill development.

3. Further exploration of Young’s seriation model can be carried out via Scott and Nicolson
(1991) who provide guidelines for a Prolog implementation. Young’s model of subtraction
competence in the child, alongside many other models of cognition, are available via Yule
et al. (2013). As noted above, the production systems formalism has been adopted into con-
temporary cognitive architectures ACT‐R and SOAR) (Miłkowski, 2013), and incorporate
various mechanisms for representing learning and plasticity. Anderson (2007) provides the-
oretical and practical guidance for ACT‐R implementations.

4. Exploration of the main connectionist models of cognitive development can be carried out
via hands‐on labs in Plunkett and Elman (1997). Quinlan (2003) provides a thorough overview
of connectionist models of cognitive development, with a biological as well as psychological
focus.

5. It can be proven mathematically that given enough pairwise comparisons from a set, and a
way of persisting the results of these comparisons, that a rank order will always form.Assume a
set = { … }S e e e e, , ,n1 2 3 and let ( )X ti be the weight of each of ei at time t, assuming a set of discrete
time steps for t. Assume ⊂( ) X t .i At each discrete time step t, a random pair of set elements
are selected according to the relation < i j n1 . At this point,1 is added to the weight of set
element j and 1 is subtracted from the weight of set element i. Considering the i set element
only, as the j set element procedure is equivalent:

⎧

⎨
⎩

( + ) =
( ) +
( ) + +
( ) − +

X t
X t i t
X t i j t
X t i j t

1
, if was not chosen at time 1,

1, if and a smaller were chosen at time 1,
1, if and a larger were chosen at time 1.

i

i

i

i

Assume that each ( )X ti is a random walk on the integer number line , with different prob-
abilities of moving up, moving down or staying the same. The expectation of ( )X ti takes the
form ((( − )/( − )) − ( / ))c i n t1 1 1 2 for some constant c, and so the weights ( )X ti are expected
to be in the correct order separated by numeric differences of an order t. However, the
deviation from the expectation is around t with a high probability, according to Chernoff ’s
inequality. Typically, the random fluctuations around the mean are not enough to break the
ordering of the set, and so as t gets larger, the set elements will be highly likely to be ordered
according to the relation ⋯{ < < < < }e e e en1 2 3 . This proof extends to the Beta ranking case, as
each ( )X ti is equivalent to the mean value α α β/( + ) for a particular Beta probability dis-
tribution, assuming the Beta distributions are updated in a way that allows a ranking of means
to be established.

6. As noted previously, evolution appears to have discovered a behavioral program for eco-
nomically scanning stimulus sets to facilitate rational choice. As a result of this pairwise pro-
cedure, the number of comparisons reduces from n! to n(n+ 1)/2 (i.e., the triangular number
of pairwise comparisons).

7. Beta distributions are defined by two parameters (α and β) that are real numbers de-
termining the probability of a stimulus ranking along the unit (0–1) interval. Beta probability
distributions were selected due to this simple, dual‐parameter definition, their representing
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more probability mass toward the end‐points of the unit interval, and their conjugate prior
property (prior and posterior distributions of the same Beta distribution format). These
properties allow a representation of end‐point biasing, a binary classification psychological
constraint and a mathematically simple Bayesian updating routine. In order to represent a
global ranking of, for example, { > > }A B C along the Beta distribution unit interval, these
counts must increase and/or decrease monotonically across the set. In the scenario where we

have { }{ } =α α αA B C, , , ,3
3

2
3

1
3

and { }{ } =β β βA B C, , , ,1
3

2
3

3
3

, we have a global ranking of
{ > > }A B C along the unit interval, where the mean values are: =A 0.75, =B 0.5, and
=C 0.25. This accumulation of counts is equivalent to a Bayesian inference calculation in

which prior and likelihood probabilities are combined to generate posterior probabilities.

8. A function used to convert a set of real values, vector Score ,n into action probabilities,

∑
( ) =

τ

τ

/

=
/softmax Score

e
en

Score

i
n Score

1

n

i

where τ is a temperature parameter of value 1. Variability in softmax can be controlled via the
temperature factor in this equation. This function is widely used in machine learning research
to facilitate action selection. For high temperatures, all vector values have nearly the same
probability, and for a low temperature, the probability of the action with the vector value tends
to 1.

9. The term μ σ/Beta Beta. .ccandidate candidate
2 is the precision of the candidate stimulus, where

⋅
⋅

⋅ ⋅
⋅

⋅ ⋅

⋅ ⋅ ⋅ ⋅
μ

α

α β
σ

α β

α β α β
=

+ = ×
( + ) ( + + )

Beta
Beta

Beta Beta
Beta

Beta Beta
Beta Beta Beta Beta

and
1

,ccandidate candidate
2

2

and Inhibitioncandidate is a real valued inhibition level.
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The Development of  S ize Sequencing Ski l ls : 
An Empir ical  and Computat ional  Analysis

In this monograph, Maggie McGonigle-Chalmers and Iain Kusel report an 

investigation into a phenomenon called size seriation. At around the age of seven 

years children suddenly become capable of systematically organizing objects 

in order of size. Using touchscreen tasks, they explore the differences between 

children of five and seven years when learning seriation tasks and when trying 

to identify size relations such as middle-sized. A computer model simulates 

the findings and shows how the act of size sequencing itself, together with an 

increase in memory capacity, creates a new solution for the older child that is 

not available to the younger child. Taken together, the findings and model reveal 

changes in mental functioning that explain spontaneous seriation and how the 

concept of a “unit” emerges during development.
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