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1  |  THE PSYCHOLEXICAL 
APPROACH TO PERSONALITY

The psycholexical approach is a methodology that al-

lows the identification of psychological constructs from 

the human language. The basic assumption of this ap-

proach was brilliantly stated by Goldberg (1981): “Those 

individual differences that are of most significance in 

the daily transactions of persons with each other will 

eventually become encoded into their language. The 
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Abstract

Objective: We aimed to develop a machine learning model to infer OCEAN traits 

from text.

Background: The psycholexical approach allows retrieving information about 

personality traits from human language. However, it has rarely been applied be-

cause of methodological and practical issues that current computational advance-

ments could overcome.

Method: Classical taxonomies and a large Yelp corpus were leveraged to learn 

an embedding for each personality trait. These embeddings were used to train a 

feedforward neural network for predicting trait values. Their generalization per-

formances have been evaluated through two external validation studies involving 

experts (N = 11) and laypeople (N = 100) in a discrimination task about the best 

markers of each trait and polarity.

Results: Intrinsic validation of the model yielded excellent results, with R2 values 

greater than 0.78. The validation studies showed a high proportion of matches be-

tween participants' choices and model predictions, confirming its efficacy in identify-

ing new terms related to the OCEAN traits. The best performance was observed for 

agreeableness and extraversion, especially for their positive polarities. The model was 

less efficient in identifying the negative polarity of openness and conscientiousness.

Conclusions: This innovative methodology can be considered a “psycholexical 

approach 2.0,” contributing to research in personality and its practical applica-

tions in many fields.

K E Y W O R D S

Big Five, natural language processing, psycholexical approach, word embedding



   | 1603GIANNINI et al.

more important is such a difference, the more people 

will notice it and wish to talk of it, with the results that 

eventually they will invent a word for it” (pp. 141–142). 

Indeed, language can be seen as a repository of con-

cepts, ideas, and values that help people in structuring 

reality and making sense of their everyday experiences 

(Berger & Luckmann, 1966). The traditional psycholex-

ical approach has focused on identifying the terms that 

could convey information about personality characteris-

tics. This approach has been mainly applied to develop 

self- assessment scales to evaluate people's personality 

characteristics (e.g., Caprara et al., 1993; Cattell, 1943a, 

1943b; Costa & McCrae,  1992). This approach eventu-

ally led to the development of methodologies to infer the 

personality of individuals by analyzing texts produced 

by them (e.g., Moreno et al., 2021).

Recent developments of the psycholexical approach 

were applied to infer personality characteristics in spon-

taneous texts describing people and nonhuman objects 

(Gosling & John, 1999; Tanasescu et al., 2013). Although 

these early attempts showed how human personality can 

be meaningfully applied to nonhuman targets, they were 

still limited to analyzing a set of specific words (i.e., mark-

ers) known as conveying personality information.

The present work fits into this last perspective by aim-

ing to develop a machine learning model to infer person-

ality traits of nonhuman targets (in our case, venues) by 

analyzing how they are spontaneously described in nat-

ural language. Specifically, we propose a psycholexical 

approach 2.0 that overcomes prior attempts by (1) get-

ting personality- relevant information from all the words 

(vs. adjectives, as done in the past) by applying recent 

developments in the Natural Language Processing field 

and (2) using enriched embeddings that allow enhancing 

personality- related information encoded in such distrib-

uted representations, to optimize their applicability for 

research in personality psychology. Indeed, such an inno-

vative approach might widely improve how we measure 

personality by both introducing a method that can be 

easily applied to spontaneously produced texts and over-

coming the limitations of self- report questionnaires and 

other automatic methodologies, similar to our approach 

but based on few known terms.

2  |  OVERVIEW OF THE 
PSYCHOLEXICAL APPROACH

In 1884, the famous polymath scientist Francis Galton 

was presumably the first who realized that language 

could convey information about people's personal-

ity. In his pioneering work “Measurement of char-

acter,” Galton scanned the dictionary and identified 

1000 words expressing people's character. Although 

this work represents only a first and unsystematic at-

tempt, Galton's methodology laid the foundation of the 

psycholexical approach to studying personality. Indeed, 

during the last century, many efforts have been made 

to pinpoint representative terms of personality charac-

teristics. A more organized theoretical and empirical 

contribution to the psycholexical approach can be at-

tributed to Klages (1926) and Baumgarten (1933), who 

applied this method to the German language. A few 

years later, Allport and Odbert (1936) built a catalog of 

almost 18,000 personality- relevant words, identifying 

terms that can “distinguish the behavior of one human 

being from that of another” (Allport & Odbert, 1936, p. 

24). The terms were classified into four categories: (1) 

neutral terms designating possible personal traits (e.g., 

active, introverted, conscientious), (2) terms primarily 

descriptive of temporary moods or activities (e.g., afraid, 

blue, liberal), (3) terms conveying social and character 

judgments of personal conduct (e.g., effective, irresist-

ible, worthy), and (4) metaphorical and doubtful terms, 

which consisted of a miscellaneous category of words 

describing human beings (e.g., athletic, cannibal, and 

drinking).

Starting from this list, Cattell  (1943a, 1943b) ad-

opted an innovative methodology to identify the major 

dimensions of personality. Specifically, the author fo-

cused only on Allport and Odbert's first category, as it 

included terms that most closely resemble the defini-

tion of personality as an enduring and stable pattern of 

characteristics. Through a set of subsequent semantic 

and empirical reductions, Cattell  (1957) developed a 

16- factor personality model. Despite Cattell's contribu-

tion having been widely debated, it represented a cru-

cial stimulus for other personality researchers. Among 

them, Tupes and Christal (1961) conducted correlational 

analyses on other- reported ratings deriving from eight 

different samples, identifying “five relatively strong and 

recurrent factors” (p. 14) of personality: surgency, agree-

ableness, dependability, emotional stability, and culture. 

Beyond sharing many similarities with some of Cattell's 

factors, these five dimensions can be considered the pre-

cursors of the Big Five personality traits. A further cru-

cial contribution can be attributed to Norman  (1967). 

Based on previous research and collecting an enormous 

set of ratings, Norman (1967) developed an exhaustive 

taxonomy (about 2800 terms) related to personality and 

proposed the first version of the contemporary Big Five 

model. Specifically, he identified the best markers for 

each of the poles of the five factors. Goldberg  (1980, 

1981, 1982) continued and refined Norman's work by 

developing a taxonomy of 1710 terms to be used in em-

pirical research as items to measure the Big Five traits.
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Along with these major contributions, the history 

of the psycholexical approach is full of attempts to find 

the best taxonomy to account for personality traits. 

Accordingly, this approach was applied to several lan-

guages (e.g., Caprara & Perugini,  1994; De Raad,  1992; 

Isaka,  1990; Ostendorf,  1990), developing different tax-

onomies that, beyond marginal cultural differences, have 

generally led to the identification of Big Five traits of per-

sonality: openness to experience, conscientiousness, ex-

traversion, agreeableness, and neuroticism (aka OCEAN). 

The strong consistency among the results of several stud-

ies represents significant evidence for the validity of the 

Big Five model and confirms the basic assumption of the 

psycholexical approach: The investigation of personality 

can be performed through the exploration of language. 

Most of the taxonomies developed so far consisted mainly 

of adjectives, as lexical terms that encode and describe 

qualities of persons. Thus, several scales aimed at measur-

ing the Big Five consisted of adjective checklists (García 

et al., 2004; Goldberg, 1990, 1992; Saucier, 1994a; Saucier 

& Goldberg,  1996) or short statements that include sev-

eral adjectives (e.g., the BFQ by Caprara et al., 1993; the 

NEO- PI- R by Costa & McCrae,  1992; the BFI by John 

et al., 1991).

In the last decades, the traditional psycholexical 

approach has been mostly abandoned. Probably, once 

the transcultural validity of the Big Five model was 

demonstrated and the best markers of each factor were 

identified, the scientific interest in this field has been 

exhausted. However, the psycholexical approach could 

go beyond these goals. For instance, detecting the Big 

Five markers in spontaneous descriptions of people and 

nonhuman objects could allow inferring these targets' 

personality. Indeed, terms used to describe people's per-

sonality can also be used to describe other entities, such 

as animals or venues. For instance, a review (Gosling & 

John, 1999) showed a large overlap in the use of the Big 

Five traits to describe humans and other animal species. 

An empirical attempt to describe the personality of inan-

imate objects was conducted by Tanasescu et al. (2013), 

who explored reviews of venues counting the Big Five 

markers (taken from Saucier & Goldberg, 1996) to obtain 

a score for each venue in each trait automatically. The 

authors matched these scores with ratings from partic-

ipants, obtaining encouraging correspondence between 

automatic and human evaluations. Although they re-

ceived little attention, these pioneering works laid the 

foundations of a new method for extracting information 

about personality from texts regarding nonhuman enti-

ties. We argue that current developments in computer 

science and linguistics may be exploited to improve 

this approach, breaking new grounds in the study of 

personality.

3  |  VECTOR- SPACE MODELS OF 
LINGUISTIC DATA

Nowadays, methods from computer science, and in par-

ticular the Natural Language Processing field, offer a 

unique opportunity for a resurgence of the psycholexical 

approach and a new quantitative, automatic, data- driven 

investigation of the relationship between personality 

and language. Indeed, in the past few years, substantial 

advancements were brought to different psychology do-

mains by applying vector- space models trained on large 

samples of language usage. Such models, often labeled as 

distributional semantic models, have been particularly 

impactful in cognitive science, with extremely influential 

proposals like Latent Semantic Analysis (LSA; Landauer 

& Dumais,  1997), Hyperspace Analogue to Language 

(HAL Burgess, 1998), and the “bound encoding of the ag-

gregate language environment” model (BEAGLE; Jones & 

Mewhort, 2007). These systems are funded on the distri-

butional hypothesis, stating that word meanings can be 

approximated (or even learned) by an analysis of the con-

texts in which a word appears (Harris, 1954; Lenci, 2018). 

Using computational systems able to capture such con-

textual distributions, this approach ends up representing 

word meaning as vectors in a high- dimensional space, or 

word embeddings: The more two words appear in similar 

contexts, the more their corresponding vectors will “live” 

close to each other in the defined space, the more their 

corresponding meaning will be perceived as related by 

human participants.

Vector- space models are particularly appealing from 

a cognitive perspective for both empirical and theoret-

ical reasons (Günther et  al.,  2019). First, independent 

predictions obtained from these models are shown to 

align well with behavioral and neural data from a num-

ber of different psychological tasks, ranging from se-

mantic priming (Jones et al., 2006), to explicit intuitions 

(Landauer & Dumais, 1997), to sentence comprehension 

(Frank & Willems,  2017). Second, these systems have 

their foundations in psychologically plausible learn-

ing mechanisms (Mandera et  al.,  2017), such as those 

described by the Rescorla–Wagner equations (Rescorla 

& Wagner,  1972), and are believed to well- capture the 

passage from episodic to semantic memory via dimen-

sionality reduction (Landauer & Dumais,  1997). These 

premises have granted the widespread application of 

such an approach in cognitive science (see Günther 

et  al.,  2019, for a review and a thorough discussion of 

their validity as cognitive models).

Importantly, the impact of vector- space models goes 

beyond the obvious domains of investigation such as the 

psychology of language and semantic memory. Several 

studies have shown how predictions from vector- space 
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models can help shading lights on open issues in do-

mains such as grounded cognition (Louwerse, 2007), nu-

merical processing (Rinaldi & Marelli,  2020), episodic 

memory (Gatti et  al.,  2022), conceptual combination 

(Marelli et al., 2017), emotion representations (Rotaru & 

Vigliocco, 2020), social stereotypes (Caliskan et al., 2017), 

and human judgments (Bhatia et  al.,  2019). Personality 

psychology is also a straightforward domain of applica-

tion. Consider the observations of Goldberg  (1981) and 

Berger and Luckmann  (1966) reported at the beginning 

of the paper: If language acts as a repository for concepts, 

ideas, and, more generally, life experiences (including 

interactions with other people), there must be a way to 

induce such representations by moving from language 

statistics, in a manner that is analogous to what vector- 

space models do. Indeed, similar arguments have been 

advanced, with respect to such systems, by Louwerse: In 

the context of his symbol- interdependence hypothesis, 

he observed how we speak of things in the world and our 

experience with them; as a result, language ends up en-

coding grounded information, that can be extracted by the 

application of proper computational methods to linguistic 

data (Louwerse, 2011).

Applying vector- space modeling to personality psy-

chology also offers an important methodological ad-

vancement, allowing researchers to rely on semantic 

representations rather than purely lexical ones. In fact, 

most of the classical studies in the domain have focused 

on lists of adjectives (as presented above), limiting re-

search to a rather small portion of the whole lexicon of a 

language. Word embeddings avoid this substantial limita-

tion associated with the grammatical class of the items: In 

principle, personality- related information can be induced 

for any word for which an embedding is available, on the 

ground of its distributional similarity with “pivot” terms 

for which the personality pattern is known (e.g., the very 

adjectives considered in classical studies).

Evidence in this respect has been provided, show-

ing that it is possible to induce personality information 

from textual data. For example, a systematic literature re-

view (Ahmad et al., 2020) identified 30 scientific papers 

between 2007 and 2019 that used a variety of methods 

(i.e., deep learning, supervised and unsupervised ma-

chine learning) to detect personality characteristics from 

texts. A recent meta- analysis by Moreno et al., including 

23 different studies, indicates effect sizes ranging from 

r = 0.26 to r = 0.30, depending on the personality trait 

under consideration. Furthermore, a work by Cutler and 

Condon  (2022) exploits the recent advances in Natural 

Language Processing technologies to represent 435 per-

sonality descriptors and then compare these vectorial rep-

resentations to a principal component analysis carried out 

on survey- based ratings.

Here, we propose a new approach in which, prior to 

the actual language- to- personality mapping, personality- 

related information is highlighted in the textual data 

through an enrichment process. We thus try to build a 

specific vector space for each personality trait and use it to 

infer word' loadings on that trait.

4  |  THE PRESENT RESEARCH

The rationale of the present research is that the OCEAN 

model allows to describe personality traits of objects ac-

cording to human experience. In this paper, we devel-

oped a machine learning model to infer personality traits 

of human experience objects, like venues, by exploiting 

how they are mentioned, described, and commented 

in natural language text: the psycholexical approach 

2.0. Specifically, we developed an effective embed-

ding for each personality trait, that is, an embedding in 

which words are “coherent” with the personality trait. 

Moreover, we evaluated the performance of machine 

learning models in identifying the markers of personality 

traits in two ways. In the first step, we applied a stand-

ard model validation procedure, evaluating the models' 

accuracies in predicting how single words (i.e., words in 

isolation) captured different personality traits. Data and 

source code are available at https:// github. com/ …/ perso 

nality_ predi ction coding. In the second step, we ran two 

different studies to test whether the terms identified by 

the machine learning model as markers of each trait (and 

polarity) were correctly recognized by both experts in 

personality psychology (Study 1) and laypeople (Study 

2). The data that support the findings of both studies 

are available from the corresponding author. This re-

search was not preregistered. All studies were conducted 

in compliance with the Declaration of Helsinki ethical 

standards.

5  |  DEVELOPMENT OF THE 
MACHINE LEARNING MODELS

5.1 | Resources

5.1.1 | GloVe embedding

A word embedding is a representation of words' meaning, 

typically obtained by combining language models and 

learning techniques. Word embedding aims to map words 

or phrases from a given vocabulary to vectors of real num-

bers with a fixed size. In particular, it involves a math-

ematical embedding from a high- dimensional space to a 

small- dimension continuous vector space. In such vector 
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space, the distance between two words depends on their 

semantic similarity.

GloVe is the embedding produced by a global log- 

bilinear regression model that combines the advantages 

of global matrix factorization and local context window 

methods. Indeed, it can capture the corpus statistics and 

perform well on the analogy task.

The produced vector space contains a meaningful sub-

structure, and the model outperforms related models on 

similarity, analogy, and named entity recognition tasks 

(Pennington, 2014).

Many versions of GloVe pre- trained vectors are made 

publicly available. In this paper, we use the version trained 

on 6GB tokens from the corpus extracted from Wikipedia 

and English Gigaword 5th Edition. The associated vocab-

ulary consists of 400 K terms, each one represented as a 

100- dimensional vector.

5.1.2 | Scoring dataset

The personality scoring dataset was created through a 

scoping review aimed at identifying scientific papers 

that report relevant data on adjectives measuring the 

Big Five traits. A web search was performed on Google 

Scholar combining the following keywords: Big Five, 

adjectives, marker, loadings, and exploratory factor 

analysis. We selected papers according to five criteria: 

(1) the paper and the adjectives had to be in English; (2) 

the complete list of adjectives used in the study(s) had to 

be reported; (3) participants had to evaluate one single 

adjective at a time (i.e., bipolar scales were excluded); 

(4) participants had to evaluate their own personality 

(i.e., studies using peer- assessment were excluded); 

and (5) loadings on each of the Big Five trait had to be 

reported for each adjective.

The scoping review led to select seven papers (see 

Table 1), two of which reported data on two different sam-

ples, for a total of 4059 cases. Adjectives reported in each 

paper were then combined in a single list along with their 

loadings on the five traits. If an adjective was reported by 

more than one study, a weighted average was computed 

for each loading based on the studies' sample size to con-

sider the relative magnitude of each loading. Accordingly, 

we applied Equation (1), where λ represents the loading, 

N represents the study sample size, S is the total number 

of considered studies, and i is the number of studies in 

which the adjective was found.

In other words, loadings were multiplied by the num-

ber of cases of each study in which they were found; then, 

the resulting values were summed across studies and di-

vided by the number of total cases. For instance, the adjec-

tive “adaptable” was found in Saucier and Goldberg (1996; 

N = 899) and Somer and Golberg (1999; N = 182), with the 

highest loadings on agreeableness (λ = 0.27 and λ = 0.45, 

respectively). The weighted average for agreeableness was 

computed as:

(1)

∑S
i=1 �i ∗Ni
∑S

i=1 Ni

T A B L E  1  List of papers selected in the scoping review, sample size of the studies considered, and number of total and trait- specific 

adjectives.

Sample size

Number of adjectives

Total O C E A N

Goldberg (1992)a,b—Study 4 (self- sample) 320 100 20 20 20 20 20

Saucier (1994b)a 636 40 8 8 8 8 8

Benet and Waller (1995)

American sample 569 43 11 7 8 9 8

Spanish sample 435 43 11 7 8 9 8

Saucier and Goldberg (1996)a 899 435 65 86 102 127 55

Somer and Goldberg (1999)a—Study 1 182 273 33 65 86 55 34

Perugini et al. (2000)a 337 50 10 10 10 10 10

Ledesma et al. (2011)

Validation sample 372 67 10 12 11 16 18

Replication sample 309 67 10 12 11 16 18

Note: O = openness, C = conscientiousness, E = extraversion, A = agreeableness, N = neuroticism.
aThe study originally measured the inverse of neuroticism, namely emotional stability.
bExtraversion was originally referred to as surgency, whereas openness as intellect.
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The same procedure was applied for each of the adjec-

tives on each of the five loadings. The resulting scoring 

dataset included 616 adjectives and constituted the list 

of known terms used in the following modeling steps. 

Among the adjectives, 26.46% displayed the highest load-

ing on agreeableness, 23.70% on extraversion, 19.97% on 

conscientiousness, 14.94% for neuroticism, and 14.94% 

for openness. Concerning the polarity of each trait, the 

percentage of adjectives showing the highest loading on 

positive polarity was 48.47% for agreeableness, 54.47% 

for conscientiousness, 54.79% for extraversion, 56.52% 

for neuroticism, and 59.78% for openness. Supporting in-

formation Appendix C reports a detailed analysis of the 

scoring dataset and illustrates the score distribution of in-

dividual traits.

5.1.3 | Yelp reviews corpus

We use a reviews corpus made publicly available by the 

Yelp Dataset Challenge (https:// www. yelp. com/ dataset). 

It consists of more than 5 million reviews of about 200 K 

venues located in more than 10 different metropolitan 

areas, from which we extracted a subset containing 300 K 

reviews to reduce training time and memory consumption.

5.2 | Procedure

5.2.1 | Enriching word embeddings using 
personality texts

The goal of this initial step was to process GloVe 

word embeddings in order to develop five new word 

embeddings, each one specifically tuned for one of the Big 

Five traits. The rationale for this approach was that pairs 

of terms, which are close in a trait- specific personality 

word embedding, should have a similar influence on the 

corresponding personality trait. Therefore, we aimed at 

increasing the geometric coherence between each of the 

specific word embedding and the associated personality 

trait score function, in order to better define this latter 

using the very terms' positions in the word embedding 

space. The rationale here was that the personality score 

was well approximated via a locally smooth function. 

Therefore, we built vector representations, which 

encapsulated semantic information for each personality 

trait, in such a way that the position of a word, in the 

trait- specific personality word embedding, maximally 

informed about how the word contributes to score 

the given personality trait. Indeed, such a localized 

representation of words could help to improve prediction 

accuracy of personality traits.

We implemented these tunings by training, for each 

specific personality trait, a Convolutional Neural Network 

(CNN) on the Yelp reviews corpus. It is worthwhile 

to mention that venue reviews are a good case study to 

serve the purpose. Indeed, venues are objects of human 

experience and capture strong human components; thus, 

it is possible to assign them personality traits (Graham 

& Gosling,  2011; Tanasescu et  al.,  2013). Specifically, as 

clearly stated by Tanasescu et al. (2013, p. 76), people gen-

erally use the same words to describe places and human 

personality “due to the personality of the individuals that 

frequent the venue, or because of characteristics of the 

venues.” Therefore, we assumed that the OCEAN model 

could be used to describe objects of human experience. 

Each trait- specific personality embedding was obtained 

starting from the common GloVe word embedding. Then, 

the embedding was trained to predict the average person-

ality scores of the reviews for each personality trait. The 

average personality score of a venue review and, for a 

given personality trait, was computed by averaging score 

values across all known terms, mentioned in the given 

venue review, which were associated with the given per-

sonality trait. Therefore, venue reviews not containing any 

known term were discarded.

In this way, word vector representations were modified 

to improve prediction performance for each specific per-

sonality trait. The training phase thus aimed to modify the 

weights in the embedding layer to reduce the model's loss 

function computed on each review's predicted score. This 

approach allowed detecting which words are most influ-

ential in order to predict score values for each personality 

trait. This step outputted five trait- specific word embed-

dings, each embedding consisting of the matrix of weights 

of the embedding layers of the corresponding CNN. The 

CNN architecture and the detailed training process are de-

scribed in Supporting information Appendix A.

5.2.2 | Personality score learning

Once we had tuned the GloVe embedding to improve 

personality score predictions, we were able to learn five 

models, one for each personality trait. In particular, each 

Feedforward Neural Network (FNN) model was trained to 

predict the personality score based on the known terms, 

which were inputted to the model using their trait- specific 

word embedding. Once trained, the FNN can be used to 

estimate personality scores also for unknown terms. The 

architecture of these models is detailed in Supporting in-

formation Appendix B).

(0.27 × 899) + (0.45 × 182)

899 + 182
= 0.30
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5.2.3 | Intrinsic validation of the model

Before validating the model against human intuitions, we 

tested our approach of having five separate trait- specific 

word embeddings. To do so, we applied the K- Nearest 

Neighbors (KNN) test described in Supporting informa-

tion Appendix D. This test provides initial evidence that 

our specific enriched embeddings encapsulate more in-

formation about personality traits than the original GloVe 

embedding. To better prove this statement, we conduct a 

further test by training FNN models to predict the person-

ality scores of a word given its embedding representations. 

The only terms whose personality scores were given were 

the known terms. Therefore, we could compute perfor-

mance for predictions of known terms' scores only.

Our model validation procedure partitioned the set of 

known terms into 10 folds, to be used in a 10- fold cross- 

validation (10- fcv) procedure to estimate R2 and MSE 

performance measures. Each training cycle consisted of 

300 epochs, while performances were computed after 

each epoch. We considered the performances related 

to the best- performing epoch for each training cycle. To 

validate the efficacy of our method, we conducted exper-

iments using three types of word embeddings. The first 

two are generic embeddings and represent all five person-

ality traits together, taken as baselines. The former is the 

original GloVe embedding that did not go through the en-

richment process described above; the latter is a uniquely 

enriched word embedding that represents all five person-

ality traits together. Finally, the third type of embedding 

consists of enriching a specific word embedding for each 

trait. Additionally, we compared a single FNN model, 

trained to predict scores for all five personality traits at 

once, with five separate trait- specific FNN models. For 

each experiment, we conducted a 10- fold cross- validation, 

in which we computed the performance by averaging, for 

each trait, the measured performances on the validation 

sets of the 10 cross- validation rounds. We standardized the 

personality scores before starting each 10- fcv round and 

computed the performances on standardized scores.

Results in Table 2 provide strong evidence that enrich-

ing the original word embedding enhances performance 

significantly. The FNN models trained with the enriched 

embedding demonstrated superior performance to those 

trained with the standard GloVe embedding. This enrich-

ment process generated new embeddings that capture 

word similarities directly linked to specific personality 

traits. Moreover, using a specific model for each person-

ality trait resulted in the best solution. When utilizing a 

generic word embedding (either GloVe or the uniquely 

enriched embedding), the five specific FNN models (each 

corresponding to a distinct personality trait) outperformed 

the singular FNN model that covers all traits. Furthermore, 

FNN models trained using the five specific enriched word 

embeddings performed better than those trained with the 

single enriched word embedding. The trait- specific en-

riching procedure tuned the vectorial representations to 

express similarities and semantics closely associated with 

each trait. These results reinforce the value of employing 

tailored word embeddings for enhanced performance.

Scores of personality traits E and N were the most diffi-

cult to predict, while the remaining personality traits per-

formed well, with trait C obtaining the best performance. 

Considering the best configuration (trait- specific FNN 

models with trait- specific embeddings), MSE was always 

smaller than 0.21, while R2 values were always greater than 

0.78. Therefore, for each personality trait, a simple model 

effectively predicted personality score values using trait- 

specific word embedding to represent known terms. This 

evidence supported again the rationale that the geomet-

ric coherence achieved by tuned word embeddings helps 

predict personality scores. However, as already stressed, 

this test was about known terms only. Generalization to 

unknown terms was further evaluated through a coher-

ence test, described in detail in Supporting information 

Appendix E.

GloVe Enriched unique embedding

Enriched 

specific 

embeddings

Specific 

models

Unique 

model

Specific 

models

Unique 

model

Specific 

models

MSE R2 MSE R2 MSE R2 MSE R2 MSE R2

O 0.654 0.36 0.695 0.321 0.19 0.798 0.243 0.743 0.172 0.817

C 0.451 0.521 0.502 0.479 0.125 0.875 0.165 0.835 0.128 0.874

E 0.636 0.36 0.7 0.29 0.25 0.728 0.293 0.686 0.203 0.79

A 0.541 0.451 0.598 0.392 0.22 0.771 0.248 0.747 0.168 0.829

N 0.564 0.409 0.631 0.35 0.223 0.769 0.29 0.699 0.206 0.787

T A B L E  2  Intrinsic validation of 

the mode: ten- fold cross- validation test 

results.
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6  |  EXTERNAL VALIDATION

Two studies were conceived to validate the model perfor-

mance in identifying each trait's negative and positive po-

larity markers. The design of both studies was identical, 

but Study 1 involved experts in personality psychology, 

whereas Study 2 was conducted on laypeople.

6.1 | Study 1

6.1.1 | Materials and procedure

Eleven researchers and professionals with strong expertise in 

personality psychology and the Big Five theory took part in 

the validation experiment. No remuneration was offered to 

them. We involved only people with a Ph.D. in psychology 

and at least 5 years of expertise in the personality field. Experts 

received an individual invitation to the validation study con-

sisting of 100 trials in a two- alternative forced- choice task.

Trials were divided in 10 blocks that were randomly 

presented to the experts. Each block focused on one of the 

two polarities (positive or negative) of the five personality 

traits. In each trial, experts were presented with a specific 

polarity of the trait (e.g., high extraversion) and a set of its 

best markers reported in the literature (e.g., sociable, talk-

ative, and energetic) to increase consistency in traits' defi-

nitions among the raters. Along with this information, the 

experts were asked to select which of the two presented 

words best describes the polarity of that trait.

For each pair, one word (i.e., the marker) was retrieved 

from the most representative terms identified by the trait- 

specific machinelearning model. Specifically, the 10 un-

known terms associated with the highest (lowest) marker 

indices for a specific trait were considered the most repre-

sentative of its positive (negative) polarity after an a- priori 

exclusion of the following categories: 

1. Proper names of people and places.

2. Terms with less than 10 occurrences in the reviews 

used to tune the embedding.

3. Terms whose average score of the five nearest known 

terms in the embedding was lower than 0.15.

Conversely, the other word (i.e., the distractor) was 

randomly extracted from the whole list of unknown terms 

(excluding the most representative ones). In each block, 

the word pairs were randomly presented to the experts.

For example, in the block focusing on the positive 

polarity of extraversion, the experts were asked to select 

which of the following two stimuli best describes it: super-

star (the marker) vs. polity (the distractor).

6.1.2 | Results

A set of one- tailed binomial tests was conducted to evalu-

ate whether the experts' probability of agreement (i.e., 

choosing the term predicted by the model as represent-

ative of the trait and polarity reported by the trial) was 

significantly greater than what was expected by chance 

(50:50). The probability of correctness was evaluated 

considering different targets: (1) the whole test (i.e., 11 

experts judging 100 term pairs, for a total of N = 1100), (2) 

specific polarity (i.e., 11 × 50, N = 550), (3) specific trait 

(i.e., 11 × 20, N = 220), and trait per polarity (i.e., 11 × 10, 

N = 110). The results are reported in Table 3; considering 

we ran 18 tests, p values were corrected by the false dis-

covery rate method, computing the Benjamini–Hochberg 

adjusted p value. The high probability of agreement ob-

served for most of the targets and the significance of their 

associated tests indicated a high proportion of matches 

between experts' choices and model predictions, con-

firming the model's good performance in identifying 

new terms related to the Big Five traits. However, there 

was a low agreement for unknown terms identified as 

representative of the negative polarity of openness, con-

scientiousness, and neuroticism, namely the experts' 

probability of agreement was lower than what expected 

by chance.

6.2 | Study 2

6.2.1 | Materials and procedure

One hundred participants were enrolled through the 

prolific online recruitment platform (www. proli fic. 

co), and they were reimbursed with £3.50. The sample 

consisted of English native speakers (nationality: 97 

American, one Irish, one Canadian, and one Italian) 

with a mean age of 33.60 (SD = 10.61), and it was bal-

anced for gender (48 females and 52 males). Study de-

sign, that is, the two- alternative forced- choice task, and 

item lists were identical to Study 1. However, before 

starting each block, participants were presented with 

the trait and polarity (as well as the set of its best mark-

ers) to be evaluated in subsequent trials, and were asked 

to familiarize with the specific personality trait before 

starting the task. Moreover, we added a further trial 

per block as attention checks, increasing the total trials 

from 100 to 110 (i.e., 11 per block). One word of each 

attention check was randomly extracted from the whole 

list of unknown terms, whereas the other (the correct 

one) was taken from the set of best markers reported 

above the trial.
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6.2.2 | Results

A set of one- tailed binomial tests was conducted 

to evaluate whether the participants' probability of 

agreement (i.e., choosing the term predicted by the model 

as representative of the trait and polarity reported by the 

trial) was significantly greater than what was expected 

by chance (50:50). As in Study 1, the probability of 

agreement was evaluated considering different targets: 

(1) the whole test (i.e., 100 participants judging 100 term 

pairs, for a total of N = 10,000), (2) polarity (i.e., 100 × 50, 

N = 5000), 3) trait (i.e., 100 × 20, N = 2000), and trait 

per polarity (i.e., 100 × 10, N = 1000). As a preliminary 

step, we evaluated the probability of correctness of the 

attention checks (i.e., 100 × 10, N = 1000). The results 

are reported in Table  4; considering we ran 18 tests, 

p values were corrected by the false discovery rate 

method, computing the Benjamini–Hochberg adjusted 

p- value. The attention checks' probability of correctness 

was extremely high, indicating high compliance of 

participants. Considering the different targets of the 

analysis (i.e., traits, polarities, and traits × polarities), 

the laypeople's behavior was similar to that of experts. 

Specifically, although the probabilities of agreement 

observed in Study 2 were generally lower than in Study 

1, the results confirmed the model's good performance 

in identifying new terms related to the Big Five traits. 

Indeed, the probability of agreement observed was 

significantly higher than what was expected by chance 

for most of the targets, indicating a good proportion 

of matches between participants' choices and model 

predictions. As in Study 1, the negative polarity of 

openness and conscientiousness showed that the 

probability of agreement was not significantly higher 

than what was expected by chance. However, in contrast 

with Study 1, this did not occur for low neuroticism.

7  |  GENERAL DISCUSSION

The present paper proposes the “psycholexical approach 

2.0” an innovative methodology to retrieve information 

about personality traits from written texts, combining the 

old- fashioned psycholexical approach and the modern 

Natural Language Processing methodology, specifically 

vector- space modeling. Specifically, starting from the 

literature addressing to what extent adjectives can measure 

the OCEAN personality traits, we developed five machine 

learning models, mapping how the words reported in 

300 K reviews are associated with each polarity of each 

Target N P correctness 95% CI

B- H p 

value

Whole test 1100 0.685 0.662, 0.709 <0.001

Polarity

Positive 550 0.756 0.724, 0.786 <0.001

Negative 550 0.615 0.579, 0.649 <0.001

Trait

Openness 220 0.573 0.515, 0.627 0.022

Conscientiousness 220 0.668 0.612, 0.721 <0.001

Extraversion 220 0.750 0.697, 0.798 <0.001

Agreeableness 220 0.800 0.750, 0.843 <0.001

Neuroticism 220 0.636 0.580, 0.690 <0.001

Trait × Polarity

Openness (+) 110 0.691 0.611, 0.763 <0.001

Openness (−) 110 0.455 0.374, 0.537 0.780

Conscientiousness (+) 110 0.818 0.747, 0.876 <0.001

Conscientiousness (−) 110 0.518 0.436, 0.600 0.410

Extraversion (+) 110 0.800 0.727, 0.861 <0.001

Extraversion (−) 110 0.700 0.620, 0.772 <0.001

Agreeableness (+) 110 0.773 0.697, 0.837 <0.001

Agreeableness (−) 110 0.827 0.757, 0.884 <0.001

Neuroticism (+) 110 0.700 0.620, 0.772 <0.001

Neuroticism (−) 110 0.573 0.490, 0.653 0.424

Note: B- H p value = Benjamini–Hochberg adjusted p value.

T A B L E  3  Study 1 results of the one- 

tailed binomial probability tests.

 1
4

6
7

6
4

9
4

, 2
0

2
4

, 6
, D

o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://o
n

lin
elib

rary
.w

iley
.co

m
/d

o
i/1

0
.1

1
1

1
/jo

p
y

.1
2

9
1

5
 b

y
 U

n
iv

 o
f S

ao
 P

au
lo

 - B
razil, W

iley
 O

n
lin

e L
ib

rary
 o

n
 [0

1
/0

1
/2

0
2

5
]. S

ee th
e T

erm
s an

d
 C

o
n

d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d
itio

n
s) o

n
 W

iley
 O

n
lin

e L
ib

rary
 fo

r ru
les o

f u
se; O

A
 articles are g

o
v

ern
ed

 b
y

 th
e ap

p
licab

le C
reativ

e C
o

m
m

o
n

s L
icen

se



   | 1611GIANNINI et al.

trait. We tuned GloVe word embeddings to be specific to 

each personality trait, in such a way that close terms in 

trait- specific word embeddings had a similar influence on 

the corresponding personality trait. This goal was reached 

by training, for each personality trait, a machine learning 

model on the reviews corpus. Then, starting from adjective 

personality loadings in literature, we used trait- specific 

word embeddings to train five new machine learning 

models aimed at predicting loadings on personality 

traits given a certain word. The model validation yielded 

favorable results, indicating that about 80% of the variance 

of the five personality traits was explained by the proposed 

algorithm.

Our approach brings a new perspective in the litera-

ture aimed at predicting personality from the language. 

For example, Cutler and Condon (2022) used contextual 

word embeddings, which can account for contextual fac-

tors by representing the same word differently depending 

on the context. However, in our use case, we aimed to have 

a unique representation for each word to predict its load-

ing on a specific personality trait. In this way, we impose 

a specific context for each word: Its vectorial representa-

tion must be helpful to predict its loading for a personality 

trait. Cutler and Condon  (2022) submitted a query for 

each word to the model to get a unique representation. 

Suppose one wants to represent different words having 

different parts of speech (adjectives, verbs, adverbs, and 

nouns); a specific query should be built for each part of 

the speech. Our methodology is more robust and scalable; 

it builds word representations regardless of their part of 

speech. Furthermore, Cutler and Condon (2022) only rep-

resent 435 known personality descriptors and compare 

the pairwise correlations between words in the new vecto-

rial space to the ones in the principal component analysis 

carried out on survey- based ratings. In the present paper, 

we proposed three further steps:

1. We started from a generic word embedding and then 

built a specific word embedding for each personality 

trait.

2. Using the traits- specific word embeddings, we trained 

models to infer the personality loadings of all the lan-

guage words.

3. By selecting the words with higher predicted loadings, 

we extended the set of marker terms for each personal-

ity trait.

Target N P correctness 95% CI

B- H p 

value

Attention check 1000 0.939 0.925, 0.951 <0.001

Whole test 10,000 0.646 0.638, 0.654 <0.001

Polarity

Positive 5000 0.712 0.701, 0.723 <0.001

Negative 5000 0.580 0.569, 0.592 <0.001

Trait

Openness 2000 0.584 0.565, 0.602 <0.001

Conscientiousness 2000 0.600 0.581, 0.618 <0.001

Extraversion 2000 0.707 0.689, 0.723 <0.001

Agreeableness 2000 0.741 0.724, 0.757 <0.001

Neuroticism 2000 0.601 0.583, 0.619 <0.001

Trait × Polarity

Openness (+) 1000 0.703 0.678, 0.727 <0.001

Openness (−) 1000 0.464 0.438, 0.490 0.987

Conscientiousness (+) 1000 0.692 0.667, 0.716 <0.001

Conscientiousness (−) 1000 0.507 0.481, 0.533 0.361

Extraversion (+) 1000 0.795 0.773, 0.816 <0.001

Extraversion (−) 1000 0.618 0.592, 0.643 <0.001

Agreeableness (+) 1000 0.729 0.705, 0.752 <0.001

Agreeableness (−) 1000 0.752 0.729, 0.774 <0.001

Neuroticism (+) 1000 0.642 0.616, 0.667 <0.001

Neuroticism (−) 1000 0.560 0.534, 0.586 < 0.001

Note: B- H p value = Benjamini–Hochberg adjusted p value.

T A B L E  4  Study 2 results of the one- 

tailed binomial probability tests.
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The external validation showed that experts in per-

sonality psychology and laypeople agreed on the correct-

ness of the best markers of most traits and polarities (as 

identified by the machine learning model). Each trait, 

irrespective of the polarity, was associated with a prob-

ability of agreement significantly higher than what was 

expected by chance; this was observed in both samples, 

indicating the reliability of our proposed model in cap-

turing dimensions of personality. Generally speaking, 

the results were comparable across the two samples, 

even though the experts' agreement with the markers 

identified by the model seemed slightly higher than 

those observed for laypeople. Concerning the traits, 

experts and laypeople showed the highest probability 

of agreement when considering both the global traits 

and the two polarities of extraversion and agreeable-

ness. The high performance on these two traits could 

be ascribed to the high number of adjectives included 

in the initial scoring dataset. Indeed, considering the 

entire scoring dataset, 26.46% and 23.70% of adjectives 

showed primary loading on agreeableness and extraver-

sion, respectively. However, the predominance in terms 

of markers of these two traits over the others might be 

related to their very nature. Agreeableness and extra-

version are intrinsically related to social and interper-

sonal dimensions (Graziano & Tobin,  2002; Lucas & 

Diener, 2001; Schaefer et al., 2012), and this could have 

increased their relevance in language (and the number 

of terms used to describe these characteristics). For in-

stance, extraversion and agreeableness were found to be 

key in developing social capital and, more specifically, 

predicted people's social–emotional resources (Tulin 

et al., 2018). Furthermore, it is highly plausible that the 

terms related to extraversion and agreeableness were the 

most represented in the corpus used in our study (i.e., 

the Yelp dataset), since it consisted of reviews on public 

venues in which the social dimension is crucial. For the 

remaining traits, data showed a different pattern accord-

ing to the polarity to be evaluated. Indeed, participants 

were more likely to choose the markers identified by the 

model when facing trials about the positive polarity.

Our work differs from the ones described by Ahmad 

et al. (2020) as it focuses on the personality of the item de-

scribed in a text and not on the author's one. Furthermore, 

we applied similar approaches but with different goals. 

We did not propose a methodology for classifying an item 

according to a personality trait; we developed, instead, an 

algorithm to predict the personality loadings of all the lan-

guage words. These predictions were used to expand the 

set of marker terms for each personality trait. In future 

research, using these new sets of terms, it will be possi-

ble to build unsupervised models (such as constrained 

topic models) that are able to classify a venue given its 

reviews. We also combined deep learning techniques with 

approaches that did not require manual text labeling. The 

generic word embedding was, in fact, specialized using a 

self- supervised strategy that assigned to a review the av-

erage of its known terms' loadings. This word embedding 

enrichment represents the crux of our proposal, high-

lighting the personality- related information within words' 

representations. Through our experimental campaign, 

we substantiated the effectiveness of this approach in en-

hancing GloVe embeddings and facilitating the prediction 

of word personality scores. We found that constructing 

distinct enriched word embeddings for each personality 

trait outperforms the alternatives of creating a single en-

riched word embedding for all traits and relying solely on 

GloVe embeddings.

The present study has some limitations that pertain to 

both the specific materials used and the approach. First, 

the papers used to develop the scoring dataset are rela-

tively dated since they were published 30 to 10 years ago. 

The lack of more recent articles reflects the loss of inter-

est in the psycholexical approach in the last decades. At 

the same time, the consideration of older articles could 

be problematic because the use of some adjectives could 

change over time (as well as their link with personality 

traits), and some of them could not be used anymore. 

However, these papers reported methodologically strong 

research and provided all the details we needed to develop 

the scoring dataset (e.g., factor loadings). Moreover, due 

to the lack of more recent articles adding new terms, we 

could only use 616 adjectives, of which only 571 were rep-

resented in the GloVe embedding space. Having a larger 

number of known terms would have allowed us to bet-

ter map the personality function in the GloVe embedding 

space and thus build more coherent trait- specific word 

embeddings. In addition, the final FNN models would 

have more training data to rely one, allowing for a higher 

generalizability of its predictions.

8  |  CONCLUSION

The psycholexical approach 2.0 can be an effective 

methodology to retrieve psychologically relevant in-

formation regarding inanimate objects from large text 

corpora. Unlike other approaches aimed at inferring the 

personality of the authors of texts, our methodology fo-

cuses on extracting personality characteristics of items 

(i.e., venues) described by texts. Such a methodology has 

been successfully applied to detect OCEAN personality 

traits of venues, but its practical implications are poten-

tially infinite. For instance, as Ahmad et al. (2020) high-

lighted, the OCEAN model represents only one of the 

theoretical frameworks developed to classify personality 

 1
4

6
7

6
4

9
4

, 2
0

2
4

, 6
, D

o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://o
n

lin
elib

rary
.w

iley
.co

m
/d

o
i/1

0
.1

1
1

1
/jo

p
y

.1
2

9
1

5
 b

y
 U

n
iv

 o
f S

ao
 P

au
lo

 - B
razil, W

iley
 O

n
lin

e L
ib

rary
 o

n
 [0

1
/0

1
/2

0
2

5
]. S

ee th
e T

erm
s an

d
 C

o
n

d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d
itio

n
s) o

n
 W

iley
 O

n
lin

e L
ib

rary
 fo

r ru
les o

f u
se; O

A
 articles are g

o
v

ern
ed

 b
y

 th
e ap

p
licab

le C
reativ

e C
o

m
m

o
n

s L
icen

se



   | 1613GIANNINI et al.

traits. We argue that our approach might be effectively 

adopted to detect personality traits belonging to differ-

ent research traditions, such as Cattell's 16 personality 

factor model (Cattell et  al.,  1970) or Eysenck's Giant 

Three model (Eysenck, 1994), or even other psychologi-

cal constructs not related to personality. Similarly, we 

investigated the OCEAN personality of venues. Still, 

we argue that the same approach can also be applied to 

people and other inanimate objects, such as retail items, 

movies, cars, and games.

Beyond identifying psychological constructs, the psy-

cholexical approach 2.0 might be integrated into current 

recommendation systems to predict venues, products, 

and items that a specific user might be interested in. 

Specifically, new items can be recommended based on 

their similarities with the OCEAN profiles of users' previ-

ously preferred/purchased items. Moreover, recommenda-

tions could be even more fine- tuned if users' personalities 

are measured and matched with products with a similar 

OCEAN personality profile. In conclusion, we argue that 

the psycholexical approach 2.0 can substantially impact 

research and practice related to the identification of per-

sonality features from textual data.
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