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A B S T R A C T   

Effect sizes in social psychology are generally not large and are limited by error variance in manipulation and 
measurement. Effect sizes exceeding these limits are implausible and should be viewed with skepticism. Maximal 
positive controls, experimental conditions that should show an obvious and predictable effect, can provide es-
timates of the upper limits of plausible effect sizes on a measure. In this work, maximal positive controls are 
conducted for three measures of aggressive cognition, and the effect sizes obtained are compared to studies found 
through systematic review. Questions are raised regarding the plausibility of certain reports with effect sizes 
comparable to, or in excess of, the effect sizes found in maximal positive controls. Maximal positive controls may 
provide a means to identify implausible study results at lower cost than direct replication.   

In the inferential statistics used in most psychology research, any 
effect size that is significantly different from zero is considered a success. 
Generally, the bigger the effect size, the better: Compared to small effect 
sizes, large effect sizes yield smaller p values, explain more of the vari-
ance in outcomes, indicate that smaller sample sizes are sufficient in 
power analysis, and suggest better cost-benefit ratios in interventions. 

There are circumstances, however, in which an effect size is too large. 
Some effect sizes are so big that they could not be plausibly created by 
the hypothesized process that the study is intended to measure. Such an 
effect size fits neither the null nor the alternative hypothesis; more 
plausible is some third cause, such as an error in research design, data 
quality, or analysis. It is even possible that an unusually large effect size 
is caused by fabricated data. When researchers are asked to fabricate 
data, they tend to generate data showing much larger effect sizes than 
those found in genuine data (Akhtar-Danesh & Dehghan-Kooshkghazi, 
2003; Hartgerink et al., 2019). The fraud of Diederik Stapel was 
discovered, in part, by the massive effect sizes reported in his studies 
(Levelt, 2012). Other studies have been scrutinized and retracted on the 
basis of implausibly large effect sizes and variance explained (e.g., Sosso 
et al., 2020; see also the work of Hans Eysenck and Ronald Grossarth- 
Maticek as criticized by Pelosi & Appleby, 1992). 

One challenge in criticizing a study’s reported effect as being “un-
usually large” is that such judgments can be subjective. Where a skeptic 
might judge an effect as implausibly large, doubting the quality and fi-
delity of the data, a proponent might judge the same effect as plausible, 
providing welcome support to a favored hypothesis or theory. How can 

these differences of opinion be resolved? In the absence of data, this is 
difficult. However, an estimate of the largest plausible effect size on the 
measure, an effect that logically should be strictly larger than the study’s 
effect size, could provide a benchmark against which to compare study 
effects. It could be agreed that effects in excess of this largest plausible 
effect size are in error. In this work, I introduce the use of maximal 
positive controls as a way to establish the largest plausible effect size on a 
measure. 

1. Introduction 

1.1. Positive controls 

Most researchers are familiar with negative controls, conditions in 
which the active component of the manipulation is omitted. For 
example, if a researcher tests the effects of violent video games on 
aggressive behavior, their treatment condition might have participants 
play a violent video game, and the negative control condition might 
have participants play a nonviolent video game. The use of a negative 
control allows estimation of the effect of the intervention (e.g., violent 
game content). 

Less commonly used is the positive control, a condition in which 
participants receive a treatment that should have an obvious and pre-
dictable effect on the outcome. Positive controls allow researchers to test 
whether their methods are appropriately sensitive (Moery & Calin- 
Jageman, 2016). If the experiment is conducted, and an effect of the 
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positive control is not observed, it suggests that there may be some flaw 
in the methods or measures. For example, a biologist might include in 
her assay a sample with a known quantity of the element she hopes to 
detect. If the other samples come up blank, but the positive control 
provides the correct reading, she can rule out equipment failure as an 
alternative explanation; the experimental samples are truly devoid of 
the expected element. On the other hand, if the element is not detected 
in the positive control sample, then she knows something is wrong with 
her measurements. Similarly, in a psychological experiment, a partici-
pant might first use a question to rate some obvious examples before 
rating the more nuanced stimuli of research interest. For example, a 
participant might first rate the naturalness of “a plastic toy model of a 
car” and “a tree growing on a mountain peak that has never been visited 
by humans” before rating the naturalness of spring water with added 
minerals (Rozin, 2006). If these positive control questions fail to show 
the anticipated large effect, it suggests a problem: perhaps participants 
are misunderstanding the question or withholding effort, or perhaps 
there has been some error in data analysis. 

Although the use of positive controls in psychology is still in its in-
fancy, one novel application is the use of positive controls in replication 
studies as a way to check the quality of the data collection. For example, 
when Moery and Calin-Jageman (2016) attempted to replicate the ef-
fects of exposure to organic food on prosocial behavior, they collected a 
test of the retrospective gambler’s fallacy, an effect found to be repli-
cable in previous large-sample, multi-site work. Although they could not 
replicate the effect of organic food stimuli on prosocial behavior, they 
did replicate the retrospective gambler’s fallacy. The success of the 
positive control suggested that the failure to replicate the effect of 
organic food on prosocial behavior was not due to some broader issue 
with participant inattention or errors in data analysis. 

Positive controls can be selected to anticipate a small, medium, or 
large effect size. Here I propose maximal positive controls, a class of 
positive control designed to find the largest plausible effect sizes on a 
given measure by minimizing sources of error variance. When a 
maximal positive control is easier to collect than a full-fledged replica-
tion, the collection of a maximal positive control can provide a cost- 
effective way to inspect the plausibility of a result. 

1.2. Maximal positive controls 

An experiment is typically designed to test whether some manipu-
lation influences some outcome. If there is such an effect of the 
manipulation, rarely does it account for all the variance in the outcome, 
as even the strongest relationship is often attenuated by measurement 
error. Indeed, not every experiment yields significant results: Often 
there is no association, or the association is undetectably small. A 
maximal positive control makes the association as big as possible. Re-
ported effect sizes exceeding this “big as possible” threshold may be in 
error. 

Let us consider two ways to think about an experiment’s effect size. 
First, we might think of the effect size as describing the ratio of variance 
between groups (variance explained) to variance within groups (error 
variance). In this context, an exceedingly large effect size indicates an 
unusually large difference between groups or an unusually small amount 
of variance within groups. 

A second way to think about an experiment’s effect size is to think of 
an experiment as being like a path model. A participant receives (or does 
not receive) some manipulation, which should influence some internal 
state of the participant, which is hypothesized to influence the partici-
pant’s behavior or self-reports. Viewed as a path model, each process in 
this causal chain is one path between variables: from the manipulation 
to the internal state, and from the internal state to the dependent vari-
able. Because the magnitude of each path is almost always less than a 
perfect 1.0, each step in the causal chain will have less and less explained 
variance and more and more error variance. 

To increase variance between groups, a researcher could use stronger 

manipulations, test more obvious processes, or remove some steps from 
the causal chain. Suppose we are conducting an experiment testing how 
the persuasiveness of an essay is influenced by the author’s credentials. 
Participants read an essay arguing in favor of some policy, and the essay 
is labeled as coming from either the social science department of a 
prestigious university (strong credential condition) or a layperson’s 
Facebook page (weak credential condition). We could increase the effect 
size in several ways. First, we could increase the strength of the 
credential manipulation by labeling the essay with still more (and still 
less) credible sources. Second, we could confound together multiple 
factors that should influence the essay’s persuasiveness: In addition to 
manipulating the credentials, we could also manipulate its quality of 
presentation and logical coherence of arguments, reasoning that the 
combined effect of all three factors should be strictly greater than the 
effect of credentials alone. Third, we could remove steps from the causal 
chain or replace weaker causal processes with stronger causal processes. 
For example, we could ask participants to indicate the perceived 
strength of the author’s credentials, removing the causal steps in which 
the author’s argument influences (or fails to influence) the participant’s 
opinion. 

To reduce variance within groups, one might ask all participants to 
make the same response. While this might not be particularly enlight-
ening for questionnaire data, it can be interesting when examining 
behavior in some task. For example, a research report described an 
experiment in which participants played a video game for five minutes 
as a heroic or villainous avatar, then aggressed against another person 
by pouring them an amount of hot sauce to eat (Yoon & Vargas, 2014). 
The variance within condition seemed remarkably small for a process as 
potentially messy and unpredictable as pouring hot sauce without the 
aid of a pipette. A follow-up study explicitly instructed participants to all 
pour the same amount of hot sauce (Hilgard, 2019). The standard de-
viation of these deliberately-similar pours was greater than the reported 
standard deviation of pours from participants given no such instructions. 
This suggested that there was some error in the original research. 

In studying the literature on aggressive cognition, I have seen some 
reported results that are of surprising magnitude. Let us apply the 
approach of maximal positive controls to three measures of aggressive 
cognition: the story completion task, the word completion task, and the 
aggressive-emotion Stroop. 

2. Study 1: The story completion task 

Aggressive thoughts are expected to cause aggressive behaviors. 
Studies of possible aggression-inducing stimuli such as violent media 
often use measurements of aggressive thought as outcomes. It is assumed 
that increases in measured aggressive thought will predict increases in 
aggressive behavior, but this predicted mediation is rarely demonstrated 
in the published literature. 

One such rare demonstration of this mediation is provided by Hasan, 
Bègue, Scharkow, and Bushman (2013). In this study, participants 
played a violent or nonviolent game for 20 min a day on three consec-
utive days. After each gameplay session, their aggressive thoughts and 
behaviors were measured. Aggressive thoughts were measured using the 
story completion task, which asks participants to read a story stem and 
indicate ways in which the story might continue (C. A. Anderson, 
1999a). Participants who expect the stories’ characters to behave 
aggressively are said to have a “hostile expectation bias,” an expectation 
that real-world interactions will end in aggression. Aggressive behavior 
was measured using the Taylor aggression paradigm, in which partici-
pants choose the intensity and duration of a loud, unpleasant noise to be 
sent to an opponent. 

Hasan and colleagues reported a significant effect of violent video 
games on aggressive behavior, mediated, as predicted, by aggressive 
thoughts. Moreover, those effects accumulated across testing sessions. 
By the third day, participants who played a violent game behaved more 
aggressively (d = 1.52 [0.99, 2.05]) and thought more aggressively (d =
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3.46 [2.72, 4.21]) than those who played nonviolent racing games. By 
the third day, random assignment to game explained 77.60% of variance 
in aggressive thoughts—a remarkable accomplishment for a manipula-
tion lasting 1.4% of the day. Hasan and colleagues report similarly 
remarkable effects of violent video games on story completion task 
scores in another article (Hasan, Bègue, & Bushman, 2012, d = 1.92) and 
in a conference abstract (Hasan, Bègue, & Bushman, 2015, d = 2.98). 

There is reason to believe these effects are too large to fit the alter-
native hypothesis. Effects of this size tend to be so large as to be obvious 
to casual observation. For example, you may have noticed that men tend 
to be taller than women; this is a large effect of d = 1.85 (Simmons, 
Nelson, & Simonsohn, 2013). If one hour of violent games divided across 
three days caused such dramatic changes in aggressive thoughts and 
behavior, we would notice whenever our friends or students purchased a 
new violent video game. 

Effects in social psychology are typically much more subtle, aver-
aging d = 0.4 and rarely exceeding d = 1. On average, they explain 10% 
or less of variance (Richard, Bond, & Stokes-Zoota, 2003). In meta- 
analysis, the effects of video games on similar measures of aggressive 
cognition explain about 6% of the variance, on average (Anderson et al., 
2010; Greitemeyer & Mügge, 2014). It is therefore highly unusual that 
this one factor should explain 78% of the variance, particularly when 
one might expect scores to be influenced by measurement error, per-
sonality, or unique experiences taking place between sessions outside 
the study. Additionally, there should be variance due to stimulus: the 
story completion task consists of three different scenarios, counter-
balanced across participants. If some scenarios elicit more aggressive 
responses than others, averaging across scenarios as Hasan et al. (2013) 
did will fold these effects of scenario into the error variance. 

The article has had noticeable influence in aggression research. It has 
been cited more than a hundred and fifty times, has been included in 
three meta-analyses (Bushman, 2016; Calvert et al., 2017; Greitemeyer 
& Mügge, 2014), and was cited in the current APA policy statement on 
violent video games (American Psychological Association, 2015). Given 
this influence, a double-check could be valuable. 

To conduct a direct replication of this work would have been pro-
hibitively expensive, given that participants would need to return to the 
laboratory for three consecutive days. Instead, I checked the plausibility 
of these results by using a maximal positive control to estimate the 
largest plausible effect size on the story completion task. Rather than 
closely replicating the methods of the original study to try to estimate 
the precise causal effect of video game violence on story completion task 
scores, this approach instead uses deliberately dissimilar methods to 
estimate the largest plausible effect size on the story completion task. 

In the original study, participants were asked to indicate how a 
normal person might behave in the story completion task scenarios. The 
causal process is presumed to be roughly as follows: Participants play 
the video game, experiencing the game’s content. The game’s content 
influences the participants’ perceptions of how people generally behave 
(e.g., by activating aggressive schemas or teaching a hostile expectation 
bias). The participant’s hostile expectation bias influences their re-
sponses on the story completion task. 

In the present study, participants were asked to indicate how the 
video game character might behave in the task’s scenarios. This simplified 
the causal process: Participants watched a video, experiencing the 
video’s content. They then reported their experience of the video’s 
content on the story completion task. This removed the step in which the 
game’s content was expected to subtly influence the participant’s social 
schema—an effect which, if it exists, should be of moderate size. Where 
Hasan et al. (2013) studied a subtle adjustment of social schemas 
through media influence, I studied a straightforward demand. This 
obvious manipulation indicated what might be, roughly, the largest ef-
fect one could expect on this measure. 

2.1. Method 

Planning for precision suggested a target sample size of approxi-
mately 50 per condition for a desired confidence interval width of 0.5 
units of d. Participants were 142 college undergraduates (29 males, 113 
females) participating for partial course credit. Simulations conducted 
after the experiment found that this sample size had 80% one-tailed 
power to detect a difference between that reported in Hasan et al. 
(2013) and an effect size in maximal positive control as large as δ = 2.75; 
see the supporting materials for code. Most participants were White 
(66%), with an additional 22% identifying as Black, 1% as Asian, and 
10% as another ethnicity. 24 participants identified as Hispanic. Par-
ticipants came into the lab and were seated at a Qualtrics survey. Par-
ticipants were warned that that they might view an objectionable or 
disturbing video; all provided informed consent (Illinois State University 
ethics board approval number IRB-2018-1144025). 

Participants were randomly assigned to view one of three videos. In 
the violent condition, participants watched gameplay footage from 
Grand Theft Auto V (GTAV). In this video, the character Michael enters a 
strip club, shoots all the patrons and dancers to death, kills the cashier 
while she begs for her life, then goes outside into the street and engages 
the police in a prolonged shootout. I used this stimulus instead of the 
violent games from Hasan et al. (2013) (Condemned 2, Call of Duty 4, The 
Club) because the character is obviously antisocial rather than following 
military orders or acting in self-defense. In the racing control condition, 
participants watched gameplay footage of DiRT 2, one of the nonviolent 
games used in the control condition of Hasan et al. (2013). In this video, 
a man drives a 4-wheeler around a race track and performs stunts. In the 
peaceful control condition, participants watched gameplay footage from 
Heavy Rain. In this video, the character Ethan works at his drafting table, 
drawing an architectural sketch for a house. I added this condition 
because I was curious if this would yield even lower story completion 
scores than the racing control. Participants were instructed that they 
would “write what that video game character might do in a social sit-
uation” and that “There are no right or wrong answers. Just try to get a 
sense of the character and how they might act.” 

Following the video, participants performed the story completion 
task. Participants read three scenarios featuring the character from the 
video. In one, the character is rear-ended after stopping at a traffic light. 
In another, the character tries to persuade a friend to join him on a beach 
vacation. In a third, the character receives very poor service at a 
restaurant. Participants were asked to supply 20 completions total 
across three categories: things the character might do or say, things the 
character might think, or things the character might feel. These story 
stems are typical of the measure and are the same ones used in Hasan 
et al. (2013). Qualtrics automatically piped in the name of the character 
from the video. 

Five research assistants coded the responses using the materials 
provided by C. A. Anderson (1999a). Instead of a dichotomous “not 
aggressive/aggressive” rule as in the original materials, responses were 
scored on a 1–7 scale from “not at all aggressive” to “highly aggressive” 

as performed by Hasan et al. (2013) (Hasan, personal correspondence, 
Oct 12, 2017). Coders rated each response on its own, blind to the 
participants’ condition or other responses. Coders were discouraged 
from consulting each other about ambiguous cases, which can artifi-
cially increase intercoder reliability. Each provided response was scored 
as the average of coders’ ratings. Scores were then averaged within each 
category (do or say, think, feel), then averaged within scenario, then 
averaged within subject. 

To prepare the research assistants for coding, I held a training session 
in which we coded 27 randomly-selected responses together and dis-
cussed any differences of coding. Some research assistants were initially 
inclined to rate negative, non-aggressive feelings like “anxious” or “bad” 

as aggressive, but training corrected this tendency. 
All data, materials, and code for this study and the following studies 

are available at https://osf.io/7um6d. I report all measures, 
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manipulations and exclusions. Sample size was determined in advance 
of any data analysis. 

2.2. Analysis 

I calculated the effect size as pairwise standardized mean differences 
between each condition. I did the same for the Day 3 data from Hasan 
et al. (2013) using raw data provided by the first author. I then 
compared the two effect sizes. 

2.2.1. Intercoder reliability 
Coders’ scores showed excellent relative average consistency at the 

level of individual responses (ICC3k = 0.97). This consistency suggests 
minimal introduction of error and little attenuation of the effect size due 
to intercoder error. 

2.2.2. Effects of scenario 
A multilevel model with condition and scenario as fixed effects and 

participant as random effect was fit using the lme4 package (Bates, 
Maechler, Bolker, & Walker, 2015). This found significant effects of 
condition (χ2(2) = 71.40, p < .001), scenario (χ2(2) = 6.63, p = .036), 
and a Condition × Scenario interaction (χ2(2) = 62.00, p < .001). Par-
ticipants provided the least aggressive completions in the peaceful 
control condition, more aggressive completions in the racing control 
condition, and the most aggressive completions in the violent condition. 
Participants also provided the least aggressive completions in the beach 
vacation scenario, more aggressive completions in the restaurant sce-
nario, and the most aggressive completions in the car accident scenario. 
These effects interacted such that the differences between scenarios 
were larger in conditions with more aggressive characters. 

2.2.3. Comparisons to data from Hasan et al. (2013) 
Means and standard deviations in the present data and in that of 

Hasan et al. (2013) are presented in Table 1. Individual participant 
scores are plotted in Fig. 1. The data from Hasan et al. show substantial 
separation of means and small standard deviations around those means, 
an effect of d = 3.46 [2.72, 4.21]. In the present data, the means were all 
much closer to 1, even for the violent-character condition. The SDs were 
also smaller, perhaps due to floor effect. 

2.2.4. Comparing the effect sizes 
Contrasting the violent condition against the racing control condi-

tion in the present data yielded an effect size d = 1.71, 95% CI [1.24, 
2.18]. By contrast, the effect size reported in Hasan et al. (2013), day 3, 
was more than twice as large, d = 3.46 [2.72, 4.21]. 

The statistical significance of this difference can be tested with a t- 
test. The numerator is the difference between effect size estimates, and 
the denominator is a function of the standard errors and sample sizes of 
each effect size estimate. Because the two studies have different sample 
sizes, and thus, different standard errors, I used Welch’s t-test, which is 
more reliable when the two samples have different standard errors. A 
one-tailed test was used given my hypothesis that the effect size would 
be larger in Hasan et al. (2013) than in the present data. The difference 
was statistically significant, t(108.67) = 5.66, p < .001. 

Returning to the present data, the racing control condition provided 
more aggressive story completions than the peaceful control control 

condition, d = 1.32, 95% CI [0.87, 1.76]. Contrasting the violent con-
dition against the peaceful control condition yielded a larger effect size 
of d = 2.51, 95% CI [1.97, 3.04]. Nevertheless, a one-tailed Welch’s t- 
test found that the effect reported by Hasan et al. (2013) was larger still, 
t(118.52) = 2.94, p = .002. 

Across the three conditions in the current study, random assignment 
to condition explained R2

= 59.30% of the variance in story completion 
task scores. In the data from Hasan et al. (2013), random assignment to 
condition explained R2

= 77.60% of variance in story completion task 
scores. 

2.3. Other concerns about Hasan et al. (2013) 

It is typical to test for hypothesis-awareness and failures of deception 
in studies such as these. Researchers are concerned that participants may 
realize that the game is expected to influence their behavior, or that they 
are not actually sending unpleasant stimuli to a real person, or that their 
behavior is being monitored and judged, all of which may lead to at-
tempts to thwart the hypothesis. 

I have found it to be difficult to routinely deceive participants; in a 
single-session experiment, up to 25% of participants might not be 
deceived (Hilgard, Engelhardt, Rouder, Segert, & Bartholow, 2019). 
However, Hasan and colleagues did not report a single savvy participant 
despite repeated presentation of a violent video game followed by the 
story completion task and the Taylor aggression paradigm. Under these 
conditions, it seems probable that at least one subject might suspect that 
the study is about the effects of violent video games on aggression and 
not “the effects of brightness of video games on visual perception” 

(Hasan et al., 2013, p. 225). 

2.4. Systematic review 

As an additional check, it is useful to consider what effect sizes are 
typically observed on the story completion task. I performed a system-
atic review and meta-analysis of experiments using the story completion 
task. I searched PsycINFO, PsycARTICLES, Web of Science, and Scopus 
using the terms aggress* AND story stem and aggress* AND story comple-
tion. 87 records were discarded as duplicates. 94 were excluded as 
irrelevant: typical reasons for exclusion at this stage included using a 
different measure (often the MacArthur Story Stems) or research design. 
One did not provide sufficient detail to calculate an effect size. An 
additional four studies were found through reference. Ten studies were 
retained for inclusion and coding, yielding 22 effect sizes. Effect sizes 
were calculated in terms of Hedges’ g using reported means and SDs, test 
statistics, or a reported Pearson r. The sign of effects was set such that a 
hypothesis-consistent effect was given a positive sign (e.g., an increase 
given an aggressive stimulus or a decrease given a prosocial stimulus 
were both coded as positive effects). The distribution of effect size es-
timates is displayed in Fig. 2. 

The average effect size was g = 0.82, 95% CI: [0.48, 1.16], a large 
effect. There was considerable heterogeneity, I2= 93.60, τ= 0.77. In the 
above experiment, the observed maximal difference between an 
aggressive stimulus and a neutral control was g = 1.69. Of the three 
effect sizes exceeding this estimate, all were reported by Hasan and 
colleagues (Hasan et al., 2012, 2015, 2013). Studies in which Dr. Hasan 
served as the first author found significantly larger effects than did other 
studies, z = 3.78, b = 1.16, p < .001. On average, studies in which Dr. 
Hasan was not the first author found an effect that was 20.72% as large 
as the largest effect size in the present maximal positive control. Studies 
in which Dr. Hasan was the first author, on the other hand, found effects 
that were, on average, 71.48% as large as the largest effect size in the 
present maximal positive control. Excluding studies with Dr. Hasan as a 
first author reduced the average effect to g = 0.48, 95% CI: [0.34, 0.61], 
I2= 50.16, τ= 0.18. 

Table 1 
Descriptive statistics of the current data and that of Hasan et al. (2013).  

Dataset Condition M SD N 
My data PeacefulControl 1.35 0.19 48 
My data RacingControl 1.67 0.28 47 
My data Violent 2.48 0.61 47 
Hasan data RacingControl 2.54 1.12 35 
Hasan data Violent 5.84 0.81 35  
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2.5. Limitations 

The guidelines for coding participant responses were a little vague. It 
is more common in the literature to score responses dichotomously as 
“aggressive” or “not aggressive” (e.g., Bushman & Anderson, 2002) 
using the scoring rubric provided by C. A. Anderson (1999a). When I 
asked how to score responses per Dr. Hasan’s methods, Dr. Hasan said to 
code responses using the instructions from C. A. Anderson (1999a) but 
on a 1–7 scale instead of a 0, 1 scale. In the absence of a more rigorous 
coding rubric, it is hard to tell what distinguishes, for example, a rating 
of 3 from a rating of 4. Maybe differences in coding practices can explain 
some of the differences between Dr. Hasan’s data and my own. I note 
that the modal code in Dr. Hasan’s data is 2, whereas the modal code in 
my data is 1. 

My approach to coding might have increased the variability across 
responses within a subject. It is possible that when all of a participants’ 

responses are coded together some manner of Gestalt emerges and 
makes the ratings more like each other. Our approach was to avoid that 
Gestalt and code each response in isolation. If this increases variability 

within subjects, it will reduce the effect size. 
Another limitation is the differences in participant demographics 

between the present research and Hasan et al. (2013). In Hasan et al. 
(2013), half of participants were male; in the present research, only 20% 
of participants were male. Additionally, research participants in Hasan 
et al. (2013) were French, whereas those in the present research were 
American. These differences in sample, however, are unlikely to explain 
the differences in results, as there is no theoretical reason to expect an 
interaction between condition and participant sex or nationality on story 
completion task scores of sufficient strength to explain the differences 
between the present study and Hasan et al. (2013). 

Although these results are informative regarding the plausibility of 
the effect sizes reported in Hasan et al. (2013), it would be interesting to 
know whether maximal positive controls can be implemented in other 
similar measures to detect implausibly large effect sizes. It might also be 
interesting to explore the typical ratio between effect sizes in primary 
research and the effect size in maximal positive control. I continue this 
work in Study 2 by conducting a maximal positive control using another 
measure of aggressive cognitions, the word completion task (C. A. 

Fig. 1. Story completion task scores per participant in the present data 
and in Day 3 of Hasan et al. (2013). Data from Hasan et al. (2013) 
reveals higher mean scores and less overlap between distributions 
despite using a subtler manipulation. The peaceful control condition is 
new to this study and was not used in Hasan et al. (2013). Note that 
participant scores in my data represent an average across all three story 
scenarios, whereas those in Hasan et al. (2013) represent a single 
random scenario.   

Fig. 2. Observed effect sizes in studies using the 
story completion task. The dashed vertical line in-
dicates the effect size of the contrast between the 
mass shooter character from GTAV and the racer from 
DiRT 2 in the present maximal positive control. The 
solid vertical line indicates the effect size of the 
contrast between the GTAV character and the 
peaceful architect from Heavy Rain. All estimates 
exceeding the effect sizes found in the present 
maximal positive control are reported by Hasan and 
colleagues.   
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Anderson, 1999b). 

3. Study 2: The word completion task 

The word completion task is another popular measure of aggressive 
cognition. Participants are presented with word stems that can be 
completed as either aggressive or non-aggressive words (e.g. KI__ could 
be completed as KILL or KISS; MU__ER could become MURDER or 
MUTTER). To the extent that a person’s aggressive schemas are acti-
vated, it is expected that that person will generate more aggressive, and 
fewer non-aggressive, word completions. The task is sometimes scored 
as the total count of aggressive completions. At other times, the task is 
scored as the proportion of aggressive completions out of total 
completions. 

Several extraneous factors may introduce error variance into the 
word completion task. Verbal skill may influence whether participants 
are able to think of a completion, aggressive or otherwise, for some word 
stems. This influence may be greater still when the task uses a time limit 
to encourage automatic responding. There may also be error variance in 
whether a given word-stem completion necessarily represents aggres-
sive cognition. Some words like DROWN or CHOKE may be either 
aggressive or merely tragic depending on whether the participant in-
tends them as transitive or intransitive—one can be choked by an 
assailant, but one can also choke on a pretzel. These ambiguities may 
also be a source of error variance. 

I examine the largest plausible effect size in this task under time 
pressure by randomly assigning members of a large undergraduate 
survey class to generate as many or as few aggressive words as possible 
given the supplied stems. 

3.1. Method 

Participants were 73 students in an undergraduate lecture course 
participating as a classroom activity. I did not perform a power analysis; 
instead, the sample size was set by the number of students in attendance 
that day. A post-hoc sensitivity analysis conducted after data collection 
indicated 80% one-tailed power to detect differences between condi-
tions as small as δ = 0.73 (G*Power 3.1, independent samples t-test). 
Participants performed the word completion task under one of three 
conditions. In the default condition, participants received the typical 
task instructions to generate as many words as possible. In the aggressive 
condition, participants were instructed to generate as many aggressive 
words as possible. In the nonaggressive condition, participants were 
instructed to generate as many nonaggressive words as possible. The 
word list was taken from C. A. Anderson (1999b). Half the words have 
potential aggressive completions. All participants were given five mi-
nutes to complete the measure and were encouraged to skip to the next 
word stem if a suitable completion did not come to mind. Research as-
sistants later coded the responses using the scoring rubric from C. A. 
Anderson (1999b), counting up the total number of aggressive word 
completions provided by each participant. 

3.2. Results 

On average, without specific instructions, participants generated 
6.76 (SD = 2.55) aggressive words. Participants instructed to generate 
only aggressive words generated 14.71 (SD = 3.96) aggressive words, an 
increase of d = 2.36 over the no-instruction control. Participants 
instructed to generate only nonaggressive words generated 2.08 (SD =
2.57) aggressive words, a decrease of d = −1.80 from the no-instruction 
control. The two instruction conditions differed by d = 3.72. 

3.3. Systematic review 

I searched PsycINFO, PsycARTICLES, Web of Science, and Scopus 
using the terms aggress* AND word completion task and aggress* AND 

word fragment. 31 records were discarded as duplicates. 35 were 
excluded as irrelevant; several were the similar death-thought accessi-
bility task frequently used in terror management research. Two were 
excluded for insufficient detail. In the end, 30 unique articles containing 
33 studies and 41 effect sizes were retained for inclusion and coding. 
Effect sizes were extracted and converted to Hedges’ g. The distribution 
of effect size estimates is displayed in Fig. 3. 

The average absolute value of the effect size was g = 0.44, 95% CI: 
[0.33, 0.55], I2= 71.40, τ= 0.28. This average effect size was 24.63% as 
large as the difference between the participants instructed to generate as 
many aggressive words as possible and the control condition. It was 
18.77% as large as the difference between participants instructed to 
generate as many and as few aggressive words as possible. No individual 
effect sizes were noticed as approaching the size of the contrasts found in 
the present study. Thus, this search does not find any studies reporting 
implausibly large effects on the word completion task. 

Although this study did not find any results of implausible size, it has 
a few parallels to Study 1. Effect sizes are roughly similar across studies, 
with an aggression-increasing positive control causing an increase of 
roughly d = 1.5 relative to control and roughly d = 2.5 relative to an 
aggression-decreasing positive control. It also finds that reported effects 
retrieved through systematic review are, on average, about ~20–25% as 
large as effects from a maximal positive control. These are, of course, 
only two studies; further research would be necessary to estimate the 
average ratio between reported effect sizes and effect sizes from 
maximal positive controls. Study 2 also demonstrates that, even with 
explicit instruction to maximize or minimize one’s score, there is a 
moderate amount of variance within conditions. 

Both Study 1 and Study 2 have concerned between-subjects effect 
size estimates on a projective task. In Study 3, I extend the method to a 
within-subjects effect in a reaction-time task: the aggressive-emotion 
Stroop task. 

4. Study 3: The aggressive-emotion stroop 

Most readers will be familiar with the classic version of the Stroop 
task, in which participants indicate the color of the ink in which text is 
printed. When the text of the word matches the color of the ink (e.g., the 
word “red” printed in red), processing either the text or the ink color will 
prepare the correct response, and reaction times are quick. When the 
text of the word does not match the color of the ink (e.g., the word 
“green” printed in red), the prepotent tendency to process the text in-
terferes with processing of the color and preparation of the correct 
response, and reaction times are slowed. 

In contrast to the color Stroop, which measures interference of color 
words on the ability to indicate a color, the aggressive-emotion Stroop 
measures interference of emotionally-valenced words on the ability to 
indicate a color. Participants again indicate the color of the ink, but 
some words are emotionally neutral while others are aggressive. This 
does not create an obvious response conflict like the color-word Stroop, 
but it is theorized that, to the extent that a participant experiences the 
activation or priming of aggressive thoughts, the tendency to read the 
word will interfere with naming the word’s color. Thus, to the extent 
that a participant is thinking aggressive thoughts, a greater latency is 
expected on aggressive-word trials compared to non-aggressive-word 
trials (Anderson, Anderson, & Deuser, 1996). 

This process is more subtle, and researchers tend to find aggression 
Stroop effects an order of magnitude or two smaller than in the classic 
Stroop task. Whereas the classic color Stroop finds effects in the range of 
65-150 ms (Davidson, Zacks, & Williams, 2003; Haaf & Rouder, 2017), 
aggressive-emotion Stroop effects are frequently in the tens, and some-
times single digits, of milliseconds. Nevertheless, some studies have 
reported aggression Stroop effects in the hundreds of milli-
seconds—effects comparable to, and sometimes even stronger than, the 
classic color Stroop. 

To test the largest plausible aggression Stroop effect, I developed a 
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modified Stroop task in which participants must both read the word and 
indicate its color. Thus, in this condition, there is little variance in the 
degree to which participants read the target word instead of indicating 
its color: all participants are required to fully read the word in addition to 
identifying the color of the ink. 

This condition is compared to a task in which the participant in-
dicates the color of a string of six Xs. In this condition, there is no word to 
read, and so word-reading cannot interfere with the identification of the 
color at all. In this way, we can assess the largest plausible difference in 
reaction times caused by the interference of reading a word’s semantic 
content while identifying the color of its ink. 

4.1. Method 

The preregistered target sample size was set at 80 because it seemed, 
heuristically, an appropriate size to get a decent degree of precision in 
estimation. Eighty-two participants were recruited from Prolific.co, 
provided informed consent via a consent form on Qualtrics, and per-
formed a PsychoJS computer task on Pavlovia.org.1 Six participants 
were excluded for insufficient accuracy, leaving a final sample of 76. 
Participants were 42 males and 34 females with mean age 31.19 years 
(SD = 9.47) and three not reporting an age. Prolific did not provide data 
on the ethnic or racial representation of the sample. The task lasted 
approximately 15 min, and participants were paid $1.65 for their time. 
This study was preregistered at https://osf.io/hfvsk/. All participants 
provided informed consent (Illinois State University ethics approval 
IRB-2020-228). 

Participants performed two tasks in counterbalanced order. Partici-
pants performed both tasks with the left hand placed on the S, D, and F 
keys and the right hand placed on the J, K, and L keys. 

In the complex task condition, participants pressed one of six keys to 
indicate both the color and content of a word stimulus. For an nonag-
gressive word, participants used their left hand, pressing S for red ink, D 
for green ink, and F for blue ink. For an aggressive word, participants 
used their right hand, pressing J for red ink, K for green ink, and L for 
blue ink. A fixation cross was presented between trials for a duration of 
550-600 ms. Each of twenty aggressive and twenty nonaggressive words 

were presented once in each color for a total of 120 trials. See supple-
mentary fig. S1 for a schematic. 

In the simple task condition, participants pressed one of three keys to 
indicate the color of a string of Xs. To keep the tasks comparable, this 
task was also performed with two hands: some trials required partici-
pants to use their left hand, and other trials required participants to use 
their right hand. To indicate which hand to use, participants were first 
presented a cue of a left or right arrow. Participants were instructed to 
respond to this cue by pressing any of the three buttons on that hand. 
Once the participant pressed a button with the cued hand, they were 
then presented the target string of six Xs in red, green, or blue ink. 
Participants would then press the appropriate key using the cued hand, 
on the left hand pressing S for red, D for green, and F for blue, and on the 
right hand pressing J for red, K for green, and L for blue. After the 
participant’s response to the target, a fixation cross was presented for 
250-300 ms before the next arrow cue. Each cue was presented with 
each color twenty times each for a total of 120 trials. See supplementary 
fig. S2 for a schematic.2 

Participants performed four practice blocks. First, participants 
practiced using the left hand to indicate the color of nonaggressive 
words (15 trials). Second, they practiced using the right hand to indicate 
the color of nonaggressive words (15 trials). Third, they practiced using 
the left and right hands to sort aggressive and nonaggressive words (20 
trials). Lastly, they practiced using both hands to sort words according to 
both their aggressive content and the color of the ink (30 trials). To 
reduce errors and latency caused by forgetting the response mapping, 
the response mapping was displayed on the screen throughout. 

To be included in the analysis, participants had to perform at 50% 
accuracy or greater on both tasks. (Chance accuracy would be 17%.) For 
each participant, reaction times for correct trials were averaged within 
each task and a difference score calculated. 

Two small changes were made from the preregistration. First, the 
preregistration indicated that participants would be retained if they had 
≥50% accuracy across all trials; this was changed to be a requirement on 
each task in case participants misunderstood or withheld effort on one 
task but not the other. Second, trials with latency in excess of 10s were 

Fig. 3. Effect sizes reported in the word completion task. No effects 
approach the effect sizes seen in maximal positive control. The dashed 
vertical line represents the contrast between participants instructed to 
generate as many aggressive words as possible and participants given 
no special instructions. The solid vertical line represents the contrast 
between participants instructed to generate as many aggressive words 
as possible and participants instructed to generate as few aggressive 
words as possible.   

1 Two inattentive participants were identified, excluded, and replaced during 
the batch data collection, yielding 82 total participants instead of the prereg-
istered 80. 

2 Button mappings could not be counterbalanced across participants due to 
limitations of the PsychoJS program used for online data collection. Because the 
measure of interest is a within-subjects difference not confounded with button 
mapping, this is unlikely to be a major limitation of the study. 
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discarded as outliers. 

4.2. Results 

As expected, responses were slower in the complex task, M = 1235 
ms (SD = 349 ms), than in the simple task, M = 823 ms (SD = 221 ms). 
Across participants, the average difference score was 412 ms (SD = 289 
ms), 95% CI [346 ms, 477 ms]. This is a large difference in reaction 
times, about 2–4 times larger than the color Stroop effect. However, it is 
interesting to know that even this obvious effect does not exceed half a 
second in latency. 

4.3. Systematic review 

I searched PsycINFO, PsycARTICLES, Web of Science, and Scopus 
using the terms aggress* emotion* and Stroop. 67 records were discarded 
as duplicates. 79 were excluded as irrelevant: typical reasons for 
exclusion at this stage included using a different measure (e.g., the 
typical color Stroop or an emotion Stroop not related to aggression) or 
research design. Data from seven studies could not be coded due to 
insufficient detail in reporting. Twenty-seven studies were retained for 
inclusion and coding, reporting emotion-Stroop effects in 88 cells. Re-
ported aggressive-emotion Stroop effects in ms were extracted from each 
cell of each study. The distribution of aggressive-emotion Stroop effects 
is presented in Fig. 4. 

Some studies reported effect sizes equal to or greater than the effect 
observed in maximal positive control. Smeijers, Bulten, Buitelaar, and 
Verkes (2018) reported emotion Stroop effects ranging from −15.5 s to 
+1.3 s. Sun, Wang, and Bai (2019) reported emotion Stroop effects of up 
to 400 ms. Two other studies reported emotion-Stroop effects compa-
rable to the color Stroop effect but smaller than the maximal positive 
control (Sani, Tabibi, Fadardi, & Stavrinos, 2017; Zhang et al., 2019). 

Meta-analysis was not possible due to the infrequency with which 
standard errors of the difference score were reported. The median ab-
solute value of the aggressive-emotion Stroop effect was 16.5 ms—about 
4% as large as the maximal positive control. Among the studies reviewed 
here, some cells of some experiments reported effects 45% (Zhang et al., 
2019), 98% (Sun et al., 2019), and 3760% (Smeijers et al., 2018) as large 
as the maximal positive control. It may be beneficial to double-check the 
reports containing these effect sizes. 

Thus, the approach of maximal positive controls can be applied to 
both between-subjects and within-subjects effects and both tasks 
involving the coding of responses and the calculation of reaction time 
differences. In this third study, only one study was found to report effects 
fully in excess of the effect from maximal positive control (Smeijers 

et al., 2018). An inspection of that paper’s methods indicates that this 
effect is impossible—the task is described as having a reaction-time 
deadline of 1500 ms, making it impossible to have a difference be-
tween conditions of 15,000 ms. Another study was found to approach, 
but not to exceed, the effect size from maximal positive control (Sun 
et al., 2019). Although it may be rare to find effect sizes completely 
exceeding those found in maximal positive control, the combination of 
maximal positive controls and systematic review may be helpful in 
evaluating the plausibility of certain effect sizes. 

In contrast to Studies 1 and 2, the typical effect was much smaller 
than that found in maximal positive control (here, 4%, compared to 21% 
in Study 1 and 25% in Study 2). This may be a feature of the particular 
subtlety of the emotion-Stroop effect, or it may be that within-subject 
differences are stronger in maximal positive controls than between- 
subject differences. I encourage other researchers to experiment with 
maximal positive controls to explore their properties in relation to pri-
mary research. 

5. General discussion 

Maximal positive controls can provide a cost-effective way to 
establish the upper bound of plausible effect sizes in a measure. These 
upper bounds can be useful in detecting errors in previously published 
literature. Although implausibly large effect sizes may indicate errors in 
data collection, errors in analysis, or even possible misconduct, it has 
been my experience that journals are reluctant to issue expressions of 
concern for implausibly large results. This reluctance may be caused by 
the difficulty in determining which results are “too big”—a subjective 
decision that depends on the judgments and expectations of individual 
researchers and editors. These individual judgments may be better 
aligned through the empirical support provided by the collection of 
maximal positive controls. In this way, maximal positive controls might 
help identify erroneous reports by providing an empirical estimate of 
how big is too big. 

The three examples provided here revealed some possibly erroneous 
reports. Study 1 suggests that even the largest effect sizes observed on 
the story completion task should nevertheless be smaller than those 
repeatedly reported by Hasan et al. (2012, 2013, 2015). This indicates 
some manner of confound or error in the study. Because of this likely 
error, it is not clear that the inferences from Hasan et al. (2013) are 
correct: Violent video games might not increase hostile-world beliefs 
and aggressive behavior, hostile-world beliefs might not mediate effects 
of violent games on aggressive behavior, and effects of violent video 
games (if any) might not accumulate from day to day. To my knowledge, 
the only other such long-term experiment was that of Kühn et al. (2019), 

Fig. 4. Histogram of absolute values of aggressive-emotion Stroop scores per cell. The vertical line indicates the effect observed in the maximal positive control. Note: 
One outlier of 15,471 ms (Smeijers et al., 2018) is not included in this graph. 
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who observed that two months of Grand Theft Auto V caused an increase 
in word completion task scores, but no significant increase on a measure 
of aggressive world view, an aggressive-cognition lexical decision task, 
or the Buss-Perry aggression questionnaire. New research will be 
necessary to test these claims. 

Study 3 similarly suggests that even the strongest aggressive-emotion 
Stroop effect should not exceed about 400 ms. A review of the literature 
finds a few aggression-emotion Stroop differences of comparable or 
greater magnitude (Smeijers et al., 2018; Sun et al., 2019). There may be 
value in double-checking the accuracy of these reports. 

In Study 2, by contrast, no studies using the word completion task 
approached the large effects found using maximal positive controls. 
Although individual differences in verbal skill may still represent a 
source of nuisance variance in this task, such differences do not seem to 
substantially limit the effect sizes one could obtain on this measure. 

Researchers using these tasks may benefit from considering the effect 
size estimates in this study as benchmarks. For example, in the story 
completion task, if the difference between a peaceful architect and a 
mass murderer is d = 2.5, and the difference between that architect and 
an extreme sports enthusiast is d = 1.3, researchers should expect to find 
smaller effect sizes when using subtler manipulations and asking about 
the task’s usual generic characters like “Todd” and “Jane.” Similarly, in 
the aggressive emotion Stroop, researchers should expect to find 
emotion Stroop effects of no more than 400 ms. When researchers es-
timate how many trials per participant or participants per study they 
should collect, reference to these estimates may help to inform power 
analyses by suggesting firm upper limits on even the most optimistic of 
effect size estimates. In the future, researchers may be able to develop 
heuristics about the typical ratio between an effect size observed in 
maximal positive control and in primary research. 

One last practical suggestion can be made regarding the adminis-
tration of the story completion task. Researchers can benefit from 
considering the influence of the different story stems, which elicited 
different mean scores. Although it is desirable to use multiple task 
stimuli to improve the task’s generalizability, failing to model the effects 
of stimulus will leave those effects as error variance, reducing the effect 
size and degrading study power. The Condition × Scenario interaction 
suggests that the car accident scenario may be more sensitive than the 
other scenarios, perhaps by avoiding a floor effect. 

Researchers are encouraged to use maximal positive controls to 
inspect the plausibility of effect sizes reported in their literatures. 
Maximal positive controls may be collected at lower cost than direct 
replications. Because maximal positive controls are deliberately dis-
similar from original studies, they may also avoid some concerns com-
mon to direct replications such as omitted moderators (Stroebe & Strack, 
2014), contextual sensitivity of effects (Van Bavel, Mende-Siedlecki, 
Brady, & Reinero, 2016), or the presence or absence of researcher 
“flair” (Baumeister, 2016). These concerns may avoided when there is a 
strong logical case that the maximal positive control should yield an 
effect strictly larger than the original work. Through the use of this 
method, researchers may learn more about the properties of their 
measurements, the range of plausible effect sizes, and the quality of 
research data, thereby facilitating faster scientific self-correction and 
improving the quality of data used in theory development. 

Open practices 

Raw data and materials for Studies 1, 2, and 3 and the meta-analyses 
presented alongside them are available at https://osf.io/7um6d/. Study 
3 was successfully preregistered at https://osf.io/hfvsk. 
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