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Preface to the Enlarged
Edition

Ten years have passed since the completion of the original edition
of Experimenter Effects in Behavioral Research, and a follow-up is in
order. Our focus will be on studies of interpersonal expectation effects
as these occur both in laboratory settings and in everyday life. The ten
year span has seen more than a ten-fold increase in research on interper-
sonal expectations, and there are now well over 300 studies specifically
designed to investigate the occurrence, the importance, and the operating
characteristics of interpersonal self-fulfilling prophecies. To summarize
all this research in detail would require a book of its own rather than an
epilogue and, indeed, someday I hope to write such a book. In our
present epilogue there is space only for some summaries and some illustra-
tions. —R.R.



To my mother
Hermine Kahn Rosenthal



Preface

The effort to understand human behavior must itself be one of the
oldest of human behaviors. But for all the centuries of effort, there is no
compelling evidence to convince us that we do understand human behavior
very well. The application of that reasoning and of those procedures which
together we call “the scientific method” to the understanding of human
behavior is of relatively recent origin. What we have learned about human
behavior in the short period—let us say from the founding of Wundt’s
laboratory in Leipzig in 1879 until now—is out of all proportion to what
we learned in preceding centuries. The success of the application of sci-
entific method to the study of human behavior has given us new hope for
an accelerating return of knowledge on our investment of time and effort.
But most of what we want to know is still unknown. The application of
scientific method has not simplified human behavior. It has perhaps shown
us more precisely just how complex it really is.

In the contemporary behavioral science experiment it is the research
subject we try to understand. He serves as our model of man in general, or
at least of a certain kind of man. We know that his behavior is complex.
We know it because he does not behave exactly as any other subject be-
haves. We know it because sometimes we change his world ever so slightly
and observe his behavior to change enormously. We know it because some-
times we change his world greatly and observe his behavior to change not
at all. We know it because the “same” careful experiment conducted in one
place at one time yields results very different from the results of an experi-
ment conducted in another place at another time. We know his complexity
because he is so often able to surprise us with his behavior.

Most of this complexity of human behavior may be in the nature of
the organism. But some of it may derive from the social nature of the
psychological or behavioral experiment itself. Some of the complexity of
man as we know it from his model, the research subject, resides not in the
subject himself but rather in the particular experimenter and in the inter-
action between subject and experimenter.

That portion of the complexity of human behavior which can be
attributed to the experimenter as another person and to his interaction witl]
the subject is the focus of this book.

Whatever we can learn about the experimenter and his interaction
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with his subject becomes uniquely important to the behavioral scientist.
To the extent that we hope for dependable knowledge in the behavioral
sciences generally, and to the extent that we rely on the methods of empiri-
cal research, we must have dependable knowledge about the researcher
and the research situation. In this sense the study of the behavioral scientist-
experimenter is crucial; there are important implications for how we conduct
and how we assess our research.

There is another sense in which the study of the experimenter and his
interaction with his subject is important. In this sense it is not at all crucial
that the experimenter happens to be the collector of scientific data. He might
as well be a teacher interacting with his student, an employer interacting
with his employee, a healer interacting with his patient, or any person inter-
\acting with another. In this sense, the experimenter himself serves as a

model of man or of one kind of man. His subject also serves as a model,

and the interaction between them, the situation arising from their encounter,

serves as a model of other more or less analogous situations. From the

behavior of the experimenter, we may learn something of consequence
(_about human behavior in general.

This book is divided into three parts. The first deals with the general
nature of the effects an experimenter may have on the results of his re-
search. The second describes a program of research on the effects of a
particular type of experimenter variable on the results of research. The
third takes up some methodological implications of the data presented.

Part I consists of two sections. The first contains a discussion of those
effects of the experimenter that do not influence the subject’s response
even though they may affect the results of the research. When the experi-
menter serves as observer of the subject’s behavior, when he records the
data, summarizes, analyzes, and interprets the data, he may err in signifi-
cant ways but not by directly affecting the subject’s response.

However, when the experimenter interacts with the subject, his own
more enduring attributes, his attitudes, and his expectancies may prove to
be significant determinants of the subject’s behavior in the experiment.
These effects of the experimenter are discussed in the second section of
Part I.

The last chapter of Part I provides a historical introduction to the
experimenter variable that is central to the second major part of this book.
That variable is the experimenter’s orientation toward the outcome of his
research. The hypothesis is put forward that the experimenter’s hypothesis,
his expectancy, can be a significant determinant of the results of his re-
search.

Part II begins with a presentation of the evidence that an experi-
menter’s expectancy may serve as self-fulfilling prophecy of his subjects’
responses when the subjects are either humans or animals. In these and in
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following chapters, evidence is presented in sufficient detail for the research
to be critically evaluated by the reader without reference to papers pub-
lished elsewhere. This seems particularly necessary in a work that purports
to offer some suggestions for the further development of behavioral re-
search methodology.

In the second section of Part II some factors are discussed that have
been shown to augment, to neutralize, or to reverse the effects of the experi-
menter’s expectancy on the results of his research. These factors include
subjects’ expectancies, the nature of data earlier obtained by the experi-
menter, the motive states aroused in the experimenter, and the subjects’
view of the experimenter.

What are the factors that make possible the dramatic effects of the
experimenter’s expectancy? The third section of Part II is addressed to this
question. Those characteristics and behaviors of the experimenter associ-
ated with greater exertion of unintentional influence are discussed. Those
characteristics of experimental subjects associated with a greater suscepti-
bility to the influence of the experimenter’s hypothesis are presented.
Finally, those cues that might serve to communicate the experimenter’s
expectancy to his subjects are considered.

The evidence put forth in Part II of the book has clear methodological
implications for the behavioral researcher. But beyond the methodologi-
cal implications there are substantive implications as well, for what is
evidence for the effects experimenters can have on their subjects is also,
more generally, evidence for the importance in human relations of unin-
tentional interpersonal influence and, more specifically, the interpersonal
influence that stems from one person’s expectancy of another’s behavior.

It seems not overly important that the possibility of unintentional
influence has been demonstrated. No one will probably be very surprised.
What does seem important is that the process of unintended social influence
can be observed in the laboratory, and that its dynamics can now be more
fully and more systematically investigated.

Part III deals with a number of methodological implications. In the
first section of Part III the generality of experimenter effects is discussed
and a conceptual schema presented which should make it easier to talk
about the operating characteristics of experimenters. Also the general prob-
lem of replications and their assessment is related to the earlier sections
of the book.

In the second section of Part III concrete proposals are offered which
the behavioral scientist can employ to reduce and/or assess the effects of
his and his surrogate’s expectancies on the results of his research. An effort
has been made to have these suggestions be useful, and they are offered with
due regard for the practical problems of getting research done, getting it
done expeditiously, and getting it done economically.

The suggestions made for the control of experimenter expectancy
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effects will not, in all probability, solve the problem of “experimenter bias.”
But that does not seem discouraging. In the short time that “scientific
method” has been applied to the study of human behavior it has shown
itself to be a good and robust teacher. There are things we have learned
about human behavior in spite of the possible operation of experimenter
expectancy effects. We may do still better by the addition of even imperfect
safeguards.

Whether we will ever be able to account for all the sources of variance
deriving from the experimenter remains a moot question. It does not differ
in kind from the question of whether we will ever be able to account for
all the sources of variance deriving from the subject. It is the question of
whether the concept of indeterminacy applies because it is in the nature
of the universe or whether it applies because of how much there is we do
not yet know. Both views have been held by distinguished contributors to
our understanding of nature. Thus, how each reader of this volume answers
this question for himself may make little difference in terms of what we
want to know and will be able to learn. The more meaningful question,
perhaps, is whether we can account for increasing proportions of the total
variance in experiments by a consideration of experimenter expectancy
(and related) effects, and whether we can, by some form of intervention,
reduce these sources of error.

I owe much to many people who, on many counts, contributed in one
way or another to the thinking and to the research that resulted in this book.
I cannot thank them all. The authors of a book or a paper read a decade
ago—they will forgive me if I express their idea, and in less eloquent lan-
guage than theirs and without acknowledgment, and for having forgotten
that the idea was not mine in the first place. But there are those I can thank,
and happily. Donald T. Campbell, Harold B. Pepinsky, and Henry W.
Riecken all provided more intellectual stimulation and personal encourage-
ment than I could hope to repay.

So many people, I cannot recall them all, have given of their time
to make available to me reprints, their own and others, and references they
knew would be of interest to me. None has been more generous than Pro-
fessor William B. Bean, Head of the Department of Internal Medicine, State
University of Iowa College of Medicine, and a wise and knowledgeable
student of error in science.

This book would not have been written nor would it have been worth
the writing without the research program that forms its core. This research
was supported initially by a grant from the University of North Dakota
Faculty Research Committee, and since 1961 by the Division of Social
Sciences of the National Science Foundation (G-17685, G-24826, GS-177,
GS-714). Without the support of the Foundation much of the research
could not have been conducted. This book owes much to that support.
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The research on which much of the book is based was not conducted
by me alone. It owes much to the work of my colleagues both senior and
junior. Reed Lawson, Edward Halas, and John Gaito were not only co-
authors of joint research, but my tutors as well. Kermit Fode, Linda V.
Kline, Gordon Persinger, and Ray Mulry collaborated for a period of years
on our research—from their undergraduate days through various advanced
degrees. Other collaborators included Jack Friedman, Paul Kohn, Patricia
Greenfield, Mardell Grothe, and Noel Carota (all collaborators on several
occasions) and Neil Friedman, Suzanne Haley, Daniel Kurland, Carl John-
son, Thomas Schill, and Ray White. All these collaborators would surely
join me in thanking our far more numerous collaborators of a different kind:
the many experimenters and the many subjects upon whose participation
our research program was dependent, and whose behavior we were privi-
leged to observe.

A number of people kindly read and commented on various portions
of the manuscript: Elliot Aronson, Neil Friedman, David Marlowe, Fred
Mosteller, Theodore Newcomb, Martin Orne, Karl Weick, and the follow-
ing members of the latter’s seminar in experimental social psychology:
Gordon Fitch, I. Helbig, Michael Langley, Donald Penner, Dan Ray,
Marion Reed, Edward Ypma, and Joseph Zuro. Kenneth MacCorquodale
and Milton Rosenberg read and improved the entire manuscript. To them
my debt is greater still. I want to thank each of these readers for his help,
and absolve them of any responsibility for remaining errors and inelegancies
of expression. These inelegancies would have been still more considerable
had I not had the benefit of some earlier tutorials from that scholarly, wise,
and kind tutor, E. G. Boring.

The typing of various parts of this manuscript and the consequent
improvements of spelling and punctuation were expertly undertaken by
Betty Burnham, Nancy Johnson, Susan Novick, and Kathy Sylva.

For endless putting aside of dishes and laundry to listen to an idea
or a paragraph and typing it and improving it and for countless other
assistances I thank my wife, Mary Lu. For being interested in their father’s
homework I thank Roberta, David, and Virginia.

R.R.
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The Experimenter as Observer

It was the science of astronomy that made clear that the scientific
observer was an imperfectly calibrated instrument. In the closing years of
the eighteenth century, Maskelyne, the astronomer royal at the Greenwich
Observatory, discovered that his assistant, Kinnebrook, was consistently
“too slow” in his observation of the movement of stars across the sky.
During the next six months, despite Maskelyne’s admonition, Kinnebrook’s
recording continued to lag behind Maskelyne’s own recording of the times
of stellar transits. Maskelyne then felt forced to discharge Kinnebrook.

Some twenty years later, Bessel, the astronomer at Konigsberg, studied
this incident and concluded that Kinnebrook’s “error” must have been
beyond his control. Bessel then compared his own observations of stellar
transits with those of other senior astronomers and discovered that dif-
ferences in observation were the rule, not the exception. Furthermore, he
found these differences or “personal equations” to vary over time. These
important events in the history of the notation of observer error have been
described and documented by Boring (1950).

THE GENERALITY OF OBSERVER EFFECTS

The plan of the next few pages is to indicate some of the disciplines
that have shown a self-conscious awareness of the problem of observer
effects. The intent is not to be exhaustive, but rather to be sufficiently rep-
resentative to establish some consensus with the reader regarding the gen-
erality of the phenomena.

The Physical Sciences

Newton did not have much confidence in his own observational ability,
and for at least one occasion, the lack of confidence seemed justified. Bor-
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4 The Nature of Experimenter Effects

ing (1962a) noted that Newton did not see and report the absorption lines
in the prismatic solar spectrum, which were visible with Newton’s ap-
paratus, because of his theoretically based expectations. Boring put it aptly
and beautifully: “To the observing scientist, hypothesis is both friend and
enemy” (p. 601). Boring’s suggestion that observer effects may not be
random with respect to the observer’s hypothesis is agreed with by N. R.
Hanson (1958) and E. B. Wilson (1952).

Another dramatic example of observer errors (errors that were both
nonrandom and widespread among observers) has been reported by Ros-
tand (1960). In 1903, Blondlot discovered “N-rays,” which appeared to
make reflected light more intense. This phenomenon was viewed by a great
many observers, including many famous scientists of the day. Only a few
were unable to detect the phenomenon, which later was evaluated as at least
a colossal compounded observer error if not a downright fraud. Interest-
ingly, as this evaluation became generally known, the effects of “N-rays”
could no longer be observed.

Discussion of observer effects, especially as they have been operative
in the physical sciences, often ends by reference to modern instruments
which serve to eliminate observer effects. That these effects may be brought
under partial control by mechanical means seems reasonable enough. That
instrumentation may not eliminate observer effects must also be considered.
If the instrument is a dial, it must be read by a human observer. If the in-
strument is a computer, the print-out must also be read by an observer.
Observer effect, or variability in the reading of scales, has been noted by
Yule, writing in the Journal of the Royal Statistical Society (1927). A gen-
eral error tendency found was the inclination to read scales to quarters of
intervals rather than to tenths. Empirical analysis of his own observer ef-
fect revealed to Yule his tendency to avoid the number 7 as a final digit and
to favor the numbers 8, 9, 0, and 2. That this particular bias was not at all
unique to Yule was demonstrated in a still earlier work by Bauch (1913).
The digit preference phenomenon has also revealed itself in large sample
data collection enterprises. In an age census conducted in England and
Wales, both males and females showed a preference for the digit 0 and an
avoidance of the digit 1 in the units place of their age statements.

Yule planned to investigate observer errors in scale reading in more
systematic fashion but did not do so. His plan, revealing his awareness of
the role of psychological factors in observer errors, was to relate the nature
of the error or effect to the nature of the observer.

The Biological Sciences

The counting of blood cells is a routine and important procedure in
biological research and in the practice of medicine. For many years the
standard textbooks published data setting the “maximum allowable dis-
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crepancy” between blood cell counts of successive samples of blood. Then,
in 1940, Berkson, Magath, and Hurn reported a way of counting blood
cells more accurately than was ordinarily possible. Each blood cell was
pierced by a stylus a single time, and each piercing was recorded electrically.
After collecting many series of blood samples, the investigators were led
to the inescapable conclusion that laboratory technicians had for years
routinely reported blood cell counts that could have agreed with one an-
other so well only 15 to 34 percent of the time. “Published studies involving
erythrocyte counts, as well as standard texts, disallow discrepancies be-
tween successive counts so small that they would in most instances neces-
sarily be exceeded as a matter of chance if counts were accurately made
and faithfully recorded” (p. 315). The story has many similarities to the
story of the “N-rays.” Observations were made by many observers, over a
long period of time, which were consistent with the observers’ expectations
but inconsistent with the realities of nature as subsequently defined.

In the field of agricultural statistics, observer effects have been well
demonstrated by Cochran and Watson (1936). These investigators en-
listed the aid of 12 experienced observers who believed themselves able
to select young plants whose heights would vary in truly random fashion.
When actually put to the task, it was found that observers selected plants
or shoots that were neither representative nor random. Because these ob-
server errors were not randomly distributed around the “true” values, the
errors were appropriately defined as biased. Bias, it was found, did not
remain constant from sampling unit to sampling unit. In the observation of
shoot heights, as in the observation of stellar transits, observer effects were
not easily predictable.

In the field of experimental genetics Fisher (1936) cites Dr. J. Ras-
mussen, who mentioned that in experimental genetics he, as well as his as-
sistants, showed an unconscious bias to select the best plants first for
observation. This type of observer effect, or more specifically “bias,” like
that shown in the selection of shoot heights and that shown to occur in
other situations by Yule and Kendall (1950), has led these authors to pro-
pose that man may simply be unable to select random sets of events to be
observed without such external aids as tables of random numbers.

Perhaps the most important case of observer effects in the history of
experimental genetics is the one involving the work of Gregor Mendel.
Mendel, it will be recalled, expected that when hybrid pea plants were
self-fertilized 75 percent of the offspring would show the dominant pheno-
type and 25 percent would show the recessive phenotype. That, almost
exactly, was what Mendel’s observations subsequently showed. Considering
the relatively small sample sizes reported, Fisher (1936), in a closely
reasoned logical and statistical analysis, showed that Mendel could not
reasonably have obtained the data he reported. The data were just too good
to be likely. We may at least hypothesize the existence of an observer
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effect or, because of its directionality, a bias, in either Mendel, his assistant,
or both. If the biased error was due to the work of an assistant, the case
does not stand alone (Shapiro, 1959). Alfred Binet, of intelligence testing
fame, working then in the area of physical anthropology, was forced to dis-
charge a research assistant who made errors in cephalometric measure-
ments (Wolf, 1961). These errors, too, were not randomly distributed but
rather were in the direction of the hypothesis. These errors, like those
possibly committed by Mendel’s assistant, were not necessarily errors of
observation. In any case we can see that the history of science has often
repeated the Kinnebrook episode.

In a treatise on the octopus, Lane (1960) asserts that scientists may
“equate what they think they see, and sometimes what they want to see,
with what actually happens” (p. 85). W. B. Bean (1953), a thoughtful
student of the role of error in science, presents the following data: In 1901,
Leser claimed an association of cherry angioma, an easily observable skin
condition, with malignant disease. Leser’s first assistant, Miiller, found
that 49 of 50 cancer patients had cherry angiomas, but among a control
series of 300 noncancer patients, he found only a handful. On the basis of
theoretical considerations and especially the inability to replicate this result,
it appeared most likely to have been a case of observer error. Bean won-
dered, “Was the wish father to the thought, was Miiller a too avid helper
or an unbelievably bad observer” (p. 241)? Bean has also called attention
to the work of Feinstein (1960) and M. L. Johnson (1953). It was the
former who pointed out the observer error involved in the use of the
stethoscope in cardiac diagnostics. Feinstein asked that physicians as well
as their stethoscopes be calibrated. Johnson cited the case of a radiologist
who saw a button “on a vest” rather than in the throat where it lodged
because, presumably, buttons occur more frequently on vests than in
throats. In experiments on observer processes, Johnson found medical stu-
dents observing quite inaccurately when presented with two x-rays of hands
for study. Johnson, in this paper entitled “Seeing’s Believing,” was
prompted to say, “Our assumptions define and limit what we see, i.e., we
tend to see things in such a way that they will fit in with our assumptions
even if this involves distortion or omission. We therefore may invert our
title and say ‘Believing Is Seeing’ ” ( p-79).

We might find it instructive to consider the data bearing on the ques-
tion of the reliability of medical or psychological diagnoses. There is ample
evidence that the diagnostic process has great unreliability, but this phe-
nomenon does not quite fit our conception of observer error. In too many
cases where the unreliability is great, the defining characteristics of the
classes to which assignment is to be made are all too vague. We may there-
fore have interpretive errors or perhaps not even that. When nosological
categories are carefully defined and objective criteria of inclusion are avail-
able, then, when error occurs we may more legitimately regard it as ob-
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server error. Bean (1948) found in nutritional examinations that experienced
physicians disagreed in the diagnosis of nutritional deficiency even when
objective standards were available. Speaking of observer errors, and of
others as well, Bean stated, “Our aim must not be to deny error, but to
learn from it, avoiding the stability it gets from repetition” (p. 54).

The Behavioral Sciences

Harry Stack Sullivan has called attention to the problem of observer
effect on the social sciences generally and on the “social science of psy-
chiatry” in particular (1936-37). More than most investigators, he was
aware of the extent to which the observer entered into transaction with the
object of the observation. Sullivan, of course, was not alone in this aware-
ness, an awareness eloquently expressed by Wirth (1936), and somewhat
later by Bakan (1962), Colby (1960), and Kubie (1956).

The psychotherapy relationship may be viewed appropriately as a data-
collecting situation with the therapist in the position of observing his
patient’s responses. Both the lore of the practicing clinician and the evidence
of more formal investigations point to the omnipresent effects of the clinical
observer. Events occurring in the clinical interaction are often unobserved
or at least unreported by the clinician. Events not occurring in the clinical
interaction are sometimes reported erroneously by the clinician. And often,
the errors may be shown to be related to the personal characteristics of the
clinical observer, particularly to his personal “blind spots” (Cutler, 1958;
Garfield & Affleck, 1960; Levitt, 1959; Sarason, 1951; Strupp, 1959; Wal-
lach & Strupp, 1960; Zirkle, 1959).

The observation of planaria. Although observer effects may be less
obvious in a laboratory than in a clinical setting, it is nevertheless clear
that they do occur. A well-designed experiment by Cordaro and Ison
(1963) nicely illustrates the fact. The behavior to be observed was the
number of head turns and body contractions made by planaria (flatworms
placed low on the phylogenetic scale). For half the worms, seven observers
were led to expect a very high incidence cf turning and contracting. For the
remaining worms the same observers were led to expect a very low inci-
dence of turning and contracting. The worms observed under the two condi-
tions of expectation were, of course, essentially identical. Results of this
phase of the experiment showed that observers reported twice as many
head turns and three times as many body contractions when their expec-
tation was for high rates of response as when their expectation was for low
rates of response.

The basic plan of this experiment was repeated employing a new set
of ten observers. This time, however, half the experimenters were to observe
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only “high-response-producing” worms, and the remaining observers were
given only “low-response-producing” worms. Again there was no real dif-
ference between the two “types” of worms. The results of this phase of the
experiment found nearly five times as many head turns and twenty times as
many contractions reported by the observers who expected high levels of
responding as reported by observers expecting low levels of responding.

The observers employed in the experiments cited were undergraduate
college students enrolled in an introductory psychology course. It may be,
of course, that the degree of observer bias shown would not be found among
more experienced observers, a possibility pointed out by Shinkman and
Kornblith (1965) and by Cordaro and Ison themselves. Some data are
available which have a bearing on this question.

In an experiment investigating “natural” individual differences among
workers interested in planaria, it was found that differences among these
experimenters in the number of turning, contraction, and other responses
obtained were for the most part statistically significant (Rosenthal & Halas,
1962). This experiment differed from that of Cordaro and Ison in two
ways. First, the experimenters were not given any false expectancies but
were engaged in “actual” research on behavior modification in planaria.
Second, all eight of these experimenters were more experienced than any
of those employed by Cordaro and Ison. Half had master’s degrees at the
time, and the set of eight experimenters averaged just under three publica-
tions each. At least six of the experimenters are still active in psychological
research and four have Ph.D.’s.

As might be expected, the absolute magnitudes of differences among
experimenters in numbers of responses observed were not so large as those
found by Cordaro and Ison. In no case did one observer report twice as
many turns as another, although the differences obtained were statistically
significant more often than not. Observations of body contractions, how-
ever, were subject to surprisingly large observer effects. The largest dis-
crepancy occurred when one observer reported nearly seven times as many
contractions as his comparison observer. The smallest discrepancy was one
in which an observer reported nearly twice as many contractions as his
comparison observer. Each of the results presented was based on a minimum
of 900 trials (observations) per observer.

It seems reasonable to conclude that even experienced observers may
differ in their perception of the behavior of planaria. A somewhat different
but perhaps more serious problem, however, is that in which observer effects
interact with experimental conditions (Rosenthal & Halas, 1962). Table 1-1
illustrates just this effect for those two experimenters for whom the most
complete data were available. These experimenters were among the most
academically advanced and the most experienced in research. Each experi-
menter tried to condition six planaria to respond by turning or contracting
to a light which had been paired with an electric shock. As a control pro-
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TABLE 1-—1

Two Experiments in the Learning of Turning in

Worms
EXPERIMENTER | EXPERIMENTER II
Experimental Control Experimental Control

First block 10.5 1.5 9.0 8.0
Second block 10.0 9.0 11.0 11.0
Third block 11.5 9.5 15.0 10.5
Fourth block 12.5 9.0 15.5 11.0
Fifth block 9.0 12.0 17.0 11.0
Sixth block 8.0 9.5 16.0 11.5
Means 10.2 10.1 13.9 10.5
p (difference) NS .02

cedure, each experimenter had six other planaria to which the light was
administered without the shock.

The results of Table 1-1 show the mean number of turns for six blocks
of 25 trials each. One experimenter obtained “conditioning” of turning
responses, and one did not. Experimenter II not only obtained more turning
in his experimental group than in his control group, but his experimental
animals showed an increase in turning in each subsequent block. The corre-
lation (rho) between number of turns per block and block order was .94,
p = .02. However, the control group for this experiment also showed a
tendency to turn more often on later trials (tho = .77, p = .10), although
the rate of increase was much more gradual.

Table 1-2 shows the analogous data for body contractions. Once again
there is no difference between the mean responses of the experimental and
control groups for experimenter I, but there is a surprise in the difference
between the mean number of contractions observed for the experimental
and control groups by experimenter II. This time planaria in the control
group responded more than planaria in the experimental group. This re-
versal of the results of experimenter II is the more surprising as turning and
contracting responses have been found to be so well correlated that they are
commonly added together to form a “total response” score.

For these experienced experimenters, therefore, it can be concluded
that there are individual differences in the extent to which behavior modifi-
cations in planaria are observed and that the particular differences found
are affected by the specific type of behavior being observed.
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TABLE 1-2

Two Experiments in the Learning of Contraction in

Worms
EXPERIMENTER | EXPERIMENTER 11
Experimental Control Experimental Control

First block 2.0 0.5 0.5 2.0
Second block 0.5 1.0 0.0 0.5
Third block 0.0 0.0 0.5 1.0
Fourth block 1.0 1.0 0.5 2.0
Fifth block 1.0 1.5 0.5 1.5
Sixth block 1.0 2.0 1.0 2.0
Means 0.9 1.0 0.5 1.5
p (difference) NS .005

Although the foregoing data have been cited as evidence of observer
effects, alternative explanations are possible. It could be that the effects
arose by chance. That does not seem likely, however, since the animals
were assigned to experimenters and to experimental conditions at random.
The likelihood of the experimenter’s effect being due to chance is given by
the p values of Tables 1-1 and 1-2, and these p values are low. It could
also be that the planaria behavior was correctly observed but incorrectly re-
corded. Recording errors of such magnitude, however, are too rare to serve
as likely explanations, as will be shown in the next section of this chapter.
Intentional errors are generally only a remote possibility and, on the basis
of personal acquaintance, for these particular experimenters, a virtual im-
possibility. One remaining possibility is that in some way the experimenters’
behavior affected the behavior of the planaria. This can be only a specula-
tion, but it seems at least possible that one or the other of the two experi-
menters unintentionally treated his animals differentially as a function of
whether they were in the treatment or control group. It cannot be assumed
that experimenter II showed such a difference while experimenter I did not.
It could as well be argued that, except for the programmed differences in
treatment, experimenter II treated his animals identically and that the dif-
ferences he obtained are those attributable only to the experimental condi-
tions. Differential behavior toward the animals of the two groups of
experimenter I might have “improperly” reduced the “true” difference be-
tween the experimental and control animals.

Research with rabbits, as with planaria, has shown significant effects
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associated with the particular experimenter employed. Brogden (1962)
found that inexperienced experimenters required more trials in which to
condition rabbits. As in the planaria research, the aim was to elicit an avoid-
ance reaction to light which had been paired with an electric shock. Unlike
the situation for the planaria research, however, the experimenter effect
disappeared with further practice on the part of the inexperienced experi-‘
menters. Neither in the case of the rabbits nor in the case of the planaria
can it be specified just what the experimenters did differently that could
have led to such different records of animal learning. In a later chapter
(Chapter 8) there will be occasion to discuss this problem again.

Recording errors. As experimenters observe the behavior of their
subjects, their observations must in some way be recorded. It comes as no
surprise that errors of recording have been demonstrated and that these | v
errors are not always self-canceling. A self-canceling set of errors is one
in which errors inflating a category are exactly offset by errors deflating
that category. If an observer of the turning of worms records three turns
that did not occur and fails to record three turns that did occur, he has
committed six errors which have canceled each other out.

Kennedy and Uphoff (1939) performed a careful study of recording
errors in experiments in extrasensory perception. Briefly, the task for the
observers was to record the investigator’s guesses as to the nature of the
symbol being “transmitted” by the observer. The symbols employed were
the standard ones used in such research and included circles, squares, stars,
crosses, and wavy lines. Each trial consisted of 25 cards, five of each of the
five symbols. Because the guesses made for the observers had been prede-
termined, it was possible to count the number of recording errors.

A total of 28 observers recorded a grand total of 11,125 guesses, of
which 126, or 1.13 percent, were misrecorded. All observers made at least
one error (one observer made 16), and the modal number of errors per
observer was four. Some of the errors committed increased the telepathy
scores (45.2 percent), some decreased it (21.4 percent), and some had no
effect (33.4 percent). There was, then, a general tendency to make record-
ing errors that increased the telepathy scores. Kennedy and Uphoff knew
which observers had favorable attitudes to extrasensory perception and
which had unfavorable attitudes. The analysis of errors by believers and v
disbelievers showed that each type of observer tended to err in the direction
favorable to his attitude, though these biased errors were quite small. Be-
lievers in telepathy made 71.5 percent more errors increasing telepathy
scores than did disbelievers. Disbelievers made 100 percent more errors
decreasing the telepathy scores than did believers.

Very similar findings have been reported by Sheffield and Kaufman
(1952). In an experiment in psychokinesis, they filmed the actual fall of
the dice which subjects were trying to influence. They found subjects be-
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lieving in the phenomenon to make more tallying errors in favor of the
hypothesis. Subjects who disbelieved made more of the opposite type of
tallying error.

Recording, as well as computational, errors by experimenters have also
been studied in an experiment on the perception of people (Rosenthal, Fried-
man, Johnson, Fode, Schill, White, & Vikan, 1964). In that experiment,
each subject wrote on a small writing pad his rating of the degree of success
or failure experienced by persons pictured in photographs. The 30 experi-
menters of this study transcribed these ratings to a master data sheet. A
comparison of the experimenters’ 3,000 transcriptions with their subjects’
recordings revealed that only 20 errors had occurred. The 0.67 percent rate
of misrecording approached the 1 percent rate just exceeded (1.13 percent)
by Kennedy and Uphoff. Probably because each of the experimenters of the
experiment in person perception made only one fourth as many observa-
tions as did Kennedy and Uphoff's observers, 18 experimenters made no
recording errors whatever.

Some experimenters had been given an expectation that they would
obtain high ratings of the photos from their subjects, whereas some experi-
menters had been given the opposite expectation. Nine of the 12 experi-
menters who made any recording errors erred in the direction of their
expectation, and their errors tended to be larger (p = .05).

The computational task for the expenmenters in the study under
discussion was simply to sum the 20 ratings given by each of their five
subjects. Of the 30 experimenters, 18 made a computational error, and 12
of these erred in the direction of their expectation. Those experimenters who
were more likely to make computational errors in the direction of their
hypothesis also tended to make larger computational errors.

In this same experiment, all subjects rated their experimenters on the
variable of “honesty” during the conduct of the experiment. This was a
very impressionistic rating since the experimenters could not actually have
been “dishonest” even if they had been so inclined. During the experiment,
the co-investigators had all experimenters under surveillance (a fact
apparent to all experimenters). In spite of the subjectivity of the ratings of
the experimenters’ honesty made by the subjects, these ratings predicted
better than chance (p = .02) whether the experimenter would subsequently
favor his hypothesis in the making of computational errors. It should be
noted, however, that all experimenters were rated as being quite honest:
+8.5 (extremely honest) was the mean rating assigned to experimenters
who did not err in the direction of their expectation; +6.8 (moderately to
highly honest) was the mean rating of experimenters who did err in the
direction of their hypothesis.

In the same experiment it was possible to relate the eccurrence of
recording errors to the occurrence of computational errors. The correlation
of .48 (p = .01) showed that experimenters who erred in data transcription
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tended to err in data processing. Somewhat surprisingly, however, those
experimenters who erred in the direction of their expectancy in their re-
cording errors were not any more likely (tho = .05) to err in the same

direction in their computational errors. The making of numerical errors !

seemed, then, to be a consistent characteristic, but directionality of error
vis-a-vis expectation did not.

We should note here that the overall effects of both recording and;
computational errors on the grand means of the different treatment condi-|
tions of the experiment reported were negligible. An occasional experi- |
menter did have some real effect on the data he obtained; an effect that, |
at least in principle, could be serious if an entire experiment depended on | .
an experimenter who was prone to err numerically.

In a recent experiment conducted by John Laszlo, three experimenters
conducted the same basic experiment in person perception employing a
total of 64 subjects. In this study, all three experimenters made computa-
tional errors. For the most accurate experimenter, 6 percent of his compu-
tations were in error. The other experimenters erred 22 and 26 percent of
the time. The magnitudes of the errors were quite small, but for all three
experimenters, a majority (75 percent overall) of the errors tended to
favor the experimental hypothesis, though the frequency of these biased
errors did not reach statistical significance. In spite of the apparent regu-
larity of the occurrence of such errors, little attention has been given to real
or alleged numerical errors in the scientific literature of psychology (Hanley
& Rokeach, 1956; Wolins, 1962).

CONCEPTUALIZATION OF OBSERVER EFFECTS

In the mapping out of the generality of observer effects, we have had
only broad hints at certain definitions and differentiations which must now
be made more explicit. Later on, in Part III, we will consider these matters
in greater detail. By “observer effects” or “observer error” we have re-
ferred to overstatement or understatement of some criterion value. When
two observers disagree in an observation, each may be said to err with
respect to the other. Both may be said to err with respect to some third ob-
servation which may, for various reasons, be a more or less usefully em-
ployed criterion. Given a population of observations, we may choose to
define some central value (such as the mean or mode) as the “true” value
and regard all observations not falling at that value as being more or less
in error as a direct function of their distance from the central value.

Observer errors or effects may be distinguished from observer “bias”
by the fact that observer errors are randomly distributed around a “true” or

“criterion” value. Biased observatxons tend to be consxstcntly too hlgh or

S e e e s
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too low and may bear some relation to some characteristics of the observer
(Roe,-1961), the observation situation (Pearson, 1902), or both. -

In considering the act or sequence of acts constituting the observation
in the scientific enterprise, we may distinguish conceptually among locations
of error or bias. The error of “apprehending” occurs when there is some
sort of misrecording between the event observed and the observer of the
event. We may include here such diverse sources of apprehending error
as differing locations of observers (Gillispie, 1960) or angles of observation
(George, 1938), imperfections in the sensory apparatus, central relay
systems, cortical projection areas, and the like. The error of recording may
be distinguished conceptually from the apprehending error. In the case of
recording error, we assume first an errorless act of apprehending followed
by a transcription of the event (to paper, to the ear of another observer,
or to another instrument) which differs from the event as correctly appre-
hended. In actual practice, of course, when an event or observation is
recorded in error with respect to some criterion, we cannot locate the error
as having occurred either in apprehending, in transcribing, or in both proc-
esses. There is no certain method for isolating an apprehending error
unconfounded with a recording error, though introspective reports may
be suggestive.

Computational errors are more clearly distinguishable from the fore-
going errors since they involve the incorrect manipulation of recorded
events. Incorrectness is usually defined here by the formal rules of arithmet-
ical operations.

In some of the cases of “observer error,” the criterion or “true” value
of the observation is so vague and ephemeral that we cannot properly speak
of errors of apprehending or recording (or computation). Such would be
the case, Tor example, with psy Eﬁf?ﬁé classification. When “error” occurs
in this situation we may more appropriately speak of “error of interpreta-
tion.” Interpretation effects will be discussed in the next chapter.

Finally, throughout this chapter the assumption has been made that
the classes of errors discussed occurred without the intent of the observer.
Those occasions when intent is involved in the production of an erring
observation will be discussed in Chapter 3.

THE CONTROL OF OBSERVER EFFECT

A powerful, necessary, though insufficient, tool for the control of ob-
server error is our awareness of the phenomenon. The role of various me-
chanical apprehenders and recorders .in the reduction of obseryer error has
been noted earlier. As Boring (1950) pointed out, these mechanizations
do not replace the human observer; rather, they postpone human observa-
tion to some other, more convenient time and circumstance of reapprehen-
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sion and rerecording. If mechanization reduces observer error—and it very
likely does—there remain still subsequent errors of “re”-observation. Yule
(1927) was relatively optimistic that observer training could eliminate ob-
server error. This optimism seemed unshared by Fisher (1936) in citing
Rasmussen.
The most critical control of observer error is probably woven into the
fabric of science by the tradmon of repj;ggg,on Frequent repllcatlon of
observations serves £o establish the definition of observer errors. It does not,
however, eliminate the problem, since replicated observations made under
su”ﬁ?far condmons of anticipation, instrumentation, and psychologlcal cli-
mate “may, by virtue of their intercorrelation, all be in error with resPect to
some external criterion ( Pearson, 1902) An excellent example of this, ‘as
‘tiientioned; 'is Rostand’s (1960) discussion of the infamous N-rays. Per-
haps the great contribution of the skeptic, the disbeliever, in any given
scientific observation is the likelihood that his anticipation, psychological
climate, and even instrumentation may differ enough so that his observa-
tion will be more an independent one. Error, in the sense of discrepancy,
will then have a greater chance of being revealed. Which of two con-
tradictory sets of observations will be regarded as error-free depends on
sets of criteria subsequently adopted by the assessing community.
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Interpretation of Data

Identical observations are often interpreted differently by different
scientists, and that fact and its implications are the subject of this chapter.
Interpretation effects are most simply defined as any difference in interpre-
tations. The difference may be between two or more interpreters, or an
interpreter and such a generalized interpreter as an established theory or an
“accepted” interpretation of a cumulative series of studies. As in the ob-
server effect, the interpreter effect, or difference, does not necessarily imply
a unidirectional phenomenon. When observations are nonrandomly distrib-
uted around a true value, we refer to them as “biased observations.” Sim-
ilarly, when interpretations do not vary randomly—and usually they do
not—we may refer to them as “biased.” Note that we do not thereby imply
that the biased interpreter is “wrong” with respect to some notion of “true
interpretation,” but only that his interpretation is predictable. It does not
seem as reasonable to postulate the central value interpretation as the true
interpretation as it does to postulate the central value observation as the
true observation.

The distinction between an observation itself and the interpretation of
an observation is not always simple. Some observations require a greater
component of interpretation than others. If we observe the behavior of
worms there seems to be less interpretation required to observe whether
there is a worm present than to observe whether the worm is completely im-
mobile. If we choose to observe a very small worm, however, even the ob-
servation of its presence or absence may require a larger interpretive
element.

Interpretations or constructions of data have an enormous range of
generality, from the interpretation of a speck as worm or not-worm,
through the interpretation of a person’s speech as schizophrenic or not
schizophrenic, to the interpretation of measurements of the speed of light
as damaging to or irrelevant to Einstein’s theory of relativity.

16
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At the lowest level of generality, differences in interpretation could

easily be regarded as observer effects. At the highest level of generality, |
differences in interpretation are nothing more than differences in theoretical ¥

positions. Even at the higher levels of generality, however, differences in
interpretation may affect the accuracy of observations. This can occur in
two ways. First, a given theory or interpretive framework may affect the
perceptual process in such a way as to increase errors of observation in the
direction of greater consistency with the theory. Such effects are clearly im-
plied by some of the evidence presented in the last chapter and by the ex-
tensive literature on need-determined perception (Dember, 1960; see also
Campbell, 1958; Sanford, 1936; Stephens, 1936; Zillig, 1928). Second,
a given interpretive framework may function to keep “off the market” data
that may weaken the tenability of the theory. Such underrepresentation of
data contradictory to prevailing theories would bias the “true” value of an
observation. Since the “true” value of an observation was defined in terms
of some central value of available observations, it seems obvious that by
ignoring observations at variance with the existing central value that value
will become more and more stable statistically and psychologically.

If in the history of science the proponents of a dominant theory have
often thus shepherded the current central or true observation into the direc-
tion supporting their theory, they have also often been responsible for the
fact that observations were being made at all. Theoretical biases are mixed
blessings. They are selectively attentive to data that if completely unbiased
by theory would not have been collected at all.

The Physical Sciences

In 1887 Michelson and Morley conducted their famous experiment on
the speed of light. Their report showed that whether the light signals were
sent out in the direction of the earth’s motion or not, the speed was the
same. It is said that this counterintuitive result was the stimulus for Ein-
stein to develop his theory of relativity in 1905. The Michelson-Morley ex-
periment was important to relativity theory, and, in fact, the result
seemed required by it. But there are two facts that must be added. First,
according to Einstein, the Michelson-Morley experiment had nothing to do
with his original formulation of relativity theory. Second, the results of the
Michelson-Morley experiment were probably in error, and there did appear
to be an “ether drift.” Defined by a difference in the speed of light as a
function of the signal’s direction in relation to the earth’s motion, this “ether
drift” could have jeopardized relativity theory. That it did not illustrates
interpreter effects in science.

Michael Polanyi (1958) and Arthur Koestler (1964) have given the
details. In 1902, some 15 years after the Michelson-Morley experiment,
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W. M. Hicks showed some ether drift in their original observations. Then,
from 1902 to 1926, D. C. Miller repeated the experiment with improved
instrumentation thousands of times and consistently obtained a drift of
from eight to nine kilometers per second. Still later, W. Kantor, using
still more elegant instrumentation, also showed that the speed of light did
depend on the motion of the observer. So well established was relativity
theory that Miller’s work was essentially ignored (though that was difficult,
since he presented his complete evidence in 1925 to the American Physical
Society, of which he was then president). It is true, as Polanyi tells us, that
there was other evidence from different workers for the absence of ether
drift as required by relativity theory. But that evidence was not available
when Miller presented his data nor for the many years before that he had
been making his observations. How do we decide whether there really was
an artifact in Miller’s work, so that people did well to ignore it? Is there a
possibility that some physicist, had he been taught to take apparently sound
data seriously, might, because of these inconsistent data, have so modified
relativity theory that it would be more powerful by far? Such questions, if
they are answerable at all, E. G. Boring would refer to history for verdict.

Miller’s data were ignored but they were available. Sometimes the
effects of interpretation of data are such as to keep those data unavailable.
Bernard Barber (1961) tells of some well-known instances. One such was
Lord Kelvin’s interpretation of Roentgen’s x-rays as a hoax, a kind of N-ray
phenomenon in reverse. Several instances of workers’ inability to publish
papers that seemed to the judges to be paradoxical were also documented.
The most interesting of these, because it represents a kind of controlled ex-
periment, was the case of Lord Rayleigh. In 1886, he submitted a paper
entitled “An Experiment to Show That a Divided Electric Current May Be
Greater in Both Branches than in the Mains.” He was, at the time, already
well-known. In some way his name became detached from the paper, how-
ever, and it was rejected. Shortly afterward the name somehow became
collated with the paper, which was then found to have sufficient merit for
acceptance.

But perhaps the most useful illustration, for its recency and for its
charm in the telling, is the case of Michael Polanyi himself and his theory
of the adsorption (adhesion) of gases on solids (Polanyi, 1963). In 1914
he first published his theory and within a few years had adduced convincing
experimental evidence on its behalf. But the then current conception of
atomic forces made his theory unacceptable. Asked to state his position
publicly, Polanyi was chastised by Einstein for showing a “total disregard”
of what was then “known” about the structure of matter. Said Polanyi,
“Professionally, I survived the occasion only by the skin of my teeth” (p.
1011). Polanyi, of course, was subsequently credited with having been
correct. His analysis of the role of that orthodoxy in science which kept his
evidence from being considered is remarkable for its balance, objectivity,
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and the lack of bitterness, a bitterness that characterized Planck’s reaction
to the resistance he encountered (Barber, 1961).

Polanyi felt that the rejection of his theory and his evidence was un-
avoidable and even proper given the state of knowledge at the time. Al-
though recognizing the danger of orthodoxy in repressing contradictory
evidence, he points out that the journals could easily become flooded with
nonsense in the face of a too great tolerance of dissent. This moderate view
of orthodoxy is much the same as that expressed by Florian Znaniecki in
his classic work, The Social Role of the Man of Knowledge (1940).

The Biological Sciences

Mosteller put it well, “. . . perhaps sometimes the data are not
ready to be looked at—and it is not that the anomalies aren’t at all noticed,
but that they aren’t discussed much because no-one knows just what to
say” (personal communication, 1964). Perhaps that is the reason why
Mendel’s now classic monograph, Experiments in Plant-Hybridization, first
presented in 1865, had to wait to become important until de Vries, Correns,
and Tschermak found something to say about it, all independently of each
other, and all in 1900. Perhaps, too, less was found to say about Mendel’s
work because of his, for that time odd, applications of mathematics to bot-
any, and because of Mendel’s relative lack of scientific stature (Barber,
1961). Even after people found things to say about Mendel’s data, however,
no one looked at it closely enough because it was so easy to interpret in
accordance with each one’s own theoretical orientation. Fisher (1936)
put it: “Each generation, perhaps, found in Mendel’s paper only what it
expected to find; . . . Each generation, therefore, ignored what did not
confirm its own expectations” (p. 137).

Mendel’s case is not unique in the history of biology. Darwin, Lister,
Pasteur, Semmelweiss, and their observations tended to be ignored or re-
jected, and these are only some of the better-known cases. They and others,
less well known, have been chronicled by Barber (1961), Fell (1960),
Koestler (1964), and Zirkle (1960.)

Sometimes in science the situation is not that there is too little that
can be said about the data but rather too much. A number of equally
plausible interpretations are available, and that leads neither to rejecting the
observations nor to ignoring them. It leads to an assimilation of the data
to the various theoretical positions that can make use of them. Wolf (1959)
gives us a good example based on Morris’ data which found London
tramway motormen with a higher incidence of coronary heart disease
than tramway conductors. (The data may, for our purpose, be regarded
as free from observer effect.) The original interpretation of these data
was in terms of the relationship between sedentary occupations and heart
disease, the motorman sitting while performing his task, the conductor mov-
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ing about more. One alternative interpretation offered by Wolf was that
motormen, because of their sedentary work, might be gaining weight
faster and that it was the weight gain which led to a higher incidence of
heart disease. Wolf presented the additional interpretation that the lessened
social interaction with other people required by the motorman’s job when
compared to the conductor’s job might also be the critical variable. Other
interpretations are of course possible, including those which postulate that
individuals prone to heart disease, because of their biological or psychologi-
cal make-up, tend to select or be assigned to the front end of the trolley.
Here, then, are alternative interpretations whose relative tenabilities could
easily be established by further observation. The initial data were im-
mediately important theoretically (and practically) because there were
theories available that could make sense of the observations and could be
tested further by performing the experiments implied by the various
interpretations of the data. When the experiments are well designed and
well executed the experimenter has a better chance to “. . . escape from
his own preferences in interpreting his results” (Boring, 1959; p. 3).

The Behavioral Sciences

In the example of interpretation differences just given, it was assumed
that there were no observer errors. Who is a motorman and who is a
conductor seemed an easy observation on which to achieve consensus.
he presence or absence of heart disease, however, is a somewhat more
\ Jequivocal judgment (Feinstein, 1960). We are hard put to decide whether
diagnostician differences are observer effects or interpretation effects. If
we may assume that cardiologists hear the same “lub-dub” through their
stethoscopes and see the same tracings of the electrocardiogram, we would
be inclined to regard diagnostic variations as differences of interpretation.
In the applied behavioral sciences of psychiatry and clinical psychol-
ogy, the diagnosis or categorization of behavior is a common enterprise.
Differences in the interpretation of behavioral data are well illustrated by
differences in diagnoses. The magnitude of such differences have been re-
ported by Star (1950). During the second World War, psychiatric
examiners interviewed army recruits for the purpose of rejecting any
who might be too severely disturbed to function as soldiers. The most ex-
treme difference in rate of rejection found one induction center rejecting
100 times more recruits than another. Although this magnitude of dif-
ference is unusual, the generality of differences in the interpretation of
abnormal behavior seems well established (Hyman, Cobb, Feldman, Hart,
& Stember, 1954).
In the diagnosis of abnormal behavior the large effects of interpreters
are probably due to the vagueness of the defining characteristics of the var-
ious diagnostic categories. Of itself this would increase unreliability. If this
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source of unreliability were the only one, however, we would expect
interpreter differences to be unbiased or unpredictable. But that is not the
case. Robinson and Cohen (1954), for example, found that there were
significant biases in the psychological evaluations of 30 patients by 3
psychological examiners. The authors related the biases in evaluation to the
personality differences among the examiners, a relationship postulated by
Henry Murray in 1937 and supported in a number of studies (e.g., Filer,
1952; Harari & Chwast, 1959; Rotter & Jessor, undated). In this dis-
cussion of interpreter effects among diagnosticians we have assumed that
the examinee’s behavior on which the interpretations were based was not
itself affected by the examiner. Sometimes the examiner does affect the
patient’s behavior and markedly so. These effects will be discussed begin-
ning with Chapter 4.

Before leaving the area of clinical diagnosis or interpretation it should
be emphasized that diagnostic differences occur in other areas, perhaps even
to as great an extent. Jones (1938), for example, has shown the degree
of disagreement in the assessment of the nutritional health of school-
children. Not only did diagnosticians disagree with one another, but they
also differed from their own earlier assessments.

Sometimes in nutritional diagnosis, as in psychological diagnosis,
we can speak of biased or directional or predictable differences among
diagnosticians (Bean, 1948; Bean, 1959). An informal report by Wooster
(1959) nicely illustrates such biased diagnosis. Wooster tells the possibly
apocryphal story of 200 patients who were to be classified as obese, normal,
or underweight. Leaner physicians tended to classify patients as more
obese than did obese physicians.

One variable that has been shown especially likely to bias the assess-
ment of behavior is the expectancy of the observer or interpreter. Rapp
(1965) tells us about an especially carefully conducted experiment which
demonstrates this expectancy bias. Rapp’s experiment, it will be seen,
could be equally well viewed as a study of observer effect or of interpreter
effect. It deals with data falling in the range of experimenter effects that
are difficult to categorize clearly.

The setting of the experiment was a nursery school, and the task
for each of eight pairs of observers was to describe objectively the be-
havior of a single child as it occurred within one minute. One member of
each pair of observers was led to believe that the child to be observed
was feeling “under par.” The other member of the pair of recorders was
led to believe that the child was feeling “above par.” Actually all the eight
children included for observation had been selected so that their behavior
would not show extreme behavior in either the above or below par
direction. Results of this study showed that seven of the eight pairs
of observers wrote descriptions of the children’s behavior that were detect-
ably biased in the direction of their expectation (p = .003).
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An example of the biasing effect of expectations, one that seems to
be more clearly an example of an interpreter effect, is given by Cahen
(1965). His subjects, 256 prospective schoolteachers, were each asked
to score several test booklets ostensibly filled out by children being tested
for academic readiness. Each of the 30 test items was to be scored on a
four-point scale using a scoring manual which gave examples of answers of
varying quality. On each of the answer booklets to be scored some “back-
ground” information was provided for that child. This background in-
formation included an alleged IQ score, the purpose of which was to
create an expectation in the scorer that the child whose booklet was being
scored was (1) above average, (2) average, or (3) below average in
intellectual ability. The scoring of the tests supported Cahen’s hypothesis
that children thought to be brighter would receive higher scores for the
same performance than would children believed to be less able.

The assessment of cultures like the assessment of individuals is
subject to widely divergent interpretations (Hyman et al.,, 1954). Oscar
Lewis and Robert Redfield described the Mexican village of Tepoztlan
in quite different ways. Redfield presented a picture of a highly cooperative,
integrated, and happy society relative to Lewis’ picture of an uncooperative,
poorly integrated society whose members seemed anything but happy. Reo
Fortune and Margaret Mead described the Arapesh in significantly different
terms. For Mead, but not for Fortune, the Arapesh were a placid, domestic
people characterized by a maternal temperament.

In such cases of anthropological disagreement we are hard put to
account adequately for differing interpretations. It is important to know
that such differences occur, but it would be most valuable to know why.
If, for example, we could show a general tendency for female workers to
perceive cultures as more peaceful, we could begin to write some general
terms into the anthropological personal equations. In the absence of such
data we are left with the unsatisfactory alternative of noting differences
without adequately understanding them.

Sometimes an anthropological interpretive effect can be understood
as an illustration of a well-known principle of perception. Such seems to
be the case for data cited by Campbell (1959). The evaluation of the
drabness or liveliness of Russian cities was found to depend on the order
in which the cities were visited. Cities visited earlier on a tour were judged
more drab than those visited later. “Against the adaptation level based upon
experience with familiar U.S. cities, the first Russian city seemed drab
and cold indeed. But stay in Russia modified the adaptation level, changed
the implicit standard of reference so that the second city was judged
against a more lenient standard” (1959, p. 11). (Here and elsewhere
[1958] Campbell has provided inventories of sources of error relevant to
our discussion of interpreter as well as observer effects.)
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A major attempt to assess the biasing effects of different anthropologi-
cal interpreters has been made by Raoul Naroll (1962). His method of data
quality control is designed to compare anthropological reports made under
more favorable conditions with reports made under less favorable condi-
tions. Thus, staying in the field for over a year is associated with reports of
higher rates of witchcraft attribution than staying in the field for less
than a full year. Length of stay in the field is, then, a biasing factor but
one for which it seems reasonable to assume that the longer stay gives
a truer picture than does the shorter stay. Length of stay in a culture
does not, however, bias reports of drunken brawling, so we see that
conditions of observation or interpretation may bias reports of some
behaviors but not others.

Another test of the quality of anthropological reports notes the
investigator’s knowledge of the native language. Whether he knows the
language tends in fact to be related to his report, not only of witchcraft
attribution, but of protest suicide as well. A third test described by Naroll
is the distinction between a professional and nonprofessional investigator.
The anthropologist is the former, and, in this context, the missionary the V
latter. Although in general we might expect professionals to be more
accurate, Naroll suspects that, at least for reports of witchcraft attribution,
missionaries may be more reliable than anthropologists. In summary,
Naroll’s method allows us not only to assess the extent of bias in a series
of anthropological reports but to institute controls for these as well.

Perhaps more than any other, the survey research literature has
shown a sophisticated awareness of interpreter and related effects; the
already classic work of Hyman and his collaborators (1954) shows this
fact most clearly. In their discussion of interviewer effects they describe
the impact of interviewers’ expectations on their interpretation of respond-
ents’ replies. Smith and Hyman (1950) provide the example. Recordings
were made of two interviews. One of the respondents was a political isola-
tionist described additionally as provincial and prejudiced. The other
respondent, chosen to contrast markedly with the first, was an interven-
tionist. In each interview, responses were included that objectively reflected
equivalent sentiments on the part of both respondents. However, the
interviewers were greatly affected by the respondent’s overall orientation
in assessing these matched replies. One of the questions dealt with the
amount of money spent by the United States for European recovery.
Answers to this question by the isolationist and interventionist both actually
suggested that we were spending an appropriate amount. However, when
these same answers were coded or interpreted by interviewers who had
been given the isolationist vs. interventionist set, the results were dra-
matically altered. The isolationist’s response was interpreted as meaning
that we were spending too much for European recovery by 53 percent of
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the interpreters. The interventionist’s response, which had been equated
with the isolationist’s response, was interpreted as meaning that we were
spending too much by only 9 percent of the interpreters.

Another question on which the replies of the two respondents had
been equated dealt with the respondents’ interest in our policy toward
Spain. Actually both respondents’ replies indicated some interest, and
99 percent of the interpreters so coded the interventionist’s reply. In con-
trast, however, only 76 percent of the coders so interpreted the isolationist’s
reply.

For our most recent examples of interpreter effects we turn to
experimental research in psychology. A recent paper summarizes 25
experiments in which eyelid conditioning was related to the subjects’
level of anxiety as measured by a paper and pencil test (Spence, 1964).
Considerable theoretical importance is associated with the direction of
this relationship, the more highly anxious subjects having been postulated
to show the greater learning. In 21 of the 25 experiments the greater
learning did in fact occur (p = .002) among the more anxious subjects,
though the differences were not statistically significant for every individual
comparison. The interpretive effects arise from the finding that 16 of the
17 studies carried out in the Iowa laboratory showed the predicted effect
(p < .001), while in the other laboratories 5 out of 8 studies showed the
predicted effect (p > .70). A great many differences in procedure and in
sampling could, of course, easily account for these differences. One major
interpretation offered to account for the differences, however, was that
the studies not conducted at Iowa employed smaller sample sizes. Such
an interpretation would simply be a restatement of the fact that the power
of a statistic increases with the sample size if it were not for the fact that
three of the eight smaller-sample studies showed mean differences in
the unpredicted direction. In this case the interpretation that a larger
sample size would lead to differences in the predicted direction can
only be made if it assumes that later-run subjects differ significantly
from earlier-run subjects and systematically so in the predicted direction.
An example of an oppositely biased interpretation would be to suggest
that if the eight experiments conducted at different laboratories had em-
ployed larger sample sizes their results would have been still significantly
more different from the Iowa studies than they actually were. Other
1gcent examples of interpreter differences may be found in discussions of
extrasensory perception (Boring, 1962b; Murphy, 1962) and of social
psychology (Chapanis & Chapanis, 1964; Jordan, 1964; Silverman, 1964;
Weick, 1965).

Earlier in the discussion of the natural sciences, reference was made
to the fact that sometimes interpreter differences lead to keeping data
“off the market.” This, of course, also occurs in the behavioral sciences.
Sometimes it occurs dircctly, as in an explicit or implicit editorial decision
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to not publish certain kinds of experiments. Such decisions, of course, are
inevitable given that the demand for space in scientific literature far exceeds
the supply. Often the data thus kept off the market are negative results
which are themselves often difficult to account for. (The problem of
negative results will be discussed in greater detail in Part III.)

One good reason for keeping certain data off the market is that
the particular data may be wrong. This suspicion may be raised about a
particular observation within a series that is very much out of line with
all the others. But the question of how to deal with such discordant data
is not easily answered (Rider, 1933; Tukey, 1965). Kety’s (1959) caution
is most appropriate: “. . . it is difficult to avoid the subconscious tendency
to reject for good reason data which weaken an hypothesis while un-
critically accepting those data which strengthen it” (p. 1529). Wilson
(1952) and Wood (1962) give similar warnings.

THE CONTROL OF INTERPRETER EFFECTS

Some interpreter effects are fully public events and some are not.
If the interpretation of a set of public observations is uncongenial to
our own orientation we are free to disagree. The public nature of these
interpretive differences insures that in time they may be resolved by the
addition of relevant observations or the development of new mental
matrices which allow the reconciliation of heretofore opposing theoretical
orientations (Koestler, 1964 ).

When interpreter effects operate to keep observations off the market,
however, they are less than fully public events. If an investigator simply
scraps one of his observations as having been made in error there is no
one to disagree and attempt to use the discordancy in a reformulation of an
existing theory or as evidence against its tenability. When negative results
are unpublishable the fact of their negativeness is not a publicly available
observation. When unpopular results are unpublishable they are kept out
of the public data pool of science. All these examples are clear-cut illustra-
tions of interpreter effects which reduce the “public-ness” of science. There
are less clear-cut cases, however.

As in Mendel’s case, the observations are sometimes available but
so little known and so little regarded that for practical purposes they
are unavailable publicly. Sometimes it is our unawareness of their existence
that keeps them out of science, but sometimes they are known at least to
some but “. . . they lie outside of science until someone brings them in”
(Boring, 1962b, p. 357). That, of course, is the point made earlier, that
we may know of the existence of data but not what can be said of them.
When we speak, then, of the control of interpreter effects we do not
necessarily mean that there should be none. In the first place, their
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elimination would be as impossible as the elimination of individual dif-
ferences (Morrow, 1956; Morrow, 1957). In the next place their elimina-
tion would more likely retard than advance the development of science
(Bean, 1958).

Only those interpreter effects that serve to keep data from becoming
publicly available or those that are very close to being observer effects
should be controlled. As for the interpreter effects of a public nature that
involve the impassioned defense of a theory, Turner (1961a) put it thus:
“In the matter of making discoveries, unconcern is not a promising trait.
But the desire to gain the truth must be balanced by an equally strong desire
not to be played false” (p. 585).



3

Intentional Error

Intentional error production on the part of the experimenter is prob-
ably as relatively rare an event in the psychological experiment as it is in
the sciences generally (Wilson, 1952; Shapiro, 1959; Turner, 1961b).
Nevertheless, any serious attempt at understanding the social psychology of
psychological research must consider the occurrence, nature, and control of
this type of experimenter effect.

The Physical Sciences

Blondlot’s N-rays have already been discussed as a fascinating example
of observer effect. Rostand (1960) has raised the question, however,
whether their original “discovery” might not have been the result of
overzealousness on the part of one of Blondlot’s research assistants. Were
that the case then we could learn from this example how observer or
interpreter effects may derive from intentional error even when the
observers are not the perpetrators of the intentional error. This certainly
seemed to be the case with the famous Piltdown man, that peculiar anthro-
pological find which so puzzled anthropologists until it was discovered
to be a planted fraud (Beck, 1957).

A geologist some two centuries ago, Johann Beringer, uncovered some
remarkable fossils including Hebraic letters. “The[se] letters led him to
interpret earth forms literally as the elements of a second Divine Book”
(Williams, 1963, p. 1083). Beringer published his findings and their
important implications. A short time after the book’s publication a “fossil”
turned up with his name inscribed upon it. Beringer tried to buy back copies
of the book which were by now circulating, but the damage to his reputation
had been done. The standard story had been that it was Beringer’s students
who had perpetrated the hoax. Now there is evidence that the hoax was no
schoolboy prank but an effort on the part of two colleagues to discredit him

27
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(Jahn & Woolf, 1963). Here again is a case where interpreter effects on
the part of one scientist could be in large part attributed to the intentional
error of others.

A more recent episode in the history of archaeological research, and
one far more difficult to evaluate, has been reported on the pages of
The Sunday Observer. Professor L. R. Palmer, a comparative philologist at
Oxford, has called into question Sir Arthur Evans’ reconstruction of the
excavations at Knossos (Crete). These reconstructions were reported in
1904 and then again in 1921. The succession of floor levels, each yielding
its own distinctive type of pottery, was called by Palmer a “complete figment
of Evans’ imagination.” Palmer’s evidence came from letters that con-
tradicted Evans’ reconstruction—letters written by Evans’ assistant, Duncan
Mackenzie, who was in charge of the actual on-site digging. These letters
were written after Evans had reported his reconstruction to the scientific
public. Evans did not retract his findings but rather in 1921 he reissued his
earlier (1904) drawing. Palmer felt that the implications of these events
for our understanding of Greece, Europe, and the Near East were “incal-
culable” (Palmer, 1962). In subsequent issues of The Observer Evans
had his defenders. Most archaeologists (e.g., Boardman, Hood) felt that
Palmer had little reason to attack Evans’ character and question his motives,
though, if they are right, questions about Duncan Mackenzie’s might be
implied. The Knossos affair serves as a good example of a possible inten-
tional error which could conceivably turn out to have been simply an
interpreter effect—a difference between an investigator and his assistant.
One thing is clear, however: whatever did happen those several decades
ago, the current debate in The Observer clearly illustrates interpreter dif-
ferences.

C. P. Snow, scientist and best-selling novelist, has a high opinion of
the average scientist’s integrity (1961). Yet he refers to at least those few
cases known to scientists in which, for example, data for the doctoral disser-
tation were fabricated. In one of his novels, The Affair, he deals extensively
with the scientific, social, and personal consequences of an intentional error
in scientific research (1960). Other references to intentional error, all some-
what more pessimistic in tone than was C. P. Snow, have been made by
Beck (1957), George, (1938), and Noltingk (1959).

The Biological Sciences

When, two chapters ago, observer effects were under discussion the
assumption was made that intentional error was not at issue. Over the
long run this assumption seems safely tenable. However, for any given
instance it is very difficult to feel certain. We must recall: (1) Fisher’s
(1936) suspicion that Mendel’s assistant may have deceived him about
the results of the plant breeding experiments; (2) Bean’s (1953) suspicion
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that Leser’s assistant may have tried too hard to present him with nearly
perfect correlations between harmless skin markings and cancer; (3)
Binet’s suspicion over his own assistant’s erring so regularly in the desired
direction in the taking of cephalometric measurements (Wolf, 1961).

One of the best known and one of the most tragic cases in the history
of intentional error in the biological sciences is the Kammerer case.
Kammerer was engaged in experiments on the inheritance of acquired
characteristics in the toad. The characteristic acquired was a black thumb
pad, and it was reported that the offspring also showed a black thumb pad.
Here was apparent evidence for the Lamarckian hypothesis. A suspicious
investigator gained access to one of the specimens, and it was shown that
the thumb pad of the offspring toad had been blackened, not by the
inherited pigment, but by India ink (MacDougall, 1940). There cannot,
of course, be any question in this case that an intentional error had been
perpetrated, and Kammerer recognized that prior to his suicide. To this
day, however, it cannot be said with certainty that the intentional error was
of his own doing or that of an assistant. A good illustration of the opera-
tion of interpreter effects is provided by Zirkle (1954) who noted that
scientists were still citing Kammerer’s data, and in reputable journals,
without mentioning its fraudulent basis. More recently, two cases of pos-
sible data fabrication in the biological sciences came to light. One case
ended in a public exposé before the scientific community (Editorial Board,
1961); the other ended in an indictment by an agency of the federal
government (Editorial Board, 1964).

The Behavioral Sciences

The problem of the intentional error in the behavioral sciences may
not differ from the problem in the sciences generally. It has been said,
however, that at least in the physical sciences, error of either intentional
or unintentional origin is more quickly checked by replication. In the
behavioral sciences replication leads so often to uninterpretable differences
in data obtained that it seems difficult to establish whether “error” has
occurred at all, or whether the conditions of the experiment differed suffi-
ciently by chance to account for the difference in outcome. In the behavioral
sciences it is difficult to specify as explicitly as in the physical sciences just
how an experiment should be replicated and how “exact” a replication is
sufficient. There is the additional problem that replications are carried out
on a different sample of human or animal subjects which we know may
differ vary markedly from the original sample of subjects. The steel balls
rolled down inclined planes to demonstrate the laws of motion are more
dependably similar to one another than are the human subjects who by their
verbalizations are to demonstrate the laws of learning.

In survey research the “cheater problem” among field interviewers
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is of sufficient importance to have occasioned a panel discussion of the
problem in the International Journal of Attitude and Opinion Research
(1947). Such workers as Blankenship, Connelly, Reed, Platten, and
Trescott seem to agree that, though statistically infrequent, the cheating
interviewer can affect the results of survey research, especially if the
dishonest interviewer is responsible for a large segment of the data collected.
A systematic attempt to assess the frequency and degree of interviewer
cheating has been reported by Hyman, Cobb, Feldman, Hart, and Stember
(1954). Cheating was defined as data fabrication, as when the interviewer
recorded a response to a question that was never asked of the respondent.
Fifteen interviewers were employed to conduct a survey, and unknown to
them, each interviewed one or more “planted” respondents. One of the
“planted” interviewees was described as a “punctilious liberal” who qualified
all his responses so that no clear coding of responses could be undertaken.
Another of the planted respondents played the role of a “hostile bigot.”
Uncooperative, suspicious, and unpleasant, the bigot tried to avoid com-
mitting himself to any answer at all on many of the questions. Interviews
with the planted respondents were tape recorded without the interviewers’
knowledge. It was in the interview with the hostile bigot that most cheat-
ing errors occurred. Four of the interviewers fabricated a great deal of
the interview data they reported, and these interviewers tended also to cheat
more on interviews with the punctilious liberal, although, in general, there
was less cheating in that interview. Frequency of cheating, then, bore some

\| relation to the specific data-collection situation and was at least to some

extent predictable from one situation to another.

In science generally, the assumption of predictability of intentional
erring is made and is manifested by the distrust of data reported by an
investigator who has been known, with varying degrees of certainty, to
have erred intentionally on some other occasion. In science, a worker
can contribute to the common data pool a bit of intentionally erring data
only once. We should not, of course, equate the survey research interviewer
with the laboratory scientist or his assistants. The interviewer in survey
research is often a part-time employee, less well educated, less intelligent,
and less interested in the scientific implications of the data collected than
are the scientist, his students, and his assistants. The survey research inter-
viewer has rarely made any identification with a scientific career role with
its very strong taboos against data fabrication or other intentional errors,
and its strong positive sanctions for the collection of accurate, “uncon-
taminated” data. Indeed, in the study of interviewers’ intentional errors just
described, the subjects were less experienced than many survey interviewers,
and this lack of experience could have played its part in the production
of such a high proportion of intentional errors. In that study, too, it must be
remembered, the design was such as to increase the incidence of all kinds
of interviewer effects by supplying unusually difficult situations for inex-
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perienced interviewers to deal with. However, even if these factors increased
the incidence of intentional error production by 400 percent, enough re-
mains to make intentional erring a fairly serious problem for the survey
researcher (Cahalan, Tamulonis, & Verner, 1947; Crespi, 1945-46; Ma-
halanobis, 1946).

A situation somewhere between that of collecting data as part of a
part-time job and collecting data for scientific purposes exists in those under-
graduate science courses in which students conduct laboratory exercises.
These students have usually not yet identified to a great extent with the
scientific values of their instructors, nor do they regard their laboratory
work as simply a way to earn extra money. Data fabrication in these cir-
cumstances is commonplace and well-known to instructors of courses in
physics and psychology alike. Students’ motivation for cheating is not, of
course, to hoax their instructors or to earn more money in less time but
rather to hand in a “better report,” where better is defined in terms of the
expected data. Sometimes the need for better data arises from students’
lateness, carelessness, or laziness, but sometimes it arises from fear that
a poor grade will be the result of an accurately observed and recorded
event which does not conform to the expected event. Such deviations may
be due to faulty equipment or faulty procedure, but sometimes these
deviations should be expected simply on the basis of sampling error. One
is reminded of the Berkson, Magath, and Hurn (1940) findings which
showed that laboratory technicians were consistently reporting blood
counts that agreed with each other too well, so well that they could hardly
have been accurately made. We shall have occasion to return to the topic of
intentional erring in laboratory course work when we consider the control
of intentional errors. For the moment we may simply document that in
two experiments examined for intentional erring by students in a laboratory
course in animal learning, one showed a clear instance of data fabrication
(Rosenthal & Lawson, 1964), and the other, while showing some devia-
tions from the prescribed procedure, did not show any evidence of outright
intentional erring (Rosenthal & Fode, 1963a). In these two experiments,
the incidence of intentional erring may have been reduced by the students’
belief that their data were collected not simply for their own edification
but also for use by others for serious scientific purposes. Such error re-
duction may be postulated if we can assume that data collected only for
laboratory learning are less “sacred” than those collected for scientific
purposes.

Student experimenters are often employed as data collectors for scien-
tific purposes. In one such study Verplanck (1955) concluded that follow-
ing certain reinforcement procedures the content of conversation could be
altered. Again employing student experimenters Azrin, Holz, Ulrich, and
Goldiamond (1961) obtained similar results. However, an informal post-
experimental check revealed that data had been fabricated by their student
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experimenters. When very advanced graduate student experimenters were
employed, they discovered that the programmed procedure for controlling
the content of conversation simply did not work.

Although it seems reasonable to assume that more-advanced graduate
students are generally less likely to err intentionally, few data are at hand
for documenting that assumption. We do know, of course, that sometimes
even very advanced students commit intentional errors. Dr. Ralph Kolstoe
has related an instance in which a graduate student working for a well-
known psychologist fabricated his data over a period of some time. Finally,
the psychologist, who had become suspicious, was forced to use an entrap-
ment procedure which was successful and led to the student’s immediate
expulsion.

What has been said of very advanced graduate students applies as
well to fully professional scientific workers. It would appear that the
incidence of intentional errors is very low among them, but, again, few
data are available to document either that assumption or its opposite. Most
of the cases of “generally known” intentional error are imperfectly docu-
mented and perhaps apocryphal.

In the last chapter there was occasion to discuss those types of inter-
preter effects which serve to keep certain data off the market either literally
or for all practical purposes. It was mentioned that sometimes data were
kept out of the common exchange system because no one knew quite what
to say about them. Sometimes, though, data are kept off the market because
the investigator knows all too well what will be said of them. Such inten-
tional suppression of data damaging to one’s own theoretical position must
be regarded as an instance of intentional error only a little different from
the fabrication of data. What difference there is seems due to the “either-or-
ness” of the latter and the “shades of grayness” of the former. A set of data
may be viewed as fabricated or not. A set of legitimate data damaging to
a theory may be withheld for a variety of motives, only some of which seem
clearly self-serving. The scientist may honestly feel that the data were badly
collected or contaminated in some way and may therefore hold them off the
market. He may feel that while damaging to his theory their implications
might be damaging to the general welfare of mankind. These and other
reasons, not at all self-serving, may account for the suppression of damaging
data. Recently a number of workers have called attention to the problem
of data suppression, all more or less stressing the self-serving motives (Beck,
1957; Garrett, 1960; Maier, 1960). One of these writers (Garrett) has
emphasized a fear motive operating to suppress certain data. He suggests
that young scientists fear reprisal should they report data that seem to
weaken the theory of racial equality.

Sometimes the suppression of data proceeds, not by withholding data
already obtained, but by insuring that unwanted data will not be collected.
In some cases we are hard put to decide whether we have an instance of
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intentional error or an instance of incompetence so magnificent that one
is reduced to laughter. Consider, for example, (1) an investigator interested
in showing the widespread prevalence of psychosis who chooses his sample
entirely from the back wards of a mental hospital; (2) an investigator
interested in showing the widespread prevalence of blindness who chooses
his sample entirely from a list of students enrolled in a school for the re-
habilitation of the blind; (3) an investigator interested in showing that the
aged are very well off financially who chooses his sample entirely from a
list of white, noninstitutionalized persons who are not on relief. The
first two examples are fictional, the third, according to the pages of
Science, unfortunately, is not. (One sociologist participating in that all
too real “data”-collecting enterprise was told to avoid apartment dwellers.)
A spokesman for a political group which made use of these data noted
helpfully that the survey was supported by an organization having a “con-
servative outlook” (Science, 1960). The issue, of course, is not whether
an organization having a “liberal outlook” would have made similar errors
either of incompetence or of intent but rather that such errors do occur
and may have social as well as scientific implications.

THE CONTROL OF INTENTIONAL ERROR

The scientific enterprise generally is characterized by an enormous
degree of trust that data have been collected and reported in good faith,
and by and large this general trust seems well justified. More than simply
justified, the trust seems essential to the continued progress of the various
sciences. It is difficult to imagine a field of science in which each worker
feared that another might at any time contaminate the common data pool.
Perhaps because of this great faith, science has a way of being very harsh
with those who break the faith (e.g., Kammerer’s suicide) and very unfor-
giving. A clearly established fraud by a scientist is not, nor can it be, over-
looked. There are no second chances. The sanctions are severe not only
because the faith is great but also because detection is so difficult. There is
virtually no way a fraud can be detected as such in the normal course of
events.

The charge of fraud is such a serious one that it is leveled only at the
peril of the accuser, and suspicions of fraud are not sufficient bases to
discount the data collected by a given laboratory. Sometimes such a sus-
picion is raised when investigators are unwilling to let others see their
data or when the incidence of data-destroying fires exceeds the limits of
credibility (Wolins, 1962). It would be a useful convention to have all
scientists agree to an open-data-books policy. Only rarely, after all, is the
question of fraud raised by him who wants to see another’s data, although
other types of errors do turn up on such occasions. But if there is to be an
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open-books system, the borrower must make it convenient for the lender.
A request to “send me all your data on verbal conditioning” made of a
scientist who has for ten years been collecting data on that subject rightly
winds up being ignored. If data are reasonably requested, the reason for
the request given as an accompanying courtesy, they can be duplicated at
the borrower’s expense and then given to the borrower. Such a data-sharing
system not only would serve to allay any doubts about the extent and type
of errors in a set of data but would, of course, often reveal to the bor-
rower something very useful to him though it was not useful to the original
data collector.

The basic control for intentional errors in science, as for other types
of error, is the tradition of replication of research findings. In the sciences
generally this has sometimes led to the discovery of intentional errors.
Perhaps, though, in the behavioral sciences this must be less true. The
reason is that whereas all are agreed on the desirability or even necessity
of replication, behavioral scientists have learned that unsuccessful replica-
tion is so common that we hardly know what it means when one’s data don’t
confirm another’s. Always there are sampling differences, different subjects,
and different experimenters. Often there are procedural differences so
trivial on the surface that no one would expect them to make a difference,
yet, when the results are in, it is to these we turn in part to account for
the different results. We require replication but can conclude too little
from the failure to achieve confirming data. Still, replication has been
used to suggest the occurrence of intentional error, as when Azrin’s group
(1961) suggested that Verplanck’s (1955) data collectors had deceived
him. In fact, it cannot be established that they did simply because Azrin’s
group had been deceived by their data collectors. Science, it is said, is
self-correcting, but in the behavioral sciences especially, it corrects only
very slowly.

It seems clear that the best control of intentional error is its prevention.
In order to prevent these errors, however, we would have to know something
about their causes. There seems to be agreement on that point but few clues
as to what these causes might be. Sometimes in the history of science the
causes have been so idiosyncratic that one despairs of making any general
guesses about them, as when a scientist sought instant eminence or to
embarrass another, or when an assistant deceived the investigator to
please him. Crespi (1945-46) felt that poor morale was a cause of cheating
among survey research interviewers. But what is the cause of poor morale?
And what of the possibility that better morale might be associated with
worsened performance, a possibility implied by the research of Kelley and
Ring (1961)? Of course, we need to investigate the problem more system-
atically, but here the clarion call for “more research” is likely to go un-
heeded. Research on events so rare is no easy matter.

There is no evidence on the matter, but it seems reasonable to sup-
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pose that scientists may be affected by the widespread data fabrication they
encountered in laboratory courses when they were still undergraduates.
The attitude of acceptance of intentional error under these circumstances
might have a carry-over effect into at least some scientists’ adult lives. Per-
haps it would be useful to discuss with undergraduate students in the
various sciences the different types of experimenter effects. They should,
but often do not, know about observer effects, interpreter effects, and
intentional effects, though they quickly learn of these latter effects. If
instructors imposed more negative sanctions on data fabrication at this level
of education, perhaps there would be less intentional erring at more ad-
vanced levels.

Whereas most instructors of laboratory courses in various disciplines
tend to be very conscious of experimental procedures, students tend to show
more outcome-consciousness than procedure-consciousness. That is, they
are more interested in the data they obtain than in what they did to obtain
those data. Perhaps the current system of academic reward for obtaining the
“proper” data reinforces this outcome-consciousness, and perhaps it could
be changed somewhat. The selection of laboratory experiments might be
such that interspersed with the usual, fairly obvious demonstrations there
would be some simple procedures that demonstrate phenomena that are not
well understood and are not highly reliable. Even for students who “read
ahead” in their texts it would be difficult to determine what the “right” out-
come should be. Academic emphasis for all the exercises should be on the
procedures rather than on the results. What the student needs to learn is,
not that learning curves descend, but how to set up a demonstration of |
learning phenomena, how to observe the events carefully, record them vy
accurately, report them thoroughly, and interpret them sensibly and in
some cases even creatively.

A general strategy might be to have all experiments performed before
the topics they are designed to illustrate are taken up in class. The spirit,
consistent with that endorsed by Bakan (1965), would be “What happens
if we do thus-and-so” rather than “Now please demonstrate what has been
shown to be true.” The procedures would have to be spelled out very ex-
plicitly for students, and generally this is already done. Not having been
told what to expect and not being graded for getting “good” data, students
might be more carefully observant, attending to the phenomena before them
without the single set which would restrict their perceptual field to those few
events that illustrate a particular point. It is not inconceivable that under
such less restrictive conditions, some students would observe phenomena
that have not been observed before. That is unlikely, of course, if they
record only that the rat turned right six times in ten trials. Observational
skills may sharpen, and especially so if the instructor rewards with praise
the careful observation and recording of the organism’s response. The results
of a laboratory demonstration experiment are not new or exciting to the in-
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structor, but there is no reason why they cannot be for the student. The day
may even come when classic demonstration experiments are not used at
all in laboratory courses, and then it need not be dull even for the instructor.
That the day may really come soon is suggested by the fact that so many
excellent teachers are already requiring that at least one of the scheduled
experiments be completely original with the student. That, of course, is
more like Science, less like Science-Fair.

If we are seriously interested in shifting students’ orientations from
outcome-consciousness to procedure-consciousness there are some im-
plications for us, their teachers, as well. One of these has to do with a
change in policy regarding the evaluation of research. To evaluate research
too much in terms of its results is to illustrate outcome-consciousness,
and we do it very often. Doctoral committees too often send the candidate
back to the laboratory to run another group of subjects because the ex-
periment as originally designed (and approved by them) yielded negative
results. Those universities show wisdom that protect the doctoral candidate
from such outcome-consciousness by regarding the candidate’s thesis
proposal as a kind of contract, binding on both student and faculty.

The same problem occurs in our publication policies. One can
always account for an unexpected, undesired, or negative result by referring
to the specific procedures employed. That this occurs so often is testament
to our outcome-consciousness. What we may need is a system for evaluat-
ing research based only on the procedures employed. If the procedures are
judged appropriate, sensible, and sufficiently rigorous to permit conclu-
sions from the results, the research cannot then be judged inconclusive
on the basis of the results and rejected by the referees or editors. Whether
the procedures were adequate would be judged independently of the out-
come. To accomplish this might require that procedures only be submitted
initially for editorial review or that only the result-less section be sent to a
referee or, at least, that an evaluation of the procedures be set down before
the referee or editor reads the results. This change in policy would serve
to decrease the outcome-consciousness of editorial decisions, but it might
lead to an increased demand for journal space. This practical problem
could be met in part by an increased use of “brief reports” which summarize
the research in the journal but promise the availability of full reports to
interested workers. Journals such as the Journal of Consulting Psychology
and Science are already making extensive use of briefer reports. If journal
policies became less outcome-conscious, particularly in the matter of
negative results, psychological researchers might not unwittingly be taught
by these policies that negative results are useless and might as well be
suppressed. In Part III negative results will be discussed further. Here,
as long as the discussion has focused on editorial policies which are so cru-
cial to the development of our scientific life styles and thinking modes, it
should be mentioned that the practice of reading manuscripts for critical
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review would be greatly improved if the authors’ name and affiliation were
routinely omitted before evaluation.! Author data, like experimental re-
sults, detract from the independent assessment of procedures.

1Both Gardner Lindzey and Kenneth MacCorquodale have advocated this
procedure. The usual objection is that to know a man’s name and affiliation provides
very useful information about the quality of his work. Such information certainly
seems relevant to the process of predicting what a man will do, and that is the task
of the referee of a research proposal submitted to a research funding agency. When
the work is not being proposed but rather reported as an accomplished fact, it secems
difficult to justify the assessment of its merit by the reputation of its author.



4

Biosocial Attributes

In the last three chapters some effects of experimenters on their re-
search have been discussed. These effects have operated without the ex-
perimenter directly influencing the organisms or materials being studied.
In this chapter, and in the ones to follow, the discussion will turn to those
effects of experimenters that operate by influencing the events or behaviors
under study.

The physical and biological sciences were able to provide us with
illustrations of those experimenter effects not influencing the materials
studied. It seems less likely that these sciences could provide us with ex-
amples of experimenter effects that do influence the materials studied. The
speed of light or the reaction of one chemical with another or the arrange-
ment of chromosomes within a cell is not likely to be affected by individual
differences among the investigators interested in them. As we move from
physics, chemistry, and molecular biology to those disciplines concerned
with larger biological systems, we begin to encounter more examples of how
the investigator can affect his subject. By the time we reach the level of the
behavioral sciences there can be no doubt that experimenters may unin-
tentionally affect the very behavior in which they are interested.

Christie (1951) tells us how experienced observers in an animal lab-
oratory could judge which of several experimenters had been handling a
rat by the animal’s behavior in a maze or while being picked up. Gantt
(1964) noted how a dog’s heart rate could drop dramatically (from 160 to
140) simply because a certain experimenter was present. The importance
to an animal’s performance of its relationship to the experimenter has also
been pointed out for horses (Pfungst, 1911), sheep (Liddell, 1943), and
porpoises (Kellogg, 1961). If animal subjects can be so affected by their
interaction with a particular experimenter, we would expect that human
subjects would also be, perhaps even more so. Our primary focus in this
and in the following chapters will be on those characteristics of experi-

38



Biosocial Attributes 39

menters that have been shown to affect unintentionally the responses of
their human subjects.

The study of individual differences among people proceeds in several
ways. Originally it was enough to show that such characteristics as height,
weight, and intelligence were distributed throughout a population and that
the shape of the distribution could be specified. Later when the fact and
shape of individual differences were well known, various characteristics
were correlated with one another. That led to answers to questions of the
sort: are men or women taller, heavier, brighter, longer-lived? From these
studies it was learned which of the characteristics studied were significantly
associated with many others. It was found that age, sex, social class, edu-
cation, and intelligence, for example, were all variables that made a great
deal of difference if we were trying to predict other characteristics. Always,
though, it was a characteristic of one person that was to be correlated with
another characteristic of that person. In undertaking the study of individual
differences among experimenters, the situation has become more complex
and even more interesting. Here we are interested in relating characteristics
of the experimenter, not to other of his characteristics, but rather to his
subjects’ responses. The usual study of individual differences is not nec-
essarily social psychological. The relationship between person A’s sex and
person A’s performance on a motor task is not of itself social psychologi-
cal. But the relationship between person A’s sex and person B’s perform-
ance on a motor task is completely social psychological. That person A
happens to be an experimenter rather than a parent, sibling, friend, or
child has special methodological importance but no special substantive
importance.

It has special methodological importance because so much of what has
been learned by behavioral scientists has been learned within the context
of the experimenter-subject interaction. If the personal characteristics of
the data collector have determined in part the subjects’ responses, then we
must hold our knowledge the more lightly for it. There is no special sub-
stantive importance in the fact that person A is an experimenter rather
than some other person because as a model of a human organism behaving
and affecting others’ behavior, the experimenter is no more a special case
than is a parent, sibling, friend, or child. Whether we can generalize from
the experimenter to other people is as open a question as whether we can
generalize from parent to friend, friend to child, child to parent.

There are experiments by the dozen which show that different experi-
menters obtain from their comparable subjects significantly different
responses (Rosenthal, 1962). In the pages to follow, however, major
consideration is given only to those studies showing that a particular type
of response by an experimental subject is associated with a particular
characteristic of the experimenter. Experimenter attributes that have been
shown to be partial determinants of subjects’ responses are sometimes de-
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fined independently of the experiment in which their effect is to be assessed.
That is the case for such biosocial characteristics as sex, race, age, religion,
and for such psychometrically determined variables as anxiety, hostility,
authoritarianism, and need for social approval. Sometimes the relevant ex-
perimenter attributes can be defined only in terms of the specific experi-
mental situation and the specific experimenter-subject interaction. Such
attributes include the status of the experimenter relative to the status of
the subject, the warmth of the experimenter-subject relationship, and such
experiment-specific events as whether the experimenter feels himself ap-
proved by the principal investigator or whether the subject has surprised
him with his responses.

Quite a little is known about the relationship between these different
experimenter variables and subjects’ behavior, but little is known of the
mechanisms accounting for the relationships. For example, we shall see that
male and female experimenters often obtain different responses from their
subjects. But that may be due to the fact that males and females look dif-
ferent or that males and females conduct the experiment slightly differently,
or both of these. Does a dark-skinned survey interviewer obtain different
responses to questions about racial segregation because of his dark skin or
because he asks the questions in a different tone of voice or because of
both these factors? In principle, we can distinguish active from passive ex-
perimenter effects. Active effects are those associated with unintended dif-
ferences in the experimenter’s behavior that can be shown to influence the
subject’s responses. Passive effects are those associated with no such
differences in the behavior of the experimenters and therefore must be
ascribed to their appearance alone.

In practice, the distinction between active and passive effects is an
extremely difficult one, and no experiments have yet been reported that
would be helpful in making such a distinction. It may help illustrate the
distinction between active and passive effects to describe a hypothetical
experiment designed to assess the relative magnitudes of these effects. Sup-
pose that female experimenters administering a questionnaire to assess
anxiety obtain consistently higher anxiety scores from their subjects than
do male experimenters. To simplify matters we can assume that the ques-
tionnaire is virtually self-administering and that the experimenter is simply
present in the same room with the subject. Our experiment requires 10 male
experimenters and 10 females, each of whom administers the anxiety scale
individually to 15 male subjects. For one third of their subjects, the experi-
menters excuse themselves and say that their presence is not required during
the experiment and that they will be busy with other things which take them
to the other side of an obvious one-way mirror. From there they can from
time to time “see how you are doing.” Another one third of the subjects
are told the same thing except that the experimenter explains that he has
to leave the building. The light is left on in the room on the other side of
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the one-way mirror so that the subject can see he is not being observed.
The final third of the subjects are contacted in the usual way with the ex-
perimenter sitting in the same room but interacting only minimally.

Table 4-1 shows some hypothetical results. Mean anxiety scores are

TABLE 4—1

Mean Anxiety Scores as a Function of Experimenter
Sex and Presence

SEX OF
EXPERIMENTER
Male Female Difference Sum
| Experimenter present 14 20 +6 34
Il Experimenter absent
but observing 18 22 +4 40
1l Experimenter absent,
not observing 23 23 0 46
Sum 55 65 10 120

shown for subjects contacted by male and female experimenters in each of
the three conditions. Female experimenters again obtained higher anxiety
scores but not equally so in each condition. We learn that when the experi-
menter is neither present nor observing, the sex-of-experimenter effect has
vanished. The brief greeting period was apparently insufficient to establish
the sex effect, but the physical presence of the experimenter appears to
augment the effect. For convenience assuming all differences to be significant,
we conclude that female experimenters obtain higher anxiety scores from
their subjects only if the subjects feel observed by their experimenters. We
cannot say, however, whether the greater sex-of-experimenter effect in the
“experimenter present” condition was due to any unintended behavior on
the part of the experimenters or whether their physical presence was simply
a more constant reminder that they were being observed by an experimenter
of a particular sex. If the results had shown no difference between Condi-
tions I and II, we could have concluded that the sex effect is more likely a
passive rather than an active effect. That seems sensible since the belief
of being observed by an experimenter of a given sex, without any oppor-
tunity for that experimenter to behave vis-a-vis his subject, was sufficient
to account for the obtained sex effects.
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Often in our discussion of the effects of various experimenter attributes
on subjects’ responses we shall wish that data of the sort just now invented
were really available. Sex, age, and race are variables so immediately
assessable that there is a temptation to assume them to be passive in their
effects. That assumption should be held lightly until it can be shown that the
sex, age, and race of an experimenter are not correlated with specific be-
haviors in the experiment. Conversely, experimenter’s “warmth” sounds so
behavioral that we are tempted to assume that it is active in its effects. Yet
a “warm” experimenter may actually have a different fixed appearance
from a cooler experimenter.

The order of discussion of experimenter attributes proceeds in this
and the following chapters from (1) those that appear most directly
obvious (i.e., sex) to (2) those that are thought to be relatively fixed
psychological characteristics (i.e., need for approval) to (3) those that
seem quite dependent on the interpersonal nature of the experiment to (4)
those that are very highly situational. This organization is arbitrary and it
should be remembered that many of the attributes discussed may be corre-
lated with each other.

Experimenter’s Sex

A good deal of research has been conducted which shows that male
and female experimenters sometimes obtain significantly different data from
their subjects. It is not always possible to predict for any given type of ex-
periment just how subjects’ responses will be affected by the experimenter’s
sex, if indeed there is any effect at all. In the area of verbal learning the
results of three experiments are illustrative. Binder, McConnell, and Sjo-
holm (1957) found that their attractive female experimenter obtained sig-
nificantly better learning from her subjects than did a husky male
experimenter, described as an “ex-marine.” Some years later Sarason and
Harmatz (1965) found that their male experimenter obtained significantly
better learning than did their female experimenter. Ferguson and Buss
(1960) round out this illustration by their report of no difference between
a male and female experimenter. This last experiment also provides a clue
as to how we may reconcile these inconsistent but statistically quite real
findings. Ferguson and Buss had their experimenters behave aggressively
to some of their subjects and neutrally to others. When the experimenter
behaved more aggressively there was decreased learning. If we can assume
that Binder and associates’ ex-marine officer gave an aggressive impression
to his subjects, their results seem consistent with those of Ferguson and
Buss. However, we would have to assume further that Sarason and Har-
matz’s female experimenter was perceived as more aggressive by her sub-
jects, and for this we have no good evidence. Another experiment by
Sarason (1962), in any case, tends to weaken or at least to complicate
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the proffered interpretation. In this study, Sarason employed 10 male and
10 female experimenters in a verbal learning experiment. Subjects were
to construct sentences and were reinforced for the selection of hostile verbs
by the experimenter’s saying “good” or by his flashing a blue light. More
hostile experimenters of both sexes tended to obtain more hostile responses
(p < .10). If we can assume that those experimenters earning higher hos-
tility scores behaved more aggressively toward their subjects, then we have
a situation hard to reconcile with the results presented by Ferguson and
Buss. A further complication in the Sarason experiment was that the re-
lationship between experimenter hostility and the acquisition of hostile
responses was particularly marked when the experimenters were males
rather than females.

Perhaps, though, the recitation of hostile verbs is a very special case
of verbal learning, especially when it is being correlated with the hostility
of the experimenters. One wonders whether more hostile experimenters
would also be more effective reinforcing agents for first-person pronouns.
Sarason and Minard (1963) provide the answer, which, though a little
equivocal, must be interpreted as a “no.” Hostility of experimenters neither
alone nor in interaction with sex of experimenter affected the rate of select-
ing the first-person pronouns which were reinforced by the eight male and
eight female experimenters of this study. Of very real interest to our general
discussion of experimenter attributes and situational variables was the find-
ing that the verbal learning of first-person pronouns was a complex function
of experimenter sex, hostility, and prestige; subject sex, hostility, and
degree of personal contact between experimenter and subject. It appears
that at least in studies of verbal conditioning, when an experiment is so
designed as to permit the assessment of complex interactions, these inter-
actions are forthcoming in abundance. Only rarely, however, are most of
them predictable or even interpretable.

In tasks requiring motor performance as well as in verbal learning, for
young children as well as for college students, the sex of the experimenter
may make a significant difference. Stevenson and Odom (1963) employed
two male and two female experimenters to administer a lever-pulling task to
children ages six to seven and ten to eleven. From time to time the children
were rewarded for pulling the lever by being shown various pictures on a
filmstrip. During the first minute, no reinforcements were provided in order
that a base line for each subject’s rate of pulling could be determined. Even
during this first minute, significant sex-of-experimenter effects were found
(p < .001). Subjects contacted by male experimenters made over 30 per-
cent more responses than did subjects contacted by female experimenters.
This large effect was the more remarkable for the fact that the experimenter
was not even present during the subject’s task performance. Experimenters
left their subjects’ view immediately after having instructed them.

Stevenson, Keen, and Knights (1963) provide additional data that male
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experimenters obtain greater performance than female experimenters in a
simple motor task, in this case, dropping marbles in a hole. As in the other
experiment, the first minute served as a base rate measure after which the
experimenter began regularly to deliver compliments on the subjects’ per-
formance. This time the subjects were younger still, ages three to five. Sub-
jects contacted by male experimenters dropped about 18 percent more
marbles into the holes than did subjects contacted by female experimenters
during the initial one-minute period (p < .05). As expected, female experi-
menters’ subjects increased their rate of marble dropping after the reinforce-
ment procedure began. Relative to the increasing performance of subjects
contacted by female experimenters, those contacted by males showed a
significant decrement of performance during the following period of rein-
forced performance (p < .01). The interpretation the investigators gave to
the significant sex-of-experimenter effect was particularly appropriate to
their very young subjects. Such young children have relatively much less
contact with males, and this may have made them anxious or excited over
the interaction with the male experimenter. For simple tasks this might have
served to increase performance which then fell off as the excitement wore
off from adaptation or from the soothing effect of the experimenter’s com-
pliments. The anxiety-reducing aspect of these statements might have more

‘than offset their intended reinforcing properties.

We have already encountered the fact of interaction in the study
of sex of experimenter in the work of Sarason (1962). One of the most
frequently investigated variables, and one that often interacts with experi-
menter’s sex, is the sex of the subject. Again we take our illustration from
Stevenson (1961). The task, as before, is that of dropping marbles, and
after the first minute the experimenters begin to reinforce the children’s
performance by regularly complimenting them. The six male and six female
experimenters administered the task to children in three age groups: three
to four, six to seven, nine to ten. Although the individual differences among
the experimenters of either sex were greater than the effect of experimenter

- sex itself, there was a tendency for male experimenters to obtain slightly

higher performance from their subjects (¢t = 1.70, p < .10, pooling indi-

. vidual experimenter effects and all interactions). When the experimenters
- began to reinforce their subjects’ performance after the first minute, female

experimenters obtained a greater increase in performance than did male
experimenters, but only for the youngest (3—4) children. Among the oldest
children (9-10) there was a tendency (p < .10) for a reversal of this

. effect. Among these children, male experimenters obtained the greater in-
| crease in performance. These findings show how sex of experimenter can

interact with the age of subjects. It was among the middle group of children
(age 6-7) that the sex of subjects became an interacting variable most

| clearly. Male experimenters obtained a greater increase of performance

from their female subjects, and female experimenters obtained the greater
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increase from their male subjects. Although less significantly so, the same
tendency was found among the older (9-10) children. Stevenson’s alterna-
tive interpretations of these results were in terms of the psychoanalytic
theory of development as well as in terms of the relative degree of depriva-
tion of contact with members of the experimenter’s sex.

The interacting effects of the experimenter’s and subject’s sex are not
restricted to those studies in which the subjects are children. Stevenson and
Allen (1964) had 8 male and 8 female experimenters conduct a marble
sorting task with 128 male and 128 female college students. For the first 90
seconds subjects received no reinforcement for sorting the marbles by color.
Thereafter the experimenter paid compliments to the subject on his or her
performance. Once again, there were significant individual differences
among the experimenters of both sexes in the rate of performance shown by
their subjects. In addition, however, a significant interaction between the
sex of subjects and sex of experimenters was obtained. When male experi-
menters contacted female subjects and when female experimenters con-
tacted male subjects significantly more marbles were processed than when
the experimenter and subject were of the same sex. This difference was
significant during the first 30 seconds of the experiment and for the entire
experiment as well. Even further support for the generality of the interac-
tion of experimenter and subject sex was provided by Stevenson and
Knights (1962), who obtained the now predicted interaction when the
subjects were mentally retarded, averaging an IQ of less than 60.

In trying to understand their obtained interactions, Stevenson and
Allen postulated that the effects could be due to the increased competitive-
ness, higher anxiety, or a greater desire to please when the experimenter was
of the opposite sex. There is no guarantee, however, as Stevenson (1965)
points out, that experimenters may not treat subjects of the opposite sex
differently than subjects of the same sex. A little later in this section some
data will be presented which bear on this hypothesis.

If the interaction between experimenter and subject sex is significant
in such tasks as marble sorting and the construction of simple sentences,
we would expect the phenomenon as well when the subjects’ tasks and
responses are more dramatic ones. Walters, Shurley, and Parsons (1962)
conducted an experiment in sensory deprivation which is instructive. Male
and female subjects were floated in a tank of water for three hours and then
responded to five questions about their experiences during their isolation
period. Half the time subjects were contacted by a male experimenter, half
the time by a female. The questions dealt with (1) feelings of fright, (2)
the most unpleasant experience, (3) sexual feelings, (4) anything learned
about oneself from the experience, and (5) what the total experience was
reminiscent of. All responses were coded on a scale which measured the
degree of psychological involvement or unusualness of the phenomena ex-
perienced. If a subject reported no experience, his score was 0. If he re-
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ported hallucinations with real feeling, the response was scored 5, the
maximum. Intermediate between these extremes was a range of scores
from 1 to 4. For two of the questions the interaction between sex of experi-
menter and sex of subject was significant. To the question dealing with sex-
ual feelings, subjects contacted by an experimenter of the same sex gave
replies earning psychological “richness” scores three times higher than when
contacted by an experimenter of the opposite sex. This was the most signifi-
cant finding statistically and in terms of absolute magnitude. In a subsequent
study, although in smaller and less significant form, the same effect was ob-
tained (Walters, Parsons, & Shurley, 1964). This particular interaction
seems less difficult to interpret than that found for the marble sorting experi-
ment. Even in an experimental laboratory, subjects regard the “mixed com-
pany” dyad as not a place to discuss sexual matters freely.

In survey research, as in the experimental laboratory, the inhibiting
effects of “mixed company” dyads have been demonstrated. Benney, Ries-
man, and Star (1956) reported that when given an opportunity to assess
the cause of abnormal behavior, respondents gave sexual interpretations
about 25 percent more often when their interviewer was of their own,
rather than the opposite, sex. About the same percentage difference oc-
curred when a fuller, frank discussion of possible sexual bases for emotional
disturbance was invited. Interestingly, moralistic responses were more fre-
quent when the interviewer and respondent were of the opposite sex. Ap-
parently, then, in interviewer-respondent dyads, sex matters are less likely
to be brought up spontaneously in mixed company, but if they are brought
up by the interviewer, opposite-sexed respondents are more likely to take a
negative, harsh, or moralistic stance than same-sexed respondents. Addi-
tional evidence for this interpretation has been presented by Hyman and
co-workers (1954).

In projective methods of appraising personality, the sex of the experi-
menter has also been found to affect the subjects’ responses—sometimes.
Masling (1960) has summarized this literature which consists of some
studies showing a sex effect, and some not.

Earlier in this chapter the question was raised whether the effects of
experimenter attributes were passive or active. That is, do different experi-
menters elicit different responses because they have a different appearance,
because they behave differently toward their subjects, or both? Some data
relevant to, but not decisive for, these questions are available. The task
was one of person perception. Subjects were asked to rate the degree of
success or failure reflected in the faces of people pictured in photographs.
The ratings of the photographs could range from —10, extreme failure, to
+10, extreme success. The standardization of these particular photos was
such that their mean rating was actually zero, or very neutral with respect
to success or failure. There were 5 male and 5 female experimenters who
contacted 35 female and 23 male subjects. About half the interactions be-



Biosocial Attributes 47

tween experimenters and subjects were filmed without the knowledge of
either. Details of the procedure, but not the data to be reported here, have
been described elsewhere (Rosenthal, Friedman, & Kurland, 1965). Table
4-2 shows the mean photo ratings obtained by the male and female experi-

TABLE 4—2

Mean Photo Ratings by Four of Subjects

SEX OF
EXPERIMENTER
Male Female
SEX Male +0.14 +0.40
OF
SUBJECT Female +0.31 -1.13

menters from their male and female subjects. Only the results from those 33
subjects whose interaction was filmed are included. Female subjects, when
contacted by female experimenters, tended to rate the photographs as being
of less successful persons than did the other three combinations of experi-
menter and subject sex (p < .05), which did not differ from one another.
When the sex of subjects was disregarded it was found that male experi-
menters were significantly (p < .05) more variable (¢ = 1.97) in the data
they obtained from their subjects than were female experimenters (¢ =
0.61). (A similar tendency was obtained by Stevenson [1961], though
there the effect was not so significant statistically.) When the sex of the
subjects was considered, it developed that when experimenters and subjects
were of the same sex the variability of subjects’ ratings (¢ = 1.68) was sig-
nificantly (p = .06) greater than when the dyads were composed of
opposite-sexed persons (o = 0.78).

Some data are available which suggest that the effects of experi-
menter sex are active rather than simply passive. It appears that male and
female experimenters behave differently toward their subjects in the experi-
ment. In connection with two other studies observations were made of the
experimenters’ glancing, smiling, posture, activity level, and the accuracy
of his reading of the instructions (Friedman, 1964; Katz, 1964). Both
workers kindly made their raw data available for this analysis. During the
brief period preceding the experimenter’s formal instructions to the subject,
the experimenter asked the subject for such identifying data as name, age,
class, and college major. In this preinstruction period there was no difference
between male and female experimenters in the number of glances they ex-
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changed with their subjects. However, experimenters tended to exchange
more glances with their female subjects. When interacting with male sub-
jects, 38 percent of the experimenters exchanged at least some glances, but
when interacting with females 90 percent exchanged glances. The average
number of glances exchanged with male subjects was .31 and with females
.75 (p < .10). This finding that females drew about 2.4 times as many
glance exchanges as males is close numerically to the ratio of 2.9 reported
by Exline (1963), in spite of the differences in the group composition, ex-
perimental procedures, and measures of glancing behavior employed in his
and the present study.

During the reading of the formal instructions to subjects, an interaction
appeared in the glances exchanged. Now experimenters exchanged more
than twice as many glances with subjects of their own sex (mean = 1.44)
as with subjects of the opposite sex (mean = 0.62) (p < .10).

In this experiment, the subject’s task was to rate the 10 photos in se-
quence, and during this rating phase of the experiment the experimenter’s
task was to present the photos in the correct order. Richard Katz made
observations of the experimenters’ glancing behavior separately for those
times when the experimenter was actually presenting a photograph and
when the experimenter was preparing to present the next stimulus. There
was an interesting difference in the glancing behavior of experimenters
as a function of the phases of the stimulus presentation. During the
photo presentations male subjects were glanced at more (mean = 1.9)
than female subjects (mean = 1.5), the difference not reaching significance
(p < .20). During the preparation periods, however, male subjects were
glanced at less (mean = 1.1) than female subjects (mean — 1.7). This
interaction effect was significant (p < .05) and was shown by all but one of
the experimenters. During the presentation period the subject is somewhat
“on the spot.” The experimenter is just sitting expectantly, and the subject
has to do something and wants to do it well. It could easily be that during
this mutually tense moment experimenters avoid eye contact with their
female subjects in order to spare them any embarrassment. This seems an
especially reasonable interpretation in the light of recent data provided by
Exline, Gray, and Schuette (1965), who reported that eye contact was
reduced during interviews creating greater tension.

In the moments following the subject’s response the pressure is off.
As the experimenters prepare their next stimulus for presentation, they need
not fear for their female subjects’ tension, and indeed their increased glanc-
ing at this point toward their female subjects may serve to reassure them
that all is well. Looking at the subject during the rating period of the experi-
ment is in fact correlated with smiling at the subject (rho = .63, p = .10),
although smiling at the subject is very rare during this stage of the experi-
ment and, during either the presentation or the preparation period con-
sidered separately, is not significantly related to glancing.
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From these results, it can be seen that experimenters do in fact behave
differently toward their subjects and that the differences are related some-
times to the sex of the subject, sometimes to the sex of the experimenter, and
sometimes to both these variables. The particular pattern of experimenter
behavior described suggests that at least in the psychological experiment,
chivalry is not dead. Female subjects seem to be treated more attentively
and more considerately than male subjects.

While discussing the differences in experimenter behavior during the
stimulus presentation and stimulus preparation periods, another example of
experimenter sex effect can be given. All five of the female experimenters
showed more smiling during the preparation than the presentation period
with an average 35 percent increase of smiles (p < .05). Among male
experimenters, however, only one showed any increase, and the average in-
crease was only about 2 percent. It appears that sometimes during those
moments of the experimental procedure when the need for formality and
austerity seems lessened, females, even when functioning as quite compe-
tent experimenters, behave more as females usually do. Those sociological
writers who have been concerned with sex role differentiation would prob-
ably not be surprised either at these data or at their interpretation. Parsons
(1955), Parsons, Bales, and Shils (1953), and Zelditch (1955) have all
commented on the feminine role as that of greater socioemotional concern
and the masculine role as that of greater concern with task accomplishment.
The data presented so far and those to follow support this conception. Not
only is the female more of a socioemotional leader when she is the leader
but she seems much more to be led socioemotionally when she is the fol-
lower. For example, during the brief period preceding the formal instruc-
tions, the female subjects were smiled at significantly more often than were
male subjects, regardless of the sex of the experimenter (p < .05). When
contacting female subjects, 70 percent of the experimenters smiled at least
a little, but when contacting male subjects only about 12 percent did so.
The mean amount of smiling at female subjects by all experimenters was
0.50; at male subjects it was only 0.06. During the subsequent reading of
the instructions, all experimenters showed less smiling and only 40 percent
of the experimenters smiled at female subjects, but no experimenter smiled
even a little at any male subject. Most of the smiling in this phase of the
experiment was done by female experimenters (mean = 0.57) rather than
males (mean = 0.10), though this difference was not very significant
(p = .15). To summarize, female experimenters tended to smile more, and
female subjects were recipients of significantly more smiles.

Although no one has written what Friedman (1964) calls an etiquette
for the psychological experimenter, the reaction of most laboratory psy-
chologists to these data has been to assume that female experimenters might
be less competent at conducting experiments if they smile more than they
“should.” Smiling seems frivolous in such a serious interaction as that
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between experimenter and subject. But data are available which show that
females, by an important criterion, are at least as competent as males. Ac-
cording to scoring categories developed by Friedman (1964), a scale of ac-
curacy of instruction reading was developed. Errors in the reading of
instructions would lower the score from the maximum possible value of
2.00. A more competent experimenter, as a minimum, should read the in-
structions to subjects as they were written. Accuracy of instruction reading,
then, is an index of experimental competence, though not, of course, the
only one. Table 4-3 shows the male and female experimenters’ mean ac-

TABLE 4-—3
Accuracy of Instruction Reading
SEX OF
EXPERIMENTER
Male Female Difference p

SEX Male 1.62 2.00 +.38 .20
OF

SUBJECT Female 1.50 1.87 +.37 12

curacy scores when the subjects were males and when they were females.
For both male and female subjects, female experimenters read their instruc-
tions more accurately than did male experimenters (combined p < .05).
Among female experimenters, 80 percent read their instructions perfectly to
all subjects, whereas only 20 percent of male experimenters were that accu-
rate. Considering the total number of times instructions were read to sub-
jects, female experimenters read them perfectly to 88 percent of their
subjects, whereas male experimenters read them perfectly only to 56 per-
cent of their subjects.

There were no effects of experimenter’s or subject’s sex on the speed
with which the experiment proceeded except during those periods of the rat-
ing task itself when the experimenter was preparing to show the next stimulus
photo. Table 4-4 shows the mean time in seconds required during this part
of the interaction by male and female experimenters when contacting male
and female subjects. The only significant effect was of the interaction variety.
Male experimenters were significantly slower in their preparation for pre-
senting the next stimulus photo when the subjects were females than when
they were males. Similarly female experimenters were slower when inter-
acting with male rather than female subjects, although this tendency was
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TABLE 4—4

Time Required for Stimulus Preparation

SEX OF EXPERIMENTER

Male Female Difference p

SEX Male 33.2 45.4 +12.2 < .20
OF
SUBJECT Female 38.4 40.3 + 1.9 > .20
Difference +5.2 =5.1
p < .0 > .20

not significant statistically. With the average male experimenter in his early
twenties and the average female subject in her late teens, it appeared almost
as though the male experimenters sought to prolong this portion of their in-
teraction with their female subjects. This period of the experiment was
earlier interpreted as having tension-releasing characteristics compared to
the periods of tension increase (stimulus presentation) which preceded and
followed these preparation periods. The few extra seconds of relaxed con-
tact may have been stretched somewhat because of their intrinsic social in-
terest when the dyads were of opposite-sexed members. Because the
prerating periods were such busy times for the experimenter we would not
expect him to utilize them for even covertly social purposes.

Observations were also available which told the degree to which the
experimenter leaned in the direction of each of his subjects. Experimenters
were seated diagonally across the edge of a table from their subjects so that
the leaning was in a sideways direction that tended to bring experimenter
and subject closer together. Table 4-5 shows the mean index numbers
describing how much male and female experimenters tended to reduce the
distances between themselves and their male and female subjects during the
entire rating period. The results for the entire interaction are similarly sig-
nificant, although the instruction-reading and preinstruction periods by
themselves did not show significant effects. When female subjects were con-
tacted there was no sex-of-experimenter effect. When subjects were males,
however, male experimenters leaned closer than did female experimenters
(p < .05). Relative to male experimenters, females may have been more
bashful or modest in assuming any posture that would move them closer
to their male subjects.

During the reading of the instructions male experimenters tended
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TABLE 4—5

Degree of Leaning Toward Subjects

SEX OF EXPERIMENTER

Male Female
SEX Male 1.35 0.75
OF
SUBJECT Female 0.99 0.96

(p < .10) to show a higher level of general body activity (mean = 6.2)
than did female experimenters (mean — 4.4). This was true regardless of
the sex of the subjects contacted. Then, in the period during which subjects
made their actual photo ratings, there was a tendency for all experimenters
to show a greater degree of general body activity when their subjects were
males (mean — 4.4) rather than females (3.9). This difference was not
very significant statistically, however (p = .15). In our culture, general
body activity is associated more with males (Kagan & Moss, 1962, p. 100);
and male psychological experimenters, as any other members and prod-
ucts of their culture, do show more body activity in the experiment.
That both male and female experimenters may show greater activity when
contacting male subjects suggests that there may have been a kind of ac-
tivity contagion and legitimation in the interactions with male subjects, who,
we can only assume, were themselves more active during the experiment.

TABLE 4-—6

Experimenter's Body Activity

SEX OF EXPERIMENTER

Male Female Means
SEX Male 4.6 4.3 4.45
OF
SUBJECT Female 4.1 3.8 3.95

Means 4.35 4.05 4.20
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Unfortunately, systematic observations have not yet been made of the sub-
jects’ activity level. Table 4-6 is relevant to the interpretation. Although
none of the effects reach statistical significance, it can be seen that during
the rating task on which these means are based, male experimenters move
more, and most of all when contacting male subjects. Female experimenters
move less, and least of all when contacting female subjects. Sex differences
in the degree of motility of the experimenters seem to be well augmented by
the hypothesized contagion and legitimation effects of being in interaction
with people who very likely vary in their own degree of body motility.
Another line of evidence is available that male and female experi-
menters behave differently as they conduct their psychological experiments.
Suzanne Haley kindly made the raw data available for this analysis. She had
12 male and 2 female experimenters administer the same photo-rating task
to 86 female subjects. After the experiment, subjects were asked to rate
their experimenters on how well they liked them and on 26 behavioral
variables—e.g., degree of friendliness of the experimenter. Table 4-7 shows

TABLE 4—7

Ratings of Experimenters and Sex of Experimenter

SOURCE OF RATINGS

Subjects Observers
Ratings "ob [ fob p
Friendly +.32 .005 +.47 .05
Pleasant +.37 .001 +.28 -
Interested +.27 .02 +.36 -
Encouraging +.27 .02 +.35 -
Enthusiastic +.27 .02 +.41 .10
Pleasant-voiced +.42 .001 -1 -
Expressive-voiced +.26 .02 +.20 -
Leg activity +.30 .01 +.20 -
Body activity +.23 .05 +.31 -
Median +.27 .02 +.31 -

the ratings of the experimenter’s behavior as a function of the sex of the
experimenter. The correlations are point biserials and when positive in
sign indicate that it was the male experimenters who were rated higher on
the scales listed in the first column. The first column gives the correlations
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resulting from this analysis. It can be seen from the table that the female
subjects of this experiment rated their male experimenters as more friendly
in general, as having more pleasant and expressive voices, and as being more
active physically. The nine correlations tabulated for this analysis were those
significant at the .05 level out of the total of 26 possible. (As might be ex-
pected from the obtained correlations, male experimenters were also better
liked, r,, = .34, p < .005.) The magnitudes of the tabulated correlations
tend to be conservative because only 10 of the 86 subjects were contacted by
female experimenters. The median correlation of .27 becomes +.40
when corrected for this imbalance.

Some additional preliminary data are available which suggest the
stability of these correlations. The same photo rating task was administered
by 15 male and 3 female experimenters to a total of 57 subjects; 40 females
and 17 males. All these interactions were recorded on sound film and then
rated by three observers for just the preinstruction-reading period on the
dimensions listed in Table 4-7. The right side of the table gives the corre-
lations. Male experimenters were judged more friendly and pleasant as
before. With one exception, the correlations between the sex and behavior
of the experimenter were similar to those obtained from the analysis of
Haley’s data. That exception was the variable of pleasantness of voice,
which in this replication was reversed in sign though very small in magni-
tude. Since in this study only 16 df were available, only two of the correla-
tions reached even the .10 level of significance.

From the results of both these studies it seems reasonable to conclude
that, either by asking the subjects themselves or by asking observers who
were not participants in the experiment, the behavior and manner of experi-
menters are associated with their sex. For the person perception task em-
ployed, and when interacting primarily with female subjects, male
experimenters behave in a more friendly, personally involved, and physically
active manner. Since two of the three observers who rated the experimenters
were themselves females, this conclusion must be tempered by the possi-
bility that female subjects or observers are biased to perceive male experi-
menters in the direction indicated.

For the 18 experimenters and 57 subjects whose interactions were
recorded on film, there were consistent differences in the way experimenters
were judged to behave when their subjects were males (N = 17) as com-
pared to females (N = 40). For the preliminary data now available, the
instruction-reading phase of the interaction was rated by one group of ob-
servers (N = 4) who could see the films but not hear the sound track. An-
other group of judges (N = 3) heard the sound track of the films but
could not see the interaction. Table 4-8 shows the correlations between the
sex of the subject contacted and the ratings of the experimenter separately
for those observers who could see but not hear and those who could hear
but not see the interaction between experimenters and subjects. Of 17 rat-
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TABLE 4—8

Video and Audio Channel Ratings of Experimenters
and Sex of Subject

OBSERVATION CHANNEL

Ratings Video: Tob Audio: Tob
Liking -.29 -.39
Friendly -.21 -.35
Pleasant -.33 -.29
Encouraging -.30 =31
Honest -.33 -.26
Relaxed -.32 -.21
Median =31 -.30

ings that could be made under both conditions, 6 showed a correlation of
=.20 or larger under both conditions of observation. In every one of these
6 cases the direction of the correlation was the same under both conditions
of observation, and the numerical values agreed closely. Judging both by
looking at the experimenters and also by listening to their tone of voice,
experimenters were more likable, pleasant, friendly, encouraging, honest,
and relaxed when contacting female subjects than when contacting male
subjects. The absolute size of the correlations would probably have been
larger if there had been a more nearly equal division of male and female
subjects (50:50 rather than 70:30) and if the reliability of the observers’
judgments had been higher. The median reliability of the video variables
tabulated was only .37 and of the audio variables it was .17. Corrected for
attenuation the median of the correlations under the video condition be-
comes —.53, p < .03, and under the audio condition the median correla-
tion becomes —.65, p < .01.

From the preliminary analysis of the filmed interactions between
experimenters and subjects it seems that male experimenters behave more
warmly than do female experimenters, at least when the subjects are
primarily females. In addition, both male and female experimenters behave
more warmly toward their female than toward their male subjects. The more
molecular observations (e.g., glancing) reported earlier and made by
Neil Friedman and Richard Katz, in general, tend to support these con-
clusions with one exception. That was the finding that female experimenters,
at least sometimes, smiled more at their subjects than did male experiment-
ers. The results for the effect on experimenter behavior of the sex of the
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subject contacted, however, are sufficiently stable to warrant retention of
the conclusion that in the psychological experiment, a certain degree of
chivalry is maintained.

Within the past few years a number of investigators have pointed
out the interacting effects of experimental variables and the sex of subjects
(Carlson & Carlson, 1960; Hovland & Janis, 1959; Kagan & Moss, 1962;
McClelland, 1965; Sarason, Davidson, Lighthall, Waite, & Ruebush, 1960).
Both simple, across-the-board sex differences and interacting sex differences
may have multiple sources, including those that are genetic, morphological,
endocrinological, sociological, and psychological. To this list must now

Vbe added the variable of differential treatment of male and female subjects.
An experiment employing male and female subjects is likely to be a
different experiment for the males and for the females. Because experiment-
ers behave differently to male and female subjects even while administering
the same formally programmed procedures, male and female subjects may,
psychologically, simply not be in the same experiment at all. In order to
assess the extent to which obtained sex differences have been due to differ-
ential behavior toward male and female subjects, it would be necessary
to compare sex differences obtained in those studies that depended for their
data on a personal interaction with the subject and those that did not. It
would be reassuring to learn that sex differences obtained in a personal

\ |interaction between experimenter and subject were also obtained in mailed-
out questionnaires and in experiments in which instructions to subjects
were tape recorded and self-administered. In Part III such methodological
implications will be considered in detail.

Experimenter’s Age

As in the case of the experimenter’s sex, the age of the experimenter
can be readily judged, and fairly accurately, by the subject. There has
been less work done to assess the effects of the experimenter’s age on
subjects’ responses than has been the case for experimenter’s sex. What
work has been done suggests that, at least sometimes, the experimenter’s
age does affect the subject’s response. One recent investigation was carried
out by Ehrlich and Riesman (1961). Their analysis was of data collected
from a national sample of adolescent girls and included the girls’ responses
to four questions of a more or less projective nature. One of these questions,
for example, involved the presentation of a picture of a group of girls in
which someone suggested they all engage in behavior that one of the girl’s
parents had forbidden. The respondent was to say what that particular
girl’s response would be to the group’s suggestion. The answers to the four
questions could be coded as to whether they would be socially acceptable
or unacceptable by parental standards.

The interviewers in this survey were all women, primarily of middle-
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class background, and ranging in age from the early twenties to the late
sixties. The most dramatic effects of the interviewers’ ages were found to
depend on the subjects’ ages. Among respondents aged 15 or younger there
was only the smallest tendency for younger interviewers to be given more
“unacceptable” type responses. Interviewers under 40 received 6 percent
more such replies than interviewers over 40. Among the older girls, however,
those over 15, the younger interviewers evoked 44 percent more unaccept-
able responses than did the older interviewers. It was the older girls, then,
who were more sensitive to the age differences among interviewers and who,
perhaps, felt relatively freer to say “unacceptable” things to people closer
to themselves in age. In the case of interviewer’s age, then, the effects were
found not to be simple but rather interactive. Often, as we saw earlier in this
chapter, the effects of experimenter’s sex were similarly interactive rather
than simple. ‘

The results just now reported tell us of the relationship between a
data collector’s age and the subjects’ responses, but they do not tell us
whether it is the age per se that makes the difference. Older interviewers
differ in various ways from younger ones, and perhaps they behave differ-
ently toward their subjects as well. Just this question was raised by Ehrlich
and Riesman. They had available some psychometric data on their inter-
viewers, including scores on their ascendance or dominance. There was a
tendency, though not statistically significant, for the older interviewers to
score as more ascendant. Presumably this difference in personality test
scores was reflected in differences in behavior during the interview. The
less imposing behavior of the younger interviewers may have made it
easier for the older girls to voice their less acceptable responses.

An analysis cited earlier in connection with the effects of experiment-
er’s sex also provides evidence bearing on the effects of experimenter’s
age (Benney, Riesman, & Star, 1956). The data suggest that when the
response required is a frank discussion of sexual maladjustment, the age
of the data collector makes some difference, but particularly so when the
age of the subject is considered. Among subjects under 40 there were 10.5
percent more frank responses to interviewers under 40 than to interviewers
over 40. However, among respondents over 40 there were 52.2 percent
more frank responses for the younger than for the older interviewers. Com-
bining male and female interviewers and male and female subjects, when
both participants are over 40, a frank discussion of sex matters is simply
less likely to occur.

Experimenter’s Race

The skin color of the experimenter may also affect the responses of
the subject (Cantril, 1944; Williams, 1964), though not all types of re-
sponses are equally susceptible (Williams & Cantril, 1945). Some of the
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evidence for the survey research situation is provided by Hyman et al.
(1954). Just as older interviewers tended to receive more “proper” or ac-
ceptable responses from some of their subjects, so did white interviewers
eceive more proper or acceptable responses from their Negro respondents

an did Negro interviewers. The data cited were collected during World
War II. Half the Negro respondents were interviewed by white, half by
Negro, interviewers. One of the questions asked was whether Negroes would
be treated better or worse by the Japanese in the event they won the war.
When interviewed by Negroes, only 25 percent of the respondents stated
that they would be worse off under Japanese than under American rule.
When interviewed by whites, however, 45 percent stated that they would be
worse off under Japanese rule (p < .001). When interviewed by whites,
only 11 percent of the Negroes stated that the army was unfair to Negroes,
but when the interviewers were Negroes, 35 percent of respondents felt the
army was discriminatory (p < .001).

Additional evidence of this type is presented by Summers and Ham-
monds (1965), who also present some interesting data of their own. Their
data, complementing the Hyman data, suggest further the interacting nature
of the skin color of the experimenter and the skin color of the subject.
In their survey research, the respondents were white and were contacted
by a research team consisting sometimes of two whites and sometimes of
one white and one Negro. The questionnaire was concerned with racial
prejudice. When both investigators were white, 52 percent of the respond-
ents showed themselves to be highly prejudiced. When one of the investi-
gators was Negro, only 37 percent were equally prejudiced. These results
(p < .001) are the more remarkable for the fact that subjects responded
in writing and anonymously. Just as Negro respondents were shown to say
the “proper” thing more often to a white interviewer, so too did white
respondents say the “right” thing more often to Negro data collectors.

The experimenter’s skin color also interacts with other characteristics
of the subject to affect the subject’s response. In the Summers and Ham-
monds study, those respondents whose father’s income was higher showed
a greater sensitivity to the race of the data collector. When father’s income
was below $5,000, 17 percent of the subjects decreased their stated degree
of racial prejudice when one experimenter was Negro (p < .50). When
father’s income was over $5,000 but less than $10,000, 30 percent of
respondents claimed less prejudice (p < .005). When father’s income was
over $10,000 there was a 38 percent reduction in admitted prejudice
(p < .005). As socioeconomic status increases, the lessons of politeness
and social sensitivity seem better taught and better learned. The same
trend appears when church attendance is substituted for father’s income.
When church attendance is minimal, only 13 percent of subjects show a
decrease in admitted racial prejudice when one investigator is Negro. When
church attendance is moderate, 21 percent (p < .05) show a decrease
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of prejudice, and when church attendance is very regular, 44 percent
(p < .001) show sensitivity to the race of the experimenter. In this case,
the lessons of the church seem to be the same as the lessons of the social
class.

Even when the response investigated is physiological, the race of the
experimenter may affect that response. Rankin and Campbell (1955)
showed that the galvanic skin response showed a greater increase if the
experimenter adjusting the apparatus was Negro rather than white. More
recently, Bernstein (1965) reported that basal skin impedance (measured
in kilohms) was higher when the experimenter was white rather than
Negro regardless of the race of the subject. In general, the effect of
experimenter’s race on subjects’ physiological responses is poorly under- v
stood and, up to the present, little studied.

A number of studies are available which suggest that performance
on various psychological tests may be affected by the race of the experi-
menter. Employing a test of expression of hostility, Katz, Robinson, Epps,
and Waly (1964) carried out just such a study employing a white and
Negro experimenter. Half the time the Negro subjects had their task
structured as an affectively neutral research procedure, and half the time
the task was structured as an intelligence test. When the task was presented
as a neutral one there were no significant effects of the experimenter’s race
. on subjects’ hostility scores. However, when the task was structured as an
intelligence test, significantly less hostility was obtained when the experi-
menter was white (p < .01). The authors’ interpretation of this finding
was that Negroes tended to control their hostility more when contacted by
a white rather than a Negro experimenter. This interpretation is very much
in line with that implied by the data from survey research studies in which
Negroes gave more “proper” responses to their white as compared to
Negro interviewers.

When the tests really are tests of intellectual functioning of various
kinds, the race of the experimenter also has its effects. Thus, Katz and his
co-workers describe an experiment in which the task was similar to one
of the subtests of standard tests of intelligence, in this case digit-symbol
substitution. When the task was structured as a test of coordination, the
Negro subjects performed better for the white than for the Negro experi-
menter. It was as though the subjects were unwilling to demonstrate their
“good sense of rhythm” to the Negro but quite willing to demonstrate it for
the white experimenter who might, in their eyes, have expected it. When the
same task was structured as an intelligence test, performance was relatively
better with the Negro than with the white experimenter. Perhaps again these
subjects were doing what they perceived to be the socially appropriate
thing—in this case performing not so brightly for the white experimenter.

There are, too, studies that showed no effects of experimenter skin
color on subjects’ intellectual performance. In the same study described,
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for example, Katz and his associates found no effects of the experimenter’s
race on the adequacy of subjects’ concept formation. Other examples of
negative results are given by Canady (1936) and Masling (1960).

Experimenter’s Religion

The experimenter’s religion as a variable affecting subjects’ responses
has been investigated primarily in the area of survey research. Hyman and
his collaborators (1954) give us one example. In 1943, over 200 subjects
were interviewed by Jewish and Gentile data collectors who asked whether
Jews had too much, too little, or the right amount of influence in the business
world. Of the Gentile subjects contacted by Gentile interviewers, 50 percent
felt that Jews had too much influence. When the interviewers were Jewish,
however, only 22 percent thought so. Once again the respondents seemed
to have said the right thing. One caution in the interpretation of these data
was advanced by Hyman et al. In this study, interviewers were free to pick
their own respondents within certain limits, so that Jewish interviewers
might, perhaps unwittingly, have chosen more sympathetic Gentile re-
spondents.

Robinson and Rohde (1946) varied both the appearance of Jewish-
ness and the Jewishness of the interviewer’s name in their study of the
effect of perceived religion of the interviewer on the extent of anti-Semitic
responses in public opinion research. When interviewers neither looked
Jewish nor gave Jewish names, about 23 percent of respondents felt
that Jews had too much power. When the interviewer was Jewish-appearing
but did not give a Jewish name, about 16 percent of subjects felt Jews had
too much power. When the interviewer looked Jewish and gave a Jewish
name, only 6 percent of respondents felt Jews had too much power. In
this study, the samples assigned the different types of interviewer were
well matched, so that the results are more likely due to the respondent’s
perception of the interviewer rather than to a selection bias on the part
of the data collector. Unlike the situation described earlier when race
of experimenter was the variable, it was the lower economic status subjects
who were more sensitive to the religion of the investigator.

Much of what has been learned about the effects of various biosocial
attributes of the data collector on the responses obtained from subjects
has come from the field of survey research. This seems natural enough as
has been pointed out by Hyman et al. (1954) and by Mosteller in a personal
communication (1964). In that field the numbers of data collectors are
large enough to permit the systematic evaluation of interviewer differences
with or without an attempt to relate these differences to specific attributes
of the interviewer. But there is no reason to assume that the effects obtained
in survey research of various experimenter attributes would not hold in
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such other data-collecting contexts as the laboratory experiment. Particu-
larly for the variables of experimenter age and religion, however, there is|\
little direct evidence to date that they operate in the laboratory as they do
in the field.

The general conclusion to be drawn from much of the research reviewed
here seems to be that subjects tend to respond in the way they feel i}
to be most proper in the light of the investigator’s attributes. That subjects in
experiments as well as respondents in surveys want to do the right thing
and want to be well evaluated has been suggested by Orne (1962), Riecken
(1962), and Rosenberg (1965).

Before leaving the general topic of the biosocial attributes of the
experimenter as determinants of subjects’ responses, it would be well to
repeat a caution suggested earlier. There is no way to be sure that any of
the effects discussed so far are due to the physical characteristics of the ex-
perimeter rather than to some correlated variables. In fact, it was found
quite likely, especially for the variable of experimenter’s sex, that experi-
menters differing in appearance also behave differently toward their sub-
jects. It could be this behavioral variation more than the variation of
physical attributes that accounts for the effects on subjects’ responses.
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Psychosocial Attribuies

The experimenter attributes discussed in the last chapter were all
readily assessable by inspection. The experimenter attributes to be discussed
now are also readily assessable, but not simply by inspection. The anxiety
or hostility of those experimenters functioning well enough to be experi-
menters at all must be assessed more indirectly, sometimes by simply asking
the experimenter about it, more often by the use of standard psychological
instruments.

Experimenter’s Anxiety

Winkel and Sarason (1964) have shown that the anxiety level of
the experimenter may interact complexly with subject variables and with
experimental conditions in determining the verbal learning of the experi-
mental subjects. They employed 24 male experimenters, all undergraduates,
half of whom scored high on a scale of test anxiety and half of whom scored
low. Subjects were 72 male and 72 female students of introductory psychol-
ogy. Half the subjects scored as high-anxious and half as low-anxious. Re-

; sults showed that when the experimenters were more anxious there was no
difference between male and female subjects in their performance on the
i verbal learning task. However, when the experimenters were less anxious,
female subjects performed better than males. The optimal combination of
the experimenter’s anxiety and the subject’s anxiety and sex was that in
which the subject was a low-anxious female in contact with a low-anxious
experimenter. In this condition performance was better than in any of
the others. This interaction was further complicated by the still higher order
interaction which involved the additional variable of the type of instructions
given the subjects. When the experimenter attribute under investigation
is anxiety, just as in the case of experimenter’s sex, extremely complicated
interactions tend to emerge if the experiment allows for their assessment.

62
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Sarason (1965) describes an unpublished study by Barnard (1963) which
showed that degree of disturbance of the experimenter as determined from
a phrase association task was a predictor of the subjects’ degree of distur-
bance in the same task.

When the task is the interpretation of ink blots rather than the learning
of verbal materials, the anxiety level of the experimenter as defined by his
own Rorschach responses also makes a difference. More anxious experi-
menters obtained from their subjects Rorschach responses interpreted as
more hostile and more passive than the responses obtained by experimenters
judged less anxious. In addition, the more anxious experimenters obtained
from their subjects more fantasy material and a higher degree of judged
self-awareness (Cleveland, 1951; Sanders & Cleveland, 1953).

When the task involved memory for digits, a subtest of many standard
tests of intelligence, the degree of “adjustment” or anxiety of the experi-
menter affected subjects’ performance (Young, 1959). The measure of ad-
justment, a variable correlated generally with anxiety, was based on the
Worchel Self Activity Inventory administered to introductory psychology
students. These students then served as experimenters and administered the
digit span test to their peers. Subjects who were contacted by more
poorly adjusted experimenters performed better at the task than did sub-
jects contacted by the better adjusted experimenters. The results of this
study are not consistent with those found by Winkel and Sarason (1964) for
a verbal learning task. In that experiment, described above, anxiety of
the experimenter was an effective variable only in interaction with subject
variables or instruction variables. If anything, the more anxious experiment-
ers tended to obtain less adequate performance. That seemed also to be
the case for some data reported by McGuigan (1963). The more neurotic
of his nine experimenters tended to obtain the poorer performance from
their subjects in a learning task. From the studies considered, it seems
safe to conclude that the experimenter’s anxiety level (or perhaps ad-{
justment level) may affect subjects’ responses for a variety of tasks; but! §,
the nature of the effect is not predictable on the basis of our currenti
knowledge. This conclusion is borne out by the results of the two experi-
ments reported next.

In both studies, the task was that described earlier which required
subjects to rate the success or failure of people pictured in photographs.
In both experiments, the experimenters had been tested for anxiety level
defined by the Taylor (1953) Scale of Manifest Anxiety. In one of these
studies 40 experimenters administered the photo rating task to 230
subjects, half of whom were males, half females. In this study more anxious
experimenters obtained higher ratings of success of the photos they asked
their subjects to rate. The correlation was +.48, p — .02 (Rosenthal,
Persinger, Vikan-Kline, & Mulry, 1963). In the other experiment, 26
experimenters administered the same photo rating task to 115 female
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subjects. In this experiment, it was the less anxious experimenters who
obtained higher ratings of the success of the photos they presented to their
subjects. The correlation this time was —.54, p < .01 (Rosenthal, Kohn,
Greenfield, & Carota, 1965). Final evidence for the complexity of the
relationship between experimenter’s anxiety and subject’s response comes
from a study of verbal conditioning (Rosenthal, Kohn, Greenfield, &
Carota, 1966). In that experiment 19 male experimenters conducted the
verbal reinforcement procedures with 60 female subjects. Sentences were
to be constructed by the subjects and each sentence was to begin with any
one of six pronouns (Taffel, 1955). Whenever first-person pronouns were
selected the experimenter said the word “good.” The increase in the usage
of first-person pronouns from the beginning to the end of the experiment
was the measure of verbal conditioning. This time the high- and low-anxious
experimenters did not differ from each other in the degree of verbal con-
ditioning shown by their subjects. However, both high- and low-anxious
experimenters obtained significantly more conditioning than did those ex-
perimenters who scored as medium-anxious ( p =.08).

There is little information available to suggest what it is about the
appearance or behavior of more or less anxious experimenters that might
affect their subjects’ responses. Only the barest clues are available from a
preliminary analysis of the sound motion pictures mentioned earlier of
experimenters interacting with subjects. Based only upon the ratings of
the brief preinstruction phase of the experiment in which the experi-
menter asked for the subject’s name, age, class, and major field, more
anxious experimenters were judged to be more active in their leg move-
ments (r = +.42, p = .08) and in the movement of their entire body
(r = +.41, p = .09). These relationships tend only to add to the con-
struct validity of the anxiety scale employed. We might expect that more
anxious experimenters would be somewhat more fidgety in their inter-
action with their subjects. The movement variables mentioned were rated
by four undergraduate observers who saw the films but did not hear the
sound track. Three additional undergraduate observers listened to the
sound track but did not see the films. Based on their ratings, those experi-
menters who scored as more anxious were judged to have a less dominant
tone of voice (r = —.43, p = .07) and a less active tone of voice (r =
—.44, p = .07).! More anxious experimenters, then, may behave toward
their subjects in a way that communicates their tension through excessive
fidgeting and a meeker, less self-assured tone of voice. (This impression is
strengthened by some unpublished data kindly made available by Ray

1 This general pattern of correlations between experimenter anxiety and experi-
menter behavior was also found on analysis of the instruction-reading period of the
experiment. Some of the correlations became somewhat smaller, some became some-
what larger. During this period of the experiment, too, experimenters scoring as more
anxious on the Taylor Scale were judged as more tense by the film observers. With
or without benefit of sound track the correlation was the same: +.40 (p < .10).
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Mulry. Analysis of these data showed more anxious experimenters to be
rated more shy [r = +.23, p = .06] by their subjects during an experiment
involving motor performance.) From the evidence presented, this con-
stellation of experimenter behavior seems sometimes to increase, sometimes
to decrease, and sometimes not to affect the subjects’ performance at all.
To make a notable understatement: more research is needed—much more.

Experimenter’s Need for Approval

Crowne and Marlowe (1964) have shown that the need for social
approval as measured by their scale (the Marlowe-Crowne Social Desir-
ability Scale) predicts cautious, conforming, and persuasible behavior in a
variety of experimental situations. Until recently only “subjects” had been
administered this instrument, but now there are a few studies that have re-
lated the “experimenter’s” need for approval to his subject’s responses in
various experimental situations. Mulry (1962), for example, employed 12
male experimenters to administer to some 69 subjects a pursuit rotor task
requiring perceptual-motor skill. A number of tests, including the Marlowe-
Crowne SD Scale, were administered to the experimenters. Mulry found a
tendency for experimenters scoring higher on the need for approval to ob-
tain superior performance on the pursuit rotor task. Experimenters higher
in the need for approval obtained especially good performance from their
male subjects when the experimenters had been led to believe that they
themselves were good at a pursuit rotor task.

The unpredictability of the effects of the experimenter’s anxiety on his
subject’s responses is matched by the unpredictability of the effects of
experimenter’s need for approval. Thus, in one experiment employing the
person perception task described earlier, experimenters lower in need for
approval obtained ratings of the photos as being of more successful people.
The correlation was —.32, p — .10 (Rosenthal, Persinger, Vikan-Kline, &
Mulry, 1963). In another experiment, also cited earlier, it was experi-
menters higher in need for approval who obtained more “success” ratings.
That correlation was +.38, p = .05 (Rosenthal, Kohn, Greenficld, &
Carota, 1965). Within a single experiment, Marcia (1961) obtained sim-
ilarly unpredictable relationships. He employed seven male experimenters
and six female experimenters to administer the same standard person per-
ception task to subjects. Among male experimenters, the correlation be-
tween their need for approval scores and their subjects’ ratings of “success”
was —.27. Among female experimenters the analogous correlation was
+.43. These two correlations, although not significantly different from
zero, nor from each other for such small sample sizes, do suggest that the
sex of the experimenter may interact with such experimenter attributes as
need for approval to affect the subjects’ responses.

In one of the experiments cited earlier, the experimenter’s need for
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approval was not related to the subject’s susceptibility to the verbal rein-
forcements of the experimenter (Rosenthal, Kohn, Greenfield, & Carota,
1966). In that experiment, however, each experimenter was rated by each
of his subjects on his behavior during the interaction with that subject. Al-
though the anxiety level of the experimenter was found to be unrelated to
any of the subjects’ ratings, that was not the case for the experimenter’s
need for social approval. Table 5-1 shows the correlations between subjects’

TABLE 5—1

Experimenter’s Need for Approval and Experimental
Behavior as Seen and Heard “‘Subjectively’’

Behavior Correlation p

Personal -.32 .02
Loud -.27 .05
Enthusiastic +.27 .05
Talkative -.22 .10
Likable =22 .10

ratings of their experimenters and the experimenters’ need for approval.
The pattern of correlations obtained apparently did not affect the subjects’
responses in this experiment on verbal conditioning. But presumably where
a quieter, more enthusiastic but less likable experimenter would affect his
subjects differently, we would expect the experimenter’s need for approval
to affect his subjects by way of these different behaviors. That experimenters
higher in need for approval should be less well liked is predictable from the
work of Crowne and Marlowe (1964). However, that they should be less
personal does not seem to follow from what is known of the need for ap-
proval. If anything, these experimenters should try too hard to be friendly,
thereby becoming less popular with their subjects.

Once again we look to the preliminary analysis of the filmed interac-
tions between experimenters and subjects as they transact their preinstruc-
tional business. The experimenters’ need for approval was not found to be
related to any of the observations made of the films without benefit of the
sound track. When observers had access to both visual and auditory cues,
only three variables were found to be related to the experimenters’ need for
approval. Experimenters higher in need for approval were judged to have a
more expressive face (r = +.42, p = .08), to smile more often (r =
+.44, p = .07), and to slant their bodies more in the direction of their
subjects (r = +4.39, p = .10). (Ratings of these last two variables were
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made available by Neil Friedman and Richard Katz.) These findings are
just what we would expect from the person higher in need for approval
(Crowne & Marlowe, 1964).

It was the observations made of the sound track alone that yielded the
most interesting information.? Table 5-2 shows the larger correlations be-

TABLE 5-2

Experimenter's Need for Approval and Experimental
Behavior as Heard “‘Objectively’’

Behavior Correlation p
Personal +.57 .02
Friendly +.47 .05
Dominant +.46 .05
Speaks distinctly +.46 .05
Expressive-voiced +.45 .06
Active +.41 .10
Likable +.40 10
Enthusiastic +.39 .10
Pleasant-voiced +.39 .10

tween experimenter’s need for approval and ratings by the “objective” ob-
servers—i.e., those who were not themselves subjects of the experimenter.
These “tone-of-voice” variables partially agree with the observations made
by subjects themselves in a different experiment and given a different task
(Table 5-1). In both cases experimenters higher in need for approval were
judged as more enthusiastic. In the verbal conditioning experiment, how-
ever, subjects found these experimenters less personal and less likable,
whereas in the photo-rating experiment independent judges of the experi-
menters’ tone found them more personal and more likable if they were
higher in need for approval. It is pleasant to acknowledge the consistencies
but difficult to account for the differences. The two experiments differed in
the nature of the experimental tasks, the samples of experimenters, and the
type of judgments made of the experimenter’s behavior. The subject of the
experiment is closer physically to the experimenter and may observe things
not observable by the “objective” observer of the motion picture or sound
track record. On the other hand, the interacting subject is much busier than
the “objective” observer, who can attend completely to the experimenter’s

2 The same pattern of correlations was also obtained when the behavior during

the instruction-reading period was analyzed, though fewer of the correlations reached
the .10 level of significance. )
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behavior without having another task of his own to perform. A reconcilia-
tion of the differences is possible if we can assume that to be judged personal
and likable from the tone of voice alone is not at all the same thing as to be
judged similarly on the basis of all available sense modalities. What does
seem clear is that experimenters higher or lower in need for approval are
likely to behave differently in interaction with their subjects. Sometimes, but
. not always, this differential behavior is likely to affect the subject’s response.

{
;
!

Experimenter’s Birth Order

The order of birth within the family is not, in the usual sense, a psy-
chological variable. It is not defined in terms of the subject’s behavior ex-
cept in the narrow sense that it is usually the subject’s statement of his
ordinal position, which is used as the operational definition of the variable.
Since Schachter’s already classic work (1959), birth order has been investi-
gated by many workers and has been shown to bear significant relationships
to other, more “properly” psychological variables.

One experiment shows that for the person perception task described
earlier, firstborn experimenters tend to obtain higher ratings of the success of
persons pictured in photos than do later-born experimenters (x* = 5.85,
p = .02; Rosenthal, Kohn, Greenfield, & Carota, 1965). Another ex-
periment, however, the one employing the verbal conditioning procedure,
showed no effects on subjects’ performance of the experimenter’s birth
order (Rosenthal, Kohn, Greenfield, & Carota, 1966). In that study, it
may be recalled, subjects made judgments of their experimenter’s behavior
during the experimental transaction. Table 5-3 shows the correlations be-
tween these ratings of the experimenter’s behavior and his birth order. The
general picture that emerges is that, as experimenters, firstborns are faster
but more reluctant speakers, employing fewer body and facial movements

TABLE 5—-3

Experimenter’s Earlier Birth and Behavior in a Verbal
Conditioning Experiment

Behavior Correlation p
Talkative -.37 .006
Slow-speaking -.32 .02
Body activity -.32 .02
Trunk activity -.27 .05
Hand gestures -.26 .05

Expressive face -.24 .08
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and expressions, than their later-born counterparts. In this verbal condi-
tioning experiment, this combination of characteristics differentiating first-
born from later-born experimenters appeared to have no effect on subjects’
responses; in other experiments it might.

In the experiment by Mulry (1962) already cited, there was no rela-
tionship between the birth order of the experimenter and the motor per-
formance of his subjects. An analysis of the ratings these subjects made of
their experimenters, however, showed that firstborn experimenters behaved
differently during the experiment than did later-borns. Firstborn experi-
menters were rated as more mature (r = +.24, p = .05) and more de-
fensive (r = +.22, p = .07) than later-borns, which seems consistent with
the picture that emerges from Table 5-3 of firstborns as somewhat more
staid and motorically controlled people. Further analysis of Mulry’s data,
however, revealed that firstborn experimenters were also rated as more
talkative (r = +.24, p = .05) than later-borns. This is directly opposite
to the relationship reported in Table 5-3 and is not easily reconciled by the
fact that Mulry’s task was motor while the other task was verbal.

A third experiment in which the birth order of the experimenter could
be correlated with his behavior during the experiment was the study in
person perception which had been filmed. In this experiment there was no
relationship between the experimenter’s birth order and the degree of suc-
cess perceived by his subjects in the faces to be judged. However, during
the instruction-reading phase of the interaction, firstborn experimenters
were seen and heard to behave more actively and officiously than later-born
experimenters. Table 5-4 shows the relevant correlations. Observations
made during the brief preinstructional phase were not significantly corre-
lated with the experimenter’s birth order, though the correlations based on
that phase were all in the same direction as those based on the instruction
period. The results shown in Table 5-4 are opposite in direction to those

TABLE 5—4

Experimenter’s Earlier Birth and Behavior in a Person
Perception Experiment

Behavior Correlation p
Hand gestures +.50 .05
Body activity +.48 .05
Head activity +.47 .05
Arm gestures +.41 .10

Important-acting +.41 .10
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obtained in the verbal conditioning study (Table 5-3). It cannot be said
whether the difference is due to the different tasks employed in the two
studies or to the fact that the observers in the one case were the subjects
themselves rather than external observers of sound motion pictures. As for
the variable of talkativeness which yielded opposite relationships in the
verbal conditioning and the motor performance experiments, it was not sig-
nificantly related to birth order in the filmed study. We are left with the un-
satisfying conclusion that the birth order of the experimenter only sometimes
affects the responses he obtains from his subjects; that more often his birth
order is related to his behavior in the experimental interaction; and that the
nature of this behavior seems to interact at least with the type of experiment
he is conducting.

Experimenter’s Hostility

The work of Sarason (1962) and of Sarason and Minard (1963) has
already been cited in connection with the effects of experimenter’s sex. It
will be recalled that greater hostility of the experimenter was predictive
of obtaining more hostile verbs in a sentence construction task (Sarason,
1962). This was especially the case when the subjects, too, tended to be
more hostile. Among experimenters scoring low in hostility, those subjects
scoring high in hostility emitted 9 percent fewer hostile verbs than did sub-
jects scoring low in hostility. Among experimenters scoring high in hos-
tility, those subjects scoring high in hostility emitted 17 percent more
hostile verbs than did subjects scoring low in hostility. The interaction was
significant at the .05 level.

When the experimenters reinforced subjects’ use of first-person pro-
nouns by saying “good,” the hostility level of the experimenter was again
found to make a difference, this time by affecting the increase in the use
of the reinforced responses from earlier to later trials. Actually, it was the in-
teraction of experimenter’s hostility and his ascribed prestige that led to the
dramatic effects obtained (Sarason & Minard, 1963). The increase in the use
of the reinforced responses was only 4 percent when the experimenter was
low in hostility and high in prestige and only 5 percent when he was high
in hostility and low in prestige. The increase, however, was 47 percent
when the experimenter was high in both hostility and prestige, and it was
52 percent when he was low in both hostility and prestige. Once again the
complex nature of the effects of experimenter attributes on subjects’
responses is demonstrated; and once again, the explanation is far from
intuitively obvious.

Additional evidence is presented by Sarason (1965), who cites the un-
published work of Barnard (1963). Barnard administered a test of hos-
tility to both subjects and experimenters and found that subjects contacted
by less hostile experimenters showed a greater degree of disturbance on a
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phrase association test than did subjects contacted by more hostile experi-
menters.

The importance of distinguishing between overt and covert hostility lev-
els of experimenters has been made clear by the work of Sanders and Cleve-
land (1953). Nine graduate students in psychology administered Ror-
schachs to a large sample of undergraduate students. Overt hostility was
defined in terms of subjects’ ratings of their experimenter. Covert hostility
was defined in terms of the experimenter’s own Rorschach responses. Sub-
jects’ responses reflecting hostility increased when experimenters were high
on covert hostility but decreased when their experimenters were high on
overt hostility. Overtly hostile experimenters may have intimidated their
subjects into giving more benign responses, and covertly hostile experi-
menters may have legitimated subtly the expression of hostile responses.
What seems especially needed at this time is information on the actual !-
behavior of experimenters classified as high or low in hostility—behavior ;. «
that presumably creates quite different standards for the appropriateness of i
subjects’ responses.

Experimenter’s Authoritarianism

On the basis of the California F Scale, Peggy Cook-Marquis (1958)
obtained groups of experimenters and subjects who were high-authoritarian,
low-authoritarian, and acquiescent. Experimenters administered tests of
problem solving to their subjects. Performance on these problems was not
related to experimenter personality. However, when attitudes toward dif-
ferent forms of teaching methods were assessed, it was found that high-au-
thoritarian experimenters were less effective in influencing these attitudes
than were the low-authoritarian or the acquiescent experimenters. The in-
terpretation given these results by Cook-Marquis, with which it seems easy
to agree, was that high authoritarians might not themselves believe in un-
structured teaching techniques and that they were therefore less convincing
in trying to influence their subjects to approve more of these techniques.

The work of Mulry (1962) has already been cited in connection with
the need for approval and birth order variables. In his experiment, employ-
ing the pursuit rotor task, his twelve experimenters had also been assessed
for authoritarianism by the use of the California F Scale. Authoritarianism
of the experimenter was a factor in determining subjects’ perceptual-motor
performance only in interaction with the experimenter’s belief about his
own ability at the pursuit rotor task. Those experimenters who were low in
authoritarianism and who felt themselves not to be good at the pursuit rotor
task obtained superior performance from their subjects compared to the
other combinations of experimenter’s authoritarianism and perception of
their own adequacy at the motor task they administered to their subjects.
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Although Mulry’s more authoritarian experimenters did not obtain sig-
nificantly different data from their subjects (unless other variables were
considered simultaneously), their subjects were affected differentially by
contact with them. Thus, subjects contacted by more authoritarian experi-
menters described themselves as less satisfied with their participation in the
experiment (r = —.27, p = .03) and as less interested in the experiment
(r = —.23, p = .06). In addition, the more authoritarian experimenters
were judged by their subjects to be less consistent in their behavior during
the experiment (r = —.27, p = .03). Though it did not seem to occur in
this study, it seems reasonable to suppose that there are experiments in
which experimenters who thus affect their subjects’ reactions will obtain
different responses from them in the experimental task posed. There are
some data that suggest that this is so.

From the analysis of sound motion pictures of experimenters adminis-
tering the person perception task, it has been found that experimenters who
are judged to be less consistent in their behavior tend to obtain ratings of
the photos as of more successful people (r = —.35, p < .01). If more
authoritarian experimenters are less consistent in their conduct of the per-
son perception experiment, as they were in Mulry’s motor performance ex-
periment, we would expect that more authoritarian experimenters would
obtain ratings of photos as being of more successful people. This prediction
could be tested for only a small sample of six experimenters who had been
administered the California F Scale and who also conducted a person per-
ception experiment described in detail elsewhere (Rosenthal, Persinger,
Mulry, Vikan-Kline, & Grothe, 1964a, p. 467). The mean rating of suc-
cess obtained by the three more authoritarian experimenters was -+0.27
and that obtained by the three less authoritarian experimenters was —1.06.
The difference was significant at the .06 level (¢ = 2.75).

Experimenter’s Intelligence

Perhaps because experimenters, even “student-experimenters,” tend to
be so highly selected for intelligence, there has been little effort expended to
study the effects of experimenter’s intelligence on subjects’ responses. The
restriction of the range of IQ scores found among a set of experimenters
would tend to reduce dramatically the correlation between their IQ and
their subjects’ performance. In the Mulry (1962) experiment, no relation-
ship was found between the intelligence test scores of the experimenter and
his subject’s perceptual-motor performance. There was a tendency, how-
ever, for experimenters’ intelligence to interact with subjects’ sex in such a
way that male subjects earned particularly high performance scores when
their experimenters scored lower on the Shipley-Hartford Test of intelli-
gence. Once again, subjects’ ratings of their experimenters were available.
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Experimenters scoring higher in intelligence were rated by their subjects as
more consistent in their behavior (r = +.29, p = .02) and more physically
active as reflected in greater amount of body movements (r = +.20, p =
.10). In addition, subjects contacted by brighter experimenters were more
satisfied with their participation in the experiment (r = +.26, p < .05).

Experimenter’s Dominance

Reference has already been made to the work of Ehrlich and Riesman
(1961). They had available scores on a scale of ascendance or dominance
earned by the interviewers employed in a study of adolescent girls. Those
interviewers who were more ascendant and who appeared more task-
oriented, as defined by a scale of “objectivity,” obtained different responses
from their subjects than did the remaining interviewers. Responses in this
study were defined in terms of the social unacceptability of the reply. When
interviewers scored high on both ascendance and objectivity, they obtained
38 percent fewer socially unacceptable responses than did interviewers scor-
ing lower on these scales. No-nonsense type interviewers are, it would seem,
more likely to draw no-nonsense type responses.

Sarason (1965) has summarized an unpublished dissertation by Sy-
mons (1964) which shows that subjects contacted by more dominant ex-
perimenters make more negative self-references than do subjects contacted
by less dominant experimenters. There is also evidence that subjects con-
tacted by more dominant experimenters make more negative references to
other people. The correlation between ratings of the experimenter’s dom-
inance throughout an entire experiment and his subjects’ rating other
people as having experienced failure was +.34, p < .005. (This particular
experiment is discussed further in the chapter dealing with the communica-
tion of experimenters’ expectancies.) These findings make tempting the
psychoanalytic interpretation that dominant experimenters evoke more
hostility which, because it cannot be safely directed toward the source, is
turned either inward, as in the Symons study, or against an external scape-
goat. This interpretation is weakened somewhat by the fact that in data
collected by Suzanne Haley, experimenters described as more “pushy”
tended to obtain ratings of other people as more successful rather than more
unsuccessful as we would have predicted from our interpretation.

To the extent that these definitions of dominance derive from the ex-
perimenter’s behavior in the experiment rather than from standard psy-
chological instruments, their further discussion seems best postponed until
the next section. There will be found a more detailed consideration of other,
more fully social psychological variables. One of these variables, that of
experimenter status, seems particularly related to the variable of experi-
menter dominance as inferred from his behavior in the experiment.

N
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SOCIAL PSYCHOLOGICAL ATTRIBUTES

The biosocial attributes of experimenters which have been discussed
are, usually, immediately apparent to the subject. The psychological attrib-
utes discussed are not, usually, so immediately apparent to the subject, al-
though as we have seen, there are often behavioral correlates of an
experimenter’s psychological characteristics. In this section the discussion
turns more fully to those attributes of the experimenter that are defined
neither by his appearance nor by his answers to items of a psychological test
or questionnaire. Sometimes the definition of these social psychological
attributes is directly and simply behavioral, as in the case of the attribute of
“warmth.” Sometimes the definition is only indirectly behavioral, as in the
case of an experimenter’s status, and not at all simple, in the sense that the
relative status of an experimenter who is an army captain will be determined
by whether the subject is an army private or a major.

Experimenter’s Relative Status

In most laboratory research the subjects are undergraduates and the ex-
perimenters range in academic status from being advanced undergraduates,
through the various levels of graduate students, all the way through the
various status levels of the faculty, from new Ph.D. to senior professor. In
military research settings, the status of the experimenter in terms of absolute
rank is immediately apparent to the subjects, though an additional source
of status, as we shall see, may derive from the setting in which the research
is conducted. This effect of the setting or of the sponsorship of the research
is well known to have an important influence in survey research (Hyman
et al,, 1954). Surveys conducted by the FBI are likely to earn a degree of
cooperation quite different from that earned by a manufacturer of so-called
washday products.

Regardless of how the experimenter derives his relative status or pres-
tige in the eyes of his subject, that status often affects not only whether the
subject will respond (Norman, 1948) but also how he will respond. An
example of this has already been given in the discussion of experimenter’s
hostility. There we saw that the prestige of the experimenter interacted with
his hostility level to serve as a determinant of subjects’ susceptibility to
verbal reinforcement (Sarason & Minard, 1963). Experimenter’s prestige in
that experiment was defined in terms of formality of dress, of manner, and
of request for participation. Experimenter’s prestige was found to interact
with another variable—access to visual cues from the experimenter’s face.
When subjects could not see the experimenter’s face and when he was in
the low status condition, there was a decrease in the effect of his reinforce-
ments on the subject’s responses. Perhaps subjects felt that if the experi-
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menter wasn’t very serious and furthermore, wasn’t even looking, it couldn’t
matter too much whether his verbal utterances of “good” were taken seri-
ously or not. In this experiment 16 experimenters were employed; in gen-
eral, Sarason and his collaborators have employed large samples of
experimenters. For the experimenter attribute of status, most of the relevant
studies are based on sample sizes of only two or three experimenters. Still,
they may be usefully considered.

In a study of the control of verbal behavior of fifth-grade children,
Prince (1962) employed two experimenters differing markedly in prestige.
The more prestigious experimenter was more influential in controlling his
subjects’ responses. This is as we would expect and is consistent, generally,
with the results of Sarason and Minard. However, just as other variables
were found to interact with experimenter status in that study, so too do we
find such interactions in the following. Ekman and Friesen (1960) em-
ployed two military experimenters to administer a photo judging task to
army recruits. Sometimes the experimenters were presented to the subjects
as officers, sometimes as enlisted men. Sometimes experimenters reinforced
subjects for liking the persons pictured in the photos and sometimes for
disliking them. The overall results, although not clear-cut, suggested that
the officer-experimenter was more effective at increasing subjects’ rate of
disliking photographs, whereas the enlisted-man—experimenter was more
effective at increasing subjects’ rate of liking photographs. That is a result
similar to the one found when photos were being rated for their success
or failure and more dominant experimenters drew more failure ratings. The
officer role seems a more dominant one than that of enlisted man. One
plausible interpretation, related to that proposed earlier, of the present{
data is that the recruit-subjects were given the “go-ahead” by the officer toj v
be aggressive when his presence might itself have made them feel aggressive.:
Here, in a sense, was a chance to combine the experimenter-required con-
formity with the subject-desired aggressiveness. When the experimenter
was an enlisted man, as the subjects themselves were, they may have felt
more friendly and, therefore, found it easier to increase their rate of liking
the persons pictured in photos. In this particular experiment, the authors
point out, the differences in status between the experimenters might have
been diminished in their subjects’ eyes because both were staff members of
the high status organization carrying out the research.

In one experiment on verbal reinforcement the experimenter’s status
was defined in terms of his behavior during his interaction with the subject.
It was assumed that a more professional, businesslike, less noisy, and more
consistent experimenter would be ascribed a higher status by his subjects.
The 19 male experimenters of this study said the word “good” whenever the
subjects used first-person pronouns (Rosenthal, Kohn, Greenfield, & Carota,
1966). Table 5-5 shows the correlations between the increase in the use of
first-person pronouns over the course of the experiment as a function of
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TABLE 5—5

Experimenter’s Status and Success at Controlling
Subjects’ Verbal Behavior

Variable Correlation p
Businesslike +.43 .001
Professional +.33 .01
Loud =31 .02
Behaved consistently +.26 .05

subjects’ perception of their experimenter’s behavior during the experiment.
Higher status experimenters, as defined by their subjects’ perception of their
behavior, were significantly more influential in changing their subjects’
responses. In this particular study we cannot be certain that subjects’ ratings
of their experimenters actually reflected differences in that behavior. Possi-
bly those subjects more susceptible to the influence of the experimenter only
perceived him differently than did less influenceable subjects. It is also
possible that having been influenced by an experimenter, subjects described
that experimenter according to their conception of the sort of person by
whom they would permit themselves to be influenced. Even if these more
influential experimenters did not, in fact, behave as their subjects stated, it
is instructive to note the pattern of characteristics ascribed to more influen-
tial experimenters. At least the stereotype of the behavior of more influential
experimenters includes their being seen as behaving in a way associated with
higher status.

We gain some support for the idea that experimenters who influence
their subjects’ responses more behave in a more professional way from a
study by Barber and Calverley (1964a). In their experiment in hypnosis the
single experimenter sometimes adopted a forceful, authoritative tone of
voice and sometimes a lackadaisical one. Subjects accepted more sugges-
tions when offered in the authoritative tone than when offered in a bored,
disinterested tone. These variables of interest, enthusiasm, and expressive-
ness of tone were also employed in the verbal conditioning study cited, and
in that study, too, were related to the experimenter’s success at influencing
verbal behavior. Experimenters who influenced their subjects more were
rated by them as more interested (r = +.43, p < .001), more enthusiastic
(r = +4.28, p < .05), and more expressive-voiced (r = +.24, p < .10).
The general impression obtained from the studies relevant to the experi-
menter’s status is that when the subject’s task involves conforming to an
.experimenter’s influence (as in studies of verbal conditioning or hypnosis),
higher status experimenters are more successful in obtaining such con-
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formity. That seems to be the case whether the experimenter’s status is
defined in terms of such external symbols as dress or insignia or in terms of
status-earning behaviors during the interaction with the subject. This con-
clusion seems consistent also with the general literature on social influence
processes, though there the influencer is not usually an experimenter (e.g.,
Berg and Bass, 1961). Other investigators who have discussed the effect of
the experimenter’s status on subjects’ susceptibility to his influence include
Glucksberg and Lince (1962), Goranson (1965), Krasner (1962), and
Matarazzo, Saslow, and Pareis (1960).

The effect of experimenter status can operate even when the subject’s
response is not a direct measure of social influenceability. Thus, Birney
(1958) found that his two faculty experimenters obtained responses from |
subjects reflecting a higher need for achievement than did his student ex-
perimenter. Subjects may feel a greater need to achieve when in interaction
with others who have probably achieved more; or at least subjects may feel
it would be more proper to respond with more achievement responses in
such company. The effect of the experimenter’s being a faculty member,
especially if he is known to the subject, has also been illustrated by McTeer
(1953).

In many of the studies bearing on the effects of the experimenter’s
status, the samples of experimenters have been small, so that any number of
factors other than status could have accounted for the differences obtained.
Thus not only do faculty experimenters differ in status from student experi-
menters but they are likely to be older as well. In those studies where larger
samples of experimenters were employed, the experimenters were usually
aware that their status effects were being investigated, and this in itself
might have made them perform the experiment somewhat differently. Where
the subjects’ perceptions of the experimenter’s behavior were used to define
status it was noted that the behavior that actually occurred was not neces-
sarily the same as that reported by the subjects. What seems especially
needed, then, is a study in which the status of the experimenter is varied
without the experimenter’s knowledge of this variation. Just such a study
was carried out by John Laszlo, who made his data available for the analysis
reported here. There were 3 experimenters who administered the photo-
rating task to 64 subjects. Half the time the subjects were told they would
be contacted by a prestigious investigator and half the time by “just a stu-
dent.” Each experimenter, then, obtained data from subjects when he “was”
a higher status and a lower status person without his knowledge of that fact.
Table 5-6 shows the tendency for experimenters who were ascribed the
lower status to obtain ratings of the photos as being of more successful
persons. Although this was not an experiment of verbal reinforcement, the
results are reminiscent of those of Ekman and Friesen (1960), who also
found a tendency for a lower status experimenter to obtain more favorable
reactions to photographs. More directly analogous, for having employed
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TABLE 5—6

Experimenter’s Status and the Means of Subjects’
Photo Ratings

STATUS
Experimenter High  Low Difference
A -.58 -.18 +.40
B -1.70 -.57 +1.13
C -69 -.56 +.13
Mean -.99 -4 +.55

the same task, are the two studies cited in the section dealing with exper-
menter’s dominance. One of these studies yielded results just like those ob-
tained by Laszlo, but the other obtained results in the opposite direction. In
the Laszlo study, the results were not significant statistically, although all
three experimenters showed the same tendency. In this experiment, too,
another finding that did not reach statistical significance, but which is of
interest, nevertheless, was that the effect of the experimenter’s status was
larger among subjects scoring higher on Rokeach’s (1960) scale of dog-
matism. These are just those subjects who would be expected to be more

V’susceptible to the effects of the status of those with whom they interact.
This finding receives support from the work of Das (1960), who employed
four experimenters to administer a test of body sway suggestibility. The
status of the experimenters varied from department chairman to attendant.
Higher status experimenters obtained more body sway from their subjects
(p < .05), but it was the more suggestible subjects who showed the effects
of experimenter’s prestige while the less suggestible subjects did not.

The data presented from Laszlo’s study are supported by the results of
another unpublished study employing the same photo-rating task. This is
the study in which 19 experimenters contacted 57 subjects and were filmed
during their interaction with the subjects. None of the ratings of the experi-
menter’s behavior during the brief preinstruction period predicted subjects’
judgments of the success of the persons pictured in the photos. However,
ratings made during the instruction-reading phase of the experiment did.
Table 5-7 shows the significant correlations between subjects’ ratings of
“success” and the ratings of experimenter’s behavior made from simultane-
ously viewing the films and hearing the sound track. Other ratings were also
significantly predictive of subjects’ responses, but only those are listed here
that may be used to define the status level of the experimenter. Those ex-
perimenters who behaved more professionally and consistently and showed
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TABLE 5—7

Experimenter’s Status and Subjects’ Ratings of Photos
as Successful

Variable Correlation P
Behaved consistently -.35 .01
Professional -.23 .10
Talkative +.26 .05
Leg activity +.29 .05
Trunk activity +.24 .10

less body activity and talkativeness obtained lower ratings of success from
their subjects. It seems reasonable to regard such experimenters as achieving
higher status in their subjects’ eyes by virtue of their behavior. In general,
these results are very much in line with the trends obtained by Laszlo.

Experimenter’s Warmth

An experiment by Ware, Kowal, and Baker (1963) is illustrative. Two
experimenters alternated playing a warm, solicitous, democratic role and
one that was cool, brusque, and autocratic. The task set for the military
subjects of this study was one of signal detection. Regardless of the various
conditions of environmental stimulation occurring during the signal detec-
tion task, those subjects who had been contacted by the warmer-acting ex-
perimenter detected signals significantly better than did those contacted by
the cooler-acting experimenter (p < .05).

When the dependent variable was the production of verbal responses,
the warmth of the experimenter was also an effective independent variable.
Reece and Whitman (1962) defined “warm” experimenter behavior in
terms of leaning toward the subject, looking directly at the subject, smiling,
and keeping the hands still. Cold behavior was defined in terms of the ex-
perimenter leaning away from the subject, looking around the room, not
smiling, and drumming his fingers. Subjects were, of course, able to judge
correctly which was the warm and which the cold behavior, and this be-
havior affected their verbal output. Predictably, this was greater when the
experimenter was warmer. This particular study is important not only be-
cause of its content but because of its method as well. Although there are a
number of studies that manipulate warmth of experimenter, there are few
that attempt to specify so carefully the motor behavior of the experimenter
that is to be part of the picture of warmth.

In the area of projective testing, Masling (1960) has discussed the
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effects of the examiner’s warmth on the subject’s productions. In an experi-
ment by Lord (1950), for example, three examiners administered the
Rorschach under warm, cool, and neutral styles of interaction. Subjects
contacted by examiners in the warm condition gave “richer,” more imagina-
tive Rorschachs than did subjects contacted under the cold condition. Inter-
estingly, the differences among the three female examiners in the responses
they obtained were greater than the differences among the three experi-
mental conditions. Perhaps the “natural” warmth or coldness of the ex-
aminers was a more crucial variable than the role-played warmth or
coldness.

A good illustration of the magnitude of difference in subjects’ responses
which may be associated with the experimenter’s warmth or coldness comes
from research by Luft (1953). He employed an undergraduate female
experimenter who administered 10 home-made ink blots to 60 freshman
subjects, half of them males, half females. The task for each subject was
simply to indicate those of the blots that were liked and those that were
disliked. Half the time the experimenter played a warm, friendly role. Half
the time she played a cool, unfriendly role, which included asking the sub-
jects some questions about current affairs which they were sure to be unable
to answer accurately. Subjects contacted by the experimenter in the warm
role liked 7.6 of the 10 blots. Those contacted by the cold-role experi-
menter liked 3.1 blots (¢t = 9.7). Among those subjects treated coldly,
57 percent disliked most of the cards; among those treated warmly, only a
single subject (3 percent) disliked most of the cards. There was no effect
of the sex of the subject by itself or in interaction with the experimental
treatment. Luft’s interpretation of the results bears repeating. “Like me and
I will like your inkblots; reject me and I will reject them” (p. 491). Addi-
tional evidence that a cold examiner or experimenter may obtain different
responses in storytelling tasks is available from the work of Bellak (1944)
and of Rodnick and Klebanoff (1942). They found critical treatment of
the subjects to increase the incidence of aggressive themes. Assuming cold
experimenters to be relatively more stressful stimuli for their subjects, there
is still more evidence that a cold experimenter may, by his coldness, alter
the subject’s responses in a variety of tasks. Masling (1960) gives an ex-
cellent summary of the relevant literature on projective testing.

Subjects’ performance on an intelligence test may also be affected by
the warmth of the examiner. Gordon and Durea (1948) administered the
Stanford Binet Scale to 40 eighth-grade pupils. Half of these children were
treated more coolly by the examiners. The result was that relative to the
more warmly treated children, the coolly treated lost over six IQ points.

Some data supportive of this result were collected by Wartenberg-
Ekren, who kindly made the data available for further analysis. In her ex-
periment 8 male examiners administered a visual-motor test of intelligence
(Block Design) to 32 male subjects. Each examiner was rated by his sub-
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jects on his behavior during the administration of the test. The 21 scales
employed were similar to those used in other studies described in this
chapter. Two of the scales were significantly related to the subjects’ per-
formance. Examiners rated by their subjects as more casual (p = .01)
and as more talkative (p = .02) obtained superior performance on the
intelligence test administered. By themselves these variables do not seem
convincingly related to warmth. Table 5-8 shows the intercorrelations of
five of the variables on which examiners were rated as well as the correla-

TABLE 5—8
Examiner Warmth and Subjects’ Intellectual Per-
formance
DESCRIPTION OF EXAMINERS
Talk- Expressive Encour-  Subjects’
Casual ative Face aging  Performance
Casual - +.83
Talkative +.76 - +.81
Expressive face +.75 +.87 - +.61
Encouraging +.72  +.71 +.67 - +.52
Pleasant-voiced +.56 +.66 +.45 +.86 +.44

tions of each with subjects’ performance. The correlations are based on the
mean ratings ascribed to examiners and the mean performance each ob-
tained. There being only eight examiners, a correlation of .62 is required
for significance at the .10 level and a .71 is needed for the .05 level. Be-
cause of the high intercorrelations, each examiner was given a cluster rating
by adding the individual ratings together. The correlation between these
cluster scores and subjects’ performance was .79, p = .03. It seems
reasonable to regard this cluster as one reflecting warmth. A word of cau-
tion is necessary, however. It is possible that subjects who performed more
adequately felt differently about their examiners because of it and rated
them differently, not because their behavior differed, but because of the
subjects’ own improved mood. It is also possible that better performers at
this particular task simply rate other people higher on the particular vari-
ables in the warmth cluster. The interpretation that examiners did, in fact,
behave as described by their subjects, and that this casual, pleasant, en-
couraging syndrome fostered better performance, is not too far-fetched and
is consistent with the data from the Gordon and Durea experiment.

In a subsequent chapter dealing more thoroughly with problems of sub-
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jects’ ratings of their experimenters, some evidence will be presented that
suggests that subjects see their experimenters somewhat as their experi-
menters see themselves. This fact increases our confidence that what sub-
jects say their experimenters did is, in fact, related to what their
experimenters did do. There is evidence for this, too, from the survey re-
search literature. One example relevant both to this point and to the attri-
bute of warmth is a study by Brown (1955). He reported on a national
survey conducted by the National Opinion Research Center in which sub-
jects were to rate the interviewer’s behavior during the data-collection trans-
action. Better rapport in the interview was associated with fewer avoidable
“don’t know” responses on the part of the subjects and with an increase in
the number of usable responses given to open-ended questions. How the
interviewer “really” behaved we cannot know. It is possible that more
forthright subjects evaluate their questioners more favorably. It is also
possible that after obtaining some forthright answers from subjects, data
collectors in fact became more competent, or warmer, or happier, and that
the subjects’ record of the interviewer’s behavior, although “accurate,” has
actually been determined by the subject’s own behavior. All these processes
may be operating, and yet there can be a kernel of correlation between the
interviewer’s actual behavior and his subjects’ perception of that behavior.
That, at least, is suggested by the data Brown obtained.

In some of the studies of the effects of the experimenter’s warmth it
was not the experimenter’s behavior that was varied independently or even
assessed as it occurred naturally. Rather, the set given the subject was
varied in such a way that sometimes he expected the experimenter to be a
warm, likable person and sometimes a cold, unlikable person. Though not
originally employed to study experimenter-subject interaction, this manipu-
lation has come to be associated with the earlier work of Back (1951).
McGuigan (1963) describes an unpublished dissertation by Spires (1960)
which employed just such a manipulation in a study of verbal conditioning.
Spires found better conditioning to occur when subjects had been led to
expect a warm experimenter, a finding borne out by Sapolsky’s work
(1960), which was conducted at about the same time. In Spires’ study,
most of the effect of the subject’s set was actually associated with a par-
ticular personality characteristic of the subject. Subjects scoring higher
on an “obsessive-compulsive” dimension, as defined by the Pt scale of the
MMPI, were little affected by the set they had been given about the experi-
menter’s warmth. However, subjects scoring high on an “hysteria” dimen-
sion, as defined by the Hy scale of the MMPI, showed a very large effect
of the set they had been given. When experimenters believed to be
warmer said “good” to reinforce subjects’ responses, those scoring high on
the Hy scale increased their use of the reinforced pronouns about 80 per-
cent, whereas those scoring low on the Hy scale increased their use of these
words only about 15 percent. From the results of the studies cited so far
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and from others (e.g., Sampson & French, 1960; Smith, 1961), it seems
reasonable to conclude that when the subject’s performance is a measure of
influenceability, more influence is exerted by a warm, or warmly perceived,
experimenter than by a cold, or coldly perceived, experimenter. The extent
of the effect of experimenter warmth, however, appears to interact with sub-
ject variables and, very probably, with experimenter variables and situa-
tional variables as well.

TABLE 5-—9

Experimenter Warmth and Subject’s Performance in
a Spool-Packing Task ‘

EXPERIMENTER
BEHAVIOR
Warm Cold Mean
SUBJECT'S Warm +1.32 -.51 +.405
EXPECTATION Cold -1.32 +.51 —-.405
Mean 0 0

Some of the cited studies of experimenter warmth have defined warmth
in terms of the experimenter’s behavior, and others have defined warmth in
terms of the subject’s expectation of the experimenter’s behavior. An experi-
ment by Crow (1964) employed both definitions simultaneously. Although
only a small study, employing 13 subjects and 4 experimenters, the results
are instructive enough to warrant the telling of some of the details. Half the

TABLE 5—10

Experimenter Warmth and Subject’s Performance in
a Letter-Canceling Task

EXPERIMENTER'S

BEHAVIOR
Warm Cold Mean
SUBJECT’S Warm +1.53 -.33 +.60
EXPECTATION Cold -1.25 +.05 -.60

Mean +.14 -.14
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subjects had been found to have a conception of psychological experi-
menters as relatively warm in manner. The remaining subjects tended to
expect experimenters to behave more coldly toward their subjects. Half the
time experimenters played the part of a warm experimenter after the man-
ner of Reece and Whitman (1962). That is, they smiled more at their
subjects, leaned toward them, and looked at them more. Half the time
experimenters played a cold role, defined by leaning away from their sub-
jects, not smiling, avoiding eye contact, and drumming their fingers. Three
tasks were administered to the subjects. One of these was a spool-packing
task in which spools of thread were placed into an empty box, removed,
repacked, removed, and so on for the duration of the task period. Another
task called for the subjects to cross out all the W’s on a page of randomly
arranged letters. Both of these tasks have been employed or are similar to
those employed by investigators interested in learning just how far subjects
will go in cooperating with a psychological experimenter (e.g., Crowne &
Marlowe, 1964; Orne, 1962). The third task administered to the subjects
was a home-made version of a standard subtest of intelligence (digit sym-
bol) which required the learning of a simple code for translating numbers
into symbols. Tables 5-9, 5-10, and 5-11 give the mean performance

TABLE 5-11

Experimenter Warmth and Subject’s Performance in
a Digit Symbol Task

EXPERIMENTER
BEHAVIOR
Warm Cold Mean
SUBJECT'S Warm +1.43 -1.32 +.055
EXPECTATION Cold +.29 -40 -.055
Mean +.86 -.86

scores for each of the three tasks. The raw scores have been converted to
standard scores from the raw data available in Crow’s report.

Most of the results vary from task to task, except that in each case
the performance was best when the experimenter behaved warmly and was
contacting subjects who expected to be treated warmly. The average stand-
ard score for this subgroup was +1.43; that for the remaining subgroups
was —.48 (t = 3.62, p < .10, df = 2). Closer study of the marginals of
Tables 5-9, 5-10, and 5-11 suggests an interesting interaction effect in-
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volving the type of task and the relative effects of the experimenter’s be-
havior compared to the effects of subjects’ expectations. The lower
marginals in Table 5-9, for example, show that for the spool-packing ex-
periment there was no main effect for the experimenter’s behavior. The
right-hand marginals, however, show that the difference between the mean
performances of subjects expecting warm treatment was superior by +.81
to that of subjects expecting cooler treatment. Table 5-12 gives the anal-
ogous values for each of the three tasks. A plus sign preceding the standard
score data indicates that performance was superior in the warmer condition.
For the spool-packing and letter-canceling tasks, the experimenter’s actual

TABLE 5—-12

Effects of Experimenter’s Warmth Defined by Either
Experimenter Behavior or Subject’s Expectation

k3

Experimenter Subject’s
Task Behavior Expectation Difference
Spool-packing .0 +.81 -.81
Letter-canceling +.28 +1.20 -.92
Digit symbol +1.72 +.1 +1.61
Mean +.67 +.71 -.04

behavior made virtually no difference compared to the subject’s expectation,
which had a more substantial effect on the subject’s performance. The situa-
tion was reversed for the digit symbol task. There, the subject’s expectation
made no difference but the experimenter’s behavior made a good deal of
difference in the subject’s performance. The last column of Table 5-12
summarizes the interaction (¢ = 25.9,df = 1, p < .05).

For simple tasks with little meaning, subjects’ expectations may assume
a greater importance, because subjects who view experimenters more favor-
ably may view his tasks more favorably, thereby transforming a compel-
lingly inane procedure into one that simply “must” have more value. The
experimenter’s behavior may lose relative importance just because of the
peculiarity of the task itself which absorbs the subject’s attention. In the
quasi-intelligence test, expectations about experimenters’ behavior may be-
come less salient because now the task is one like those the subject has been
performing for years in school settings. The experimenter becomes more
like those others in the student’s life who have administered tests—usually
teachers—and is to be evaluated more in terms of his actual behavior. The
expectation of the experimenter’s behavior becomes less important as soon
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as the subject finds the experimental situation to have required no special
expectation at all because of its resemblance to the school situation. If that
were the case, we might expect that expectations about the warmth of
teachers would have been an effective determinant of subjects’ performance.
Those expecting teachers to be warmer should have performed better at the
task most similar to that usually administered by teachers. Such data, un-
fortunately, are not available, and the interpretation offered remains an un-
supported speculation. However, the fact that in an intelligence testlike
task warmer-behaving experimenters obtained superior performance seems
quite consistent with the data presented earlier.

In the discussion of the effects of experimenter warmth on responses
to projective tests we encountered the work of Luft (1953). He had shown
that subjects contacted by warmer experimenters were more favorably in-
clined toward ink blots. If a warmer experimenter draws more “liking”
responses to blots we might expect that he would also draw more favorable
responses to photos of people. Some indirect evidence is available from the
experiment in person perception which had been filmed. Experimenters
whose instruction-reading behavior was judged from both film and sound
track to be more personal (r = +.28, p < .05) and more interested (r =
+.23, p < .10) obtained ratings of photos as being of more successful
people. These are weak findings, however, because for the variables
“friendly” and “pleasant” the corresponding correlations were much lower
than we would have expected (rs = +.12, and 4.09) if warm experi-
menters dependably obtained more “success” ratings from their subjects.
When subjects rated their experimenters on these same four variables in an
experiment conducted by Suzanne Haley there was only the smallest trend
for experimenters rated more positively by their subjects to obtain ratings of
the photos as more successful.

Although we cannot always say exactly what the effect will be, the
status and warmth of an experimenter often affect the responses given him
by his subjects. Here, and elsewhere (Edwards, 1954; Rosenthal, 1963a),
when that point was made, the emphasis has been on research employing
human subjects. There appear to be no experiments on the effects of more
enduring experimenter attributes on the performance of their animal sub-
jects, but there are, nevertheless, sufficiently compelling anecdotes to make
us suspect that even the performance of animals depends to some degree
on the personality of the investigator (Christie, 1951; Maier, 1956; Pfungst,
1911; Rosenthal, 1965a).

I To summarize, and in the process oversimplify grossly, what seems
! to be known about the effects of the experimenter’s status and warmth:
Higher status experimenters tend to obtain more conforming but less pleas-
ant responses from their subjects. Warmer experimenters tend to obtain
< more competent and more pleasant responses from their subjects.
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Situational Factors

More than an experimenter’s score on a test of anxiety, his status and
warmth are defined and determined in part by the nature of the experimental
situation and the particular subject being contacted. The experimenter “at-
tributes” to be considered now are still more situationally determined. That
is, the degree of warmth an experimenter shows one subject may be cor-
related with the degree of warmth he shows other subjects. But whether he
“accidentally” encounters a subject with whom he has had prior social
contact seems less likely to be an enduring attribute and more purely situ-
ational. The distinction is, nevertheless, arbitrary. Experimenters who are
acquainted with a subject may differ in associated personality characteristics
which make them more likely to be acquainted with other subjects as well.
The effects of prior acquaintanceship thus may be due not simply to the
prior contact as such, but to correlated variables as well.

Experimenter’s Acquaintanceship

When the experimenter has had prior contact with his subject, even
when that contact is brief, the subject may respond differently in the
experimental task. When the task was an intelligence test, the study by
Sacks (1952) is the most interesting. Her subjects, 30 children all about
three years old, were divided into three experimental groups. With the
children of group A she spent one hour each day for 10 days in a nursery
school, participating as a good, interested teacher. With the children of
group B, she spent the same amount of time but her role was that of a
dull-appearing, uninterested teacher. With the children of group C, she
had no prior contact. The results were defined in terms of changes in
intelligence test scores from before to after treatment. Group A gained 14.5
IQ points (p < .01), group B gained 5.0 IQ points (p < .05), while the
no-contact control group gained only 1.6 IQ points. This study illustrates

87
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not only the effects of prior contact but also the effects of the warmth of
that contact. When the experimenter had played a warmer role the gain
in IQ was 9.5 IQ points greater than when she had played a cooler role
(p = .02).

There may be an interaction between the effects of prior contact and
the particular experimenter in determining the effects on children’s intellec-
tual performance. Marine (1929), for example, spent time with somewhat
older schoolchildren and found this prior contact to have no effect on the
children’s gain in IQ points. Most clinicians feel that anxiety serves to lower
intellectual performance under ordinary conditions. Prior contact with the
experimenter may serve to lower any anxiety about being contacted by a
stranger and thereby lead to a relative increase in IQ. When the experi-
menter, in addition, is warmer, anxiety may be still further reduced, thereby
raising still more the level of intellectual performance. This interpretation
could be tested by having subjects high and low on test anxiety and high and
low in fear of strangers receive prior contact or no prior contact. Those
more anxious over tests and those more fearful of strangers should profit
most from prior contact with the experimenter, and probably also from
contact with a warmer experimenter.

The effects of prior contact also seem to depend on the task set for
the subject. When the task is a simple, repetitive motor task such as
dropping marbles into holes, complete strangers seem to be more effective
reinforcers than experimenters known to the subjects—in one case, the pre-
school subject’s own parents (Stevenson, Keen, & Knights, 1963). This
is just what we would expect on the basis of Hullian learning theory.
When the response is a simple one, easily available to the subject, an
increase in anxiety, such as we expect to occur in the presence of strangers,
increases the performance level. When the response is a difficult one, not
easily available to the subject, as in an intelligence test, an increase in
anxiety makes these less available responses still less likely to occur because
the more available responses, more often wrong, become more likely due
to the so-called multiplicative effect of drive.

A recent experiment by Berkowitz (1964) is relevant. He employed
39 chronic schizophrenic and 39 medically hospitalized normals in a study
of the effects of prior warm contact, prior cold contact, and no prior
contact on reaction time scores. Early trials were not reinforced, but later
trials were reinforced by the experimenter’s complimenting the subject for
his performance. Psychiatrically normal subjects who had prior contact,
either warm or cold in character, were slower in reacting than were normal
subjects who had no prior contact. Of the two prior contact groups, those
subjects who had experienced a warmer interaction showed the slower re-
action time. Berkowitz’s interpretation of these results in terms of drive
level fits well with the interpretation of the results of the Stevenson et al.
study just mentioned. Because the task is a simple one, the less the anxiety
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or drive level, the poorer the performance. Prior contact, it was suggested
earlier, reduces anxiety, and with a warm experimenter more so than with
a cold one. In Berkowitz’s study, the results for the schizophrenic patients
were somewhat different. They, too, showed the slowest reaction time when
their experimenter had been warm in prior contact. However, there was no
difference between reaction times of subjects with cold prior contact and
those with no prior contact. For schizophrenics, perhaps, cold prior con-
tact does not reduce anxiety as it does for psychiatric normals.

With college students as subjects, Kanfer and Karas (1959) investi-
gated the effects of prior contact on the conditioning of first-person pro-
nouns. There were four groups of subjects; three had prior contact with the
experimenter and the fourth did not. During their prior contact one group
of subjects was made to feel successful at a brief intelligence test, another
group was made to feel unsuccessful, and the third group was given no
feedback. All three groups who had experienced prior contact with the
experimenter conditioned faster than did the group with no prior contact.
If it can be assumed that learning the contingency in a verbal conditioning
experiment is somewhat challenging intellectually, then the results of this
study seem consistent with those of Sacks (1952), who found intellectually
challenging tasks to be performed better after prior contact with the experi-
menter.

Kanfer and Karas, however, found no difference in performance among
the three groups who had prior contact with their experimenter. Such a
difference might have been expected from the results of the studies described
here. The lack of any difference might have been due to the fact that
during the prior contact subjects took a brief IQ test, which might have
made them all sufficiently anxious to weaken the effects of the different
types of feedback received about their performance. The change to the
simpler verbal conditioning task might have reduced the anxiety of all
three groups to below the level of the control group, for whom the experi-
menter-subject interaction was new, strange, and therefore possibly more
anxiety-arousing. There is also the possibility that the prior contact subjects
retained their high anxiety levels through the verbal conditioning task and
that more anxious subjects perform better at that task. That is what we
expect if the task is not challenging intellectually. The two opposing inter-
pretations must remain unreconciled for want of the relevant data. Even
when anxiety is defined by a standard test such as the Taylor Scale of Mani-
fest Anxiety or a near relative rather than by an experimental manipulation,
it is not well established whether more or less anxious subjects show more
or less verbal conditioning (Rosenthal, 1963d). Verbal conditioning may
turn out to be less difficult than most items of an intelligence test but more
difficult than such performances as reaction time or eyelid conditioning
(Spence, 1964), and that may account for the equivocality of the data
available.
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There are some conclusions, though that can be drawn about the
effects on the subject’s performance of prior contact with the experimenter.
Often, at least, such contact makes a difference (Krasner, 1962; Wallin,
1949). When the performance required is difficult, prior contact, especially
when of a “warm” quality, seems to improve performance. When the task
is simple, prior contact may worsen performance, although, it seems safe to
assume, subjects may feel more relaxed about it. When the task is of
medium difficulty, no clear prediction is possible except that how the sub-
ject is occupied during the prior contact may make the major difference.

Experimenter’s Experience

It seems reasonable to suppose that a more experienced experimenter,
one who has conducted more experiments or at last repeated a certain
experiment more often, may behave differently in the experiment than a
less experienced experimenter. This difference in behavior alters the stimuli
offered the subject so that we might expect him to behave differently.
We have already seen at least one experiment in which the experience of the
experimenter seemed to affect the speed of learning of his subjects, and
these subjects were rabbits (Brogden, 1962). The less experienced experi-
menter obtained a slower rate of learning than did more experienced
experimenters. When the subject’s task was to construct stories to TAT
stimuli, there was a tendency for examiners who had administered fewer
TAT’s to elicit more storytelling material (Turner & Coleman, 1962). In
the experiment in person perception, which was recorded on sound film,
some of the 19 experimenters had prior experience. They had served
in one of two other studies in which their task was also to present the photos
of faces to their subjects and record subjects’ ratings of success or failure.
In this study, there was no effect on subjects’ ratings of the stimuli associated
with experimenters’ having had prior experience in the experimenter role.
However, from the analysis of the films and of the sound track, it was
evident that the more experienced experimenters behaved differently during
the course of the brief preinstructional period and during the reading of the
instructions. Interestingly, it was in the sound track rather than in the film
or in the film combined with sound track that the differences emerged.
Table 6-1 shows the larger correlations between experimenters’ behavior
and their prior experience. During both the preinstructional period and the
instruction reading itself, the more experienced experimenters spoke in a
less personal tone of voice and less distinctly. They read the instructions
with less expression and gathered the initial background information from
the subjects in a less pleasant and less enthusiastic tone of voice. It may be
that the nature of the task was such that having been through it all
before, the more experienced experimenters were simply bored. The
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TABLE 6—1

Experimenter’s Experience and Behavior Observed
from Sound Track Only

PREINSTRUCTIONAL PERIOD

Variable Correlation p
Personal -.56 .02
Enthusiastic -.41 .10
Pleasant-voiced -4 .10
Speaks distinctly -.50 .05

INSTRUCTIONAL PERIOD

Variable Correlation p
Personal -.43 .08
Expressive-voiced —-.44 .07
Speaks distinctly -.64 .005

boredom, however, if that is what it was, was revealed through tone of
voice and not through motor behavior. It is of special interest to note that
observers who had access to the sound track and also to the film could
not make the tone of voice judgments as well. When the information
is in the sound track rather than in the film, viewing the film while listening
to the sound probably results in a decreased signal-to-noise ratio (Jones
& Thibaut, 1958). The film then only distracts the judges. In this analysis
there was even a trend for some of the correlations based on the judgments
of the film to be opposite in direction from those based on judgments of the
sound track.

Although the differences in vocal behavior between more and less
experienced experimenters did not affect the subjects’ responses in the
present study, it is not difficult to imagine experimental tasks wherein such
behavioral differences among experimenters could affect subjects’ task
performance. Studies in verbal conditioning are one such class of studies.
Here the tone of the experimenter as he utters his “good’s” and “um-hmm’s”
may make a substantial difference, and one wants to know whether more
experienced reinforcers obtain better conditioning and, if they do, whether
it is because their tone of voice is different.

Even when the experimenter has had no prior experience in that
role, his experience changes during the course of his first experiment.
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At the end of his first experiment he is more experienced than at the
beginning. Sarason (1965) reports a finding from an unpublished study
by Barnard (1963) which illustrates that even during the course of a
single experiment, the behavior of the experimenter can change system-
atically. In the Barnard study experimenters administered a phrase as-
sociation task to their subjects. The degree of associative disturbance shown
by the subjects seemed to be related, at least sometimes, to the prior
experience of the experimenter during this study. Barnard’s experimenters
also reported a drop in anxiety over the course of the experiment which
might have accounted for the effects of experimenters’ experience on sub-
jects’ degree of disturbance.

In the experiment recorded on film, the serial order in which each sub-
ject was seen was correlated with the experimenter’s behavior. It was
thereby possible to learn whether later-contacted subjects were meeting an
experimenter whose behavior had changed from that shown earlier subjects.
Considering only the preinstructional period, none of the ratings of the
experimenters’ behavior correlated “significantly” (p < .05) with the serial
order of the subject contacted. Behavior during the instruction period,
however, did seem to be affected by the number of subjects the experimenter
had seen previously. Table 6-2 shows the larger correlations obtained when

TABLE 6-—2

Serial Order of Subject Contacted and Experimen-
ter’s Behavior: Silent Film

Variable Correlation p
Active -.32 .02
Body activity -.32 .02
Trunk activity -.32 .02
Leg activity -.30 .03
Expressive face -.24 .08

judgments were based on the observation of films without sound track.
Table 6-3 shows the correlations obtained when the sound track was added
to the films for a different group of observers. The general decrease of
motor activity during the instruction period as successive subjects were
contacted seems consistent with Barnard’s report of decreased experimenter
anxiety over the course of an experiment. Again, the addition of another
channel of information resulted in a decrease of “correlational information”
about these variables. When the sound track was added, only one of the
variables shown in Table 6-2 remained significantly correlated with the
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TABLE 6—3

Serial Order of Subject Contacted and Experimen-
ter’s Behavior: Film and Sound Track

Variable Correlation p
Interested -.31 .02
Active -.24 .10
Enthusiastic -.23 .10
Encouraging -.23 .10
Relaxed +.26 .06
Leaning toward S -.26 .06
Head nodding -.25 .07
Accuracy +.25 .07
Time =31 .03

serial order of subject contacted, and even that correlation was reduced
substantially. Table 6-3 shows, however, that the addition of the sound
track made possible the observation of different behaviors which were
determined in part by the serial order of subjects contacted. Experimenters
seemed to become less interested and less involved in their interaction with
later-contacted subjects but more relaxed as well. They read their instruc-
tions more rapidly and more accurately to later than to earlier subjects,
which suggests an expected practice effect. (Although not significant
statistically, experimenters who had participated in an earlier experiment
and thus were more experienced, by that definition, also tended to be
more accurate [r — 4.26] and faster [r = —.18] in reading their in-
structions. ) In this experiment, as in Barnard’s, experimenters seem to relax
over the course of an experiment and, in this study, to become somewhat
more bored though more proficient as well. Also, in this study, the
behavior changes shown by the experimenters seemed to affect their sub-
jects’ responses to the photo-judging task. Later-contacted subjects tended
to rate the photos as being of more unsuccessful people than did earlier
subjects (r = —.31, p < .02). It may be that over the course of an
experiment the data collector acquires greater comfort and competence
and thereby greater status. For the photo-rating task employed, it was
shown earlier that experimenters judged to have higher status did tend to
obtain ratings of photos as of more unsuccessful people.

From the evidence available it seems safe to conclude that the amount
of experience of an experimenter may affect the responses collected from
his subjects. This seems to be the case when experience is defined either
over several experiments or within a single experiment.
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Experimenter Experiences

Not only the amount of experience the experimenter has accumulated
but also the experiences he has encountered in his role as data collector
may affect his subjects’ responses. Earlier, in discussing the effects of
experimenter’s warmth, it was suggested that the subject’s response may
affect the experimenter’s behavior in his transaction with the subject. But,
since the experimenter’s behavior may influence the subject’s response, it
is easy to view the experimenter-subject system as one of complex feed-
backs. The response given by the subject may itself affect his next response
at the same time it affects his experimenter’s response, which will also
affect the subject’s next response. Focusing on the experimenter, the same
analysis is possible. His behavior affects his own subsequent behavior but
also affects the subject’s response, which, in turn, affects the experimenter’s
next response. The resulting complex of intertwining feedback loops may
be incredibly complex but no more complex than that characterizing other
dyadic interactions (Jones & Thibaut, 1958).

In this section the discussion will deal with such ongoing effects on
the experimenter that have repercussions on the responses he obtains from
his subjects. The subject’s own effect on the experimenter will be con-
sidered as well as such other influences as the physical characteristics of the
laboratory in which the experimenter works and the nature of his inter-
action with any principal investigator to whom he may be responsible.

Subjects’ behavior. An experiment by Heller, Myers, and Kline
(1963) demonstrates the effects of a subject’s behavior on the interviewer’s
behavior. Each of 34 counselor-interviewers contacted 4 subject-clients
in a clinical context. Actually, each counselor interviewed the same four
“clients,” who were accomplices of the investigators and trained to play
one of four roles. Two clients played a dominant role, and one of these was
friendly about it, the other hostile. The other two clients played a dependent
role, one friendly, the other hostile. Observations of interviewer behavior
revealed that contact with a dominant client led to interviewers’ behaving
in a more dependent manner (mean dominance score = 12.1), while
contact with a more dependent client led to more dominant behavior
(mean = 15.2, p < .001). When interviewers contacted more hostile
clients they responded in a less friendly fashion (mean = 11.4) than when
they contacted friendly clients (mean = 21.4, p < .0005). These results
were just those the investigators had predicted. In this study it is reason-
able to think of the actor-clients as the experimenters and the interviewers
as the subjects. However, the interviewers’ perceptions of their own role
was more like that of data collector than of experimental subject. This may
have reduced the obtained effects, since the role of subject is thought to in-
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clude greater susceptibility to social influence than is the role of data
collector, whether the collector be “experimenter,” “examiner,” “therapist,”
or “interviewer.” When the task employed by the experimenters was the
administration of an intelligence test, Masling (1959) found results analo-
gous to those obtained by Heller, Myers, and Kline. Also employing actor-
subjects, Masling found warmer subjects treated in more friendly fashion
by the examiners.

For a situation in which the experimenter was trying to follow a more
highly programmed procedure with his subjects, Matarazzo provides an
illuminating anecdote (personal communication, 1964). The basic data
are reported elsewhere (Matarazzo, Wiens, & Saslow, 1965), but briefly,
the study was of the effect of the duration of an interviewer’s utterance on
the duration of the subject’s utterance. The interviews were divided into
three periods. During the first and third periods the interviewer tried to
average utterances of five seconds. During the middle period he tried to av-
erage ten-second utterances. Regardless of the patterns employed (e.g.,
5,10, 5; 10, 5, 10; 5, 15, 5) the subject’s average length of utterance was a
function of the length of the interviewer’s utterance. Matarazzo raised the
possibility of a feedback effect upon the interviewer associated with the
subject’s length of utterance. Unless he paid strict attention to his average
length of utterance, it seemed that his own length of utterance was being
affected by the subject’s length of utterance. Thus in one experiment, the
interviewer overshot his target length of five seconds by only 6 percent
in the first of the three periods; then, in the third period, after the subject
had increased the length of his utterances in the second period, the
interviewer overshot his target by 22 percent (p < .01). This effect dis-
appeared completely when the investigator kept this phenomenon in mind.
Subsequently, when not attentive to it, the hysteresis occurred again. This
time the interviewer achieved the target length of five seconds perfectly in
the first period of the interview. In the third period, however, after the
increasing length of his subject’s utterances in the second period, he over-
shot his target time by 10 percent (p < .01).

What happens to an experimenter during the course of his experiment
may alter his behavior toward his subjects in such a way as to affect sub-
jects’ (1) judgments of the degree of success shown by standard stimulus
persons, (2) responses on standard tests of personality, and (3) test-retest
reliabilities of personality tests. In Part II of this book, Chapter 12, dealing
with the effects of early data returns, will give the details. Briefly, for now,
26 experimenters administered the photo-judging task to a total of 115
female subjects. Half the experimenters were led to expect that their
subjects would see the stimulus persons as successful and half were led
to expect their subjects to see the stimulus persons as unsuccessful. Accom-
plices were trained to rate the photos sometimes as of successful people and
sometimes as of unsuccessful people. Regardless of their initial expectancy,
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half the experimenters had their expectancies confirmed and half had their
expectancies disconfirmed by their first two subjects who were the accom-
plices. That is, half of the experimenters who were expecting ratings of suc-
cess (+5) obtained ratings of success, while the other half obtained
ratings of failure (—S5). Half the experimenters expecting ratings of
failure (—5) obtained such ratings, and the other half obtained ratings of
success (+4-5) from their “subjects.” Subsequently, when the experimenters
contacted real subjects, the mean rating of the photos obtained by experi-
menters whose expectations had been confirmed was —1.55; that obtained
by experimenters whose expectations had been disconfirmed was —0.79
(p = .05). It may be that the confirmation of expectancies gave added
confidence to these experimenters, a confidence reflected in a more pro-
fessional, assured manner. Earlier, data were presented that suggested that
such a more professional, prestigious experimenter was likely to obtain
ratings of the photos as being of more unsuccessful people.

Before and after the experiment, subjects were tested with the Taylor
Manifest Anxiety Scale and the Marlowe-Crowne Social Desirability Scale.
Whether their experimenter had his initial expectations confirmed or dis-
confirmed did not affect subjects’ level of anxiety. However, subjects whose
experimenters had their expectancies confirmed showed a significant increase
in their social desirability scores compared to the subjects whose experiment-
er’s expectancies had been disconfirmed (p < .05). It can again be
hypothesized that confirmatory responses increased the experimenter’s
self-confidence, leading to his behaving in a more professional manner. In
the section dealing with the effects of experimenter status, we saw that
increases in status and authority on the part of the experimenter lead to a
greater degree of propriety in the responses he obtains from subjects. That
seems to be what happened in this experiment as well.

Changes in test scores is a different matter from changes in test
reliability. All subjects may earn higher or lower scores on a retest
without the retest reliability being affected. The retest reliability of the
subjects’ scores on the social desirability scale was not affected significantly
by the confirmation or the disconfirmation of their experimenter’s expecta-
tion, though there was a slight decrease when the experimenter’s hypothesis
had been disconfirmed (r = .74 vs. r — .66). When their experimenter’s
expectation had been disconfirmed, the reliability of subjects’ anxiety scores
was lower (r = +-.80) than when their experimenter’s expectation had been
confirmed (r = +.90, p of difference = .06). It is interesting to speculate
on the possibility that the behavior of a more self-confident experimenter is
such as to increase the retest reliability of his subjects’ test scores. It may be
that the general retest-taking set provided by such an experimenter is one
for consistency of performance. This set could operate in spite of a general
tendency for the experimenter’s manner to affect subjects’ retests uniformly,
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with the result being like that of adding a constant to an array of scores.
Such a constant does not, of course, affect the correlation coefficient.

As mentioned, in experiments employing accomplices whose task it is
to influence the interviewer, or the examiner, or the experimenter, it is
sometimes useful to regard the accomplice as the experimenter and the
data collector or clinician as the subject. In the experiment under discussion,
the accomplices may be regarded as experimenters of a kind, since they
were making the programmed responses. So, too, were the experimenters,
but their behavior in carrying out the directions of the experiment could
vary, within limits, without their being regarded as incompetent experiment-
ers who were “spoiling” the experiment. There is no direct measure of the
experimenters’ behavior in this experiment, as it was not filmed, but there
is good evidence that their behavior affected the performance of the
accomplices. It will be remembered that half the time accomplices were
to give +5 and half the time —5 responses to the photos presented by
their experimenters. Sometimes these responses confirmed the experi-
menter’s expectancy, sometimes they disconfirmed it. Accomplices did not,
of course, know that they were confirming or disconfirming by their re-
sponses, or that the experimenters had any expectancy at all. All accom-
plices came close to giving their target ratings of +5 or —5 when
considering that the photos’ standardized value was approximately zero.
The mean rating given (disregarding signs which, of course, were not disre-
garded by the accomplices) by accomplices in the four conditions described
was 3.99, or about one scale unit too close to the neutral side of the scale of
success or failure (¢ = .27). Table 6-4 shows the mean absolute ratings

TABLE 6—4

Distance from Target Values of Ratings Made by
Accomplices

Experimenter's Expectanc
pe P y

+5 -5
Confirmation +.29 -1.70
Disconfirmation +.63 +.78

given by accomplices to the experimenters of each of the four experimental
conditions. The means have been converted to standard scores. If the
numerical values given the experimenters had been equivalent in the four
cells, all standard scores would have been close to zero. As it was, the ac-
complices assigned at random to the experimenters expecting and receiving
ratings of the photos as failures gave ratings too close to the neutral end
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of the scale. In this they were significantly different from the accomplices
in the other three conditions (p < .02). It must be emphasized that only
the experimenters were given an expectancy and only the experimenters
experienced confirmation or disconfirmation. In some way, the experi-
menter’s behavior was such as to drive the accomplices’ ratings off the target
and into the direction of the neutral point if the experimenter expected and
obtained negative ratings from the accomplice-subjects. Because there was
no direct observation of the experimenter-accomplice interaction, the in-
terpretation is speculative. It may be that experimenters expecting subjects
to see failure in others feel sorry for such subjects. Under a hypothesis of pro-
jection, these subjects would be viewed as feeling themselves to be failures.
When the experimenters expecting failure perceptions from their subjects
have these expectancies disconfirmed, they need no longer feel sorry
for their subjects. However, when they learn from the accomplices in
the confirming condition that they do indeed see others as unsuccessful,
they may react with special warmth and friendliness to these subjects
suspected of feeling inadequate. This warmth, which has been shown to
increase the perception of success of others, may similarly influence the
accomplices in spite of the fact that they have learned a part to play
and, most likely, are quite unaware of being so influenced by the experi-
menters they believe to be their “marks” or “targets.” But if this interpre-
tation were sound, what about those accomplices who also rate photos
as unsuccessful for those experimenters expecting ratings of success? Would
we not expect the experimenters to be warmer, too, to these failure per-
ceivers? We would, ordinarily, but the effects of disconfirmation may be to
disconcert the experimenter so that he cannot be an effective “therapist” for
his unwilling and unneedful “client.”

From the evidence presented in this section, it seems clear that the
subject’s behavior can affect the experimenter’s behavior which, in turn,
may have further effects on the subject’s behavior. Each participant in the
interaction affects not only the other but himself as well. The effect on the
participant by the participant himself may be direct or indirect. It is
direct when he recognizes the response he has made, and this recognition
affects the probability of a subsequent response. It is indirect when his
response alters the behavior of the other participant in such a way that
the new response affects his own subsequent response. It makes no differ-
ence whether we speak from the viewpoint of the subject or of the experi-
menter. It makes no difference whether the experimenter is interacting with
a bona fide subject or an accomplice. Experimenters do not simply affect
subjects. Accomplices do not simply affect their targets. Subjects and
targets both “act back.”

Characteristics of the laboratory. Riecken (1962) has pointed out
how much there is we do not know about the effects of the physical scene
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in which an experimental transaction occurs. We know little enough about
how the scene affects the subject’s response; we know still less about how
the particular laboratory setting affects the experimenter. Riecken wondered
about the effect on his subjects of the experimenter’s white coat. Per-
haps that makes him more of a scientist in his subject’s eyes. Perhaps it
does and perhaps, too, it makes him more of a scientist in his own eyes. If
“clothes can make the man,” then perhaps, too, a laboratory can make a
scientist feel more the part. What impresses and affects the subject may
impress and affect the experimenter. Perhaps the most senior of the labo-
ratory directors is not susceptible to such effects. Even if he is not, how-
ever, we must ask what percentage of his laboratory’s data he himself
collects. It is perhaps more common for more data to be collected by less
senior personnel who might be affected by the status of the setting in which
they contact their subjects. So many psychology departments are housed in
“temporary” buildings with space shortages that one wonders about the
systematic effects possible if indeed the physical scene affected both subject
and experimenter.

There is evidence that subjects’ responses may be affected by the
“laboratory’s” characteristics. Mintz (1957) found that negative print
photos of faces were judged more energetic and more pleased in a “beauti-
fied” room, more “average” in an average room, and less energetic and
less pleased in an “uglified” room (p < .01). Observations of the two
experimenters who administered the photo-judging tasks suggested that
they, too, were affected by the rooms in which they conducted the ex-
periments. Not only were their own ratings of the photos affected by their
locale, but so too was their attitude toward the experiment and their be-
havior toward their subjects.

Some data collected together with Suzanne Haley show the effects of
laboratory room characteristics on subjects and possibly their effects on
experimenters’ behavior. The experiment required subjects to rate photos
of faces for degree of success experienced. There were 14 experimenters,
86 subjects, and 8 laboratory rooms. Experimenters and subjects were
assigned to rooms at random. Each room was rated by 13 experimenters
(not including the one who used that room) on the following four di-
mensions: (1) how professional the room was in appearance, (2) how
high the status was of the room’s characteristic user judging from the
physical appearance, (3) how comfortable the room was, (4) how disorderly
the room was. None of the room characteristics were significantly related
to the subjects’ ratings of the photos of faces. However, the characteristics
of the rooms were significantly related to a large proportion of the 26
ratings subjects made of their experimenter’s behavior. Table 6-5 shows the
correlations between the experimenters’ behavior as judged by their subjects
and the room characteristics of “professional” and “disordered.” The room
characteristic of “status of the user” is omitted since its correlation with
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TABLE 6—5
Experimenter Behavior and Characteristics of his
Laboratory
PROFESSIONAL DISORDERED
Variable Correlation P Correlation p
Talkative +.24 .03 +.08 -
Loud +.25 .02 +.09 -
Pleasant-voiced +.04 - +.19 .10
Expressive-voiced +.22 .05 +.09 -
Hand gestures +.32 .005 +.23 05
Arm gestures +.21 .05 +.11 -
Trunk activity +.17 - +.26 02
Leg activity +.31 .007 +.15 -
Body activity +.22 .05 +.21 .05
Expressive face +.32 .005 +.05 -
Encouraging +.12 - +.25 .02
Friendly +.19 .10 +.07 -
Relaxed +.20 .07 +.10 -
Interested +.16 - +.20 .07

“professional” was .98. The room characteristic “comfortable” is not listed
because only one of the 26 judgments of experimenter behavior reached
the .05 level. That one correlation showed the experimenters in more
comfortable rooms to have a less pleasant voice (r = —.24, p = .03). Be-
cause it occurred as the only significant relationship in a set of 26 correla-
tions, it is best mentioned and put aside.

When the room is a more professional-appearing locale for the ex-
perimental interaction, experimenters behave, or at least are seen as be-
having, in a more motorically and verbally active manner. They are seen
also to be somewhat more at ease and friendly. The pattern is not very
different when the laboratory is described as more disordered, and that
may be due to the substantial correlation of .41 between the professional-
ness and disorderedness of the lab. There is no way to be sure whether the
characteristics of the room affected only the subjects’ judgments of their
experimenters (as Mintz’s subjects judged photo negatives of faces dif-
ferently in different rooms) or whether experimenters were sufficiently
affected by their surroundings to have actually behaved differently. Both
mechanisms could, of course, have operated. If only the subjects’ percep-
tions were affected, that still argues that we take more seriously than we
have Riecken’s (1962) invitation to study the effects of the physical scene on
subjects’ responses. If the experimenter appears differently to subjects as a
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function of the scene, subjects might respond differently for him in some
experimental tasks, though in the present task of judging the success
of others they did not.

There is one thin line of evidence that the behavior of the experimenters
was, in fact, affected by the characteristics of the rooms to which they had
been randomly assigned. All experimenters were asked to state the purpose
of the experiment at its conclusion, in order that their degree of suspicious-
ness about the intent of the study might be assessed. In addition, their
written statements were assessed for the degree of seriousness with which
these graduate students appeared to take the experimenter role. Those
experimenters who had been assigned to a more disordered room were less
suspicious of the true intent of the experiment. The correlation obtained
was —.42, but with the small number of experimenters (14) this was not
statistically significant. How seriously the experiment was taken, however,
did appear related to the rooms to which they had been assigned. If the room
was more disordered, experimenters were more serious in their statements
about their perception of the intent of the experiment (r = 4-.39). In
addition, if the room was more comfortable, they were less serious in their
written statements (r — —.45). These two findings taken together are
unlikely to have occurred by chance, since the room characteristics of com-
fortable and disordered were positively correlated (r = 4-.32). The two
room characteristics together predicted the seriousness of subsequent written
statements with a multiple R of .73 (p < .02). Since the nature of the
experimenter’s room predicted his subsequent behavior, it seems more
reasonable to think that it might have affected his behavior during the ex-
periment as well. It is not too clear, however, why a more disordered, less
comfortable room should make the experimenters view the experiment
more seriously. Perhaps these graduate students, who were not in psy-
chology, felt that a scientifically serious business was carried on best in the
cluttered and severely furnished laboratory some of them may have
encountered in the psychology departments of colleges at which they were
undergraduates, and which seems to fit the stereotype of the scientist’s
ascetic pursuit of truth.

It seems, then, that the physical scene in which the subject interacts
with his experimenter may affect the subject’s response in two ways. First,
the scene may affect directly the subject’s response by making him feel
differently. Second, the scene may affect the experimenter’s behavior, which
in turn affects the subjects’ responses to the experimental task. Research on
the physical scene as an unintended determinant of the subject’s and
experimenter’s behavior is in its infancy. What data there are suggest
the wisdom of collecting more. '

The principal investigator. With more and more research carried out
in teams and groups, the chances are increasing that any given experimenter
will be collecting data not for himself alone. More and more, there is a
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principal investigator to whom the experimenter is responsible for the data
he collects. The more enduring personal characteristics of the principal in-
vestigator as well as the content and style of his interaction with the
experimenter can affect the responses the subjects give the experimenter.
In telling of the effects of the subjects’ responses on the experimenter’s
behavior, an experiment was mentioned in which the expectation of the
experimenter was confirmed half the time and disconfirmed half the time.
In that same experiment, two other variables were studied, both relating
to the effects of the principal investigator on the data obtained by the
experimenters. One of these variables was the affective tone of the re-
lationship between experimenter and principal investigator; the other was
the individual differences between principal investigators. After the experi-
menters contacted their first few subjects (who were actually accomplices)
they were given feedback by one of two principal investigators on how
well they had done their work as experimenters. Half the experimenters
were praised for their performance, half were reproved. Each of two
principal investigators contacted half of the 26 experimenters and ad-
ministered praise and reproof equally often. When the experimenters had
been praised before contacting their real subjects, those subjects rated
photos as being of more unsuccessful people (mean = —1.60) than
when experimenters had been reproved (mean = —.74, p < .05). When
experimenters had been either praised or reproved by one of the principal
investigators, their subjects subsequently rated people as less successful
(mean = —1.57) than when experimenters had been either praised or
reproved by the other principal investigator (mean = —.78, p < .05).
Both the kind of person the principal investigator is, as well as the content of
his interaction with the experimenter, affect the responses subjects give
their experimenter. Praising an experimenter (and contact with a certain
type of principal investigator) may have the same effect on his behavior
toward his subjects that confirming his expectation does. He feels, and
therefore acts, in a more professional, self-confident manner, a pattern
of behavior already shown to lead to ratings by subjects of others as less
successful. A reminder is in order that we do not know the reasons for this
reaction on the part of subjects to a more professional, confident, higher
status experimenter. It has been suggested earlier that, in a military or an
academic setting, a higher status experimenter may evoke more negative
feeling which is displaced onto the stimulus persons. In the military setting,
negative feeling toward an officer may be well institutionalized. In the
academic setting, the higher status or more professional-acting experi-
menter may be seen as a more effective “poker and pryer” into the mind
of the subject (Riecken, 1962); he is, therefore, more to be feared. It may
even be that undergraduate subjects “know” or intuit something of Freud’s
concept of projection and feel that if they see too much success in photos
they will be regarded as immodest by the higher status experimenter. As



Situational Factors 103

already shown, “proper” responses are more often given to data collectors
of higher status in both laboratory and field research.

In the experiment described, subjects had been tested for anxiety and
social desirability before and after the experiment. There were no effects on
subjects’ social desirability scores associated with which of the two principal
investigators had contacted their experimenter early in the experiment.
However, subjects whose experimenters had been either praised or reproved
by one of the principal investigators showed a significantly greater increase
in anxiety over the course of the experiment than did subjects whose
experimenters had earlier been contacted by the other principal investigator
(x> =1.71,p < .01).

There is additional evidence of the effect of the principal investigator
on the data obtained by his research assistants. In this experiment there
were 13 principal investigators, each of whom was randomly assigned
two research assistants (Rosenthal, Persinger, Vikan-Kline, & Mulry,
1963). Before the principal investigators received their “research grants,”
which allowed them to hire their research assistants, they had themselves
served as experimenters in the person perception task. The principal in-
vestigators’ scores on the Taylor Anxiety Scale correlated significantly
with their subjects’ ratings of the success of others (tho = 4-.66, p = .03).
Remarkably enough, the principal investigators’ anxiety also predicted
the photo ratings their assistants obtained from their different sample of
subjects (tho = +.40, p < .07). In “real-life” research situations, such a
correlation could be enhanced by the possibility that principal investigators
employ research assistants who are similar to themselves in personality. A
correlation between an attribute of the principal investigator and his as-
sistant’s obtained data could then be nothing more than the effect of the
assistant’s personality on the subject’s response. This has been well
established by now and is not so intriguing. In the study described, how-
ever, assistants were assigned at random to their principal investigator. The
correlation between the principal investigator’s anxiety level and that of
his assistants was only .02. Therefore, it must be that the nature of the
principal investigator’s interaction with his assistants altered their behavior
in such a way as to affect their subjects’ responses. The principal in-
vestigator affected the subject by affecting the data collector. It should be
emphasized that the principal investigator never even saw the subjects who
had been assigned to his research assistants.

In this same experiment, there was no effect of the principal investi-
gator’s need for social approval on the photo ratings obtained by his as-
sistants, although that correlation (—.16) was in the same direction as
that between the principal investigator’s need for approval and his own
subjects’ perception of the success of persons pictured in photos (—.49).
Finally, the correlation between the average “success” ratings obtained by
any principal investigator and those obtained by his own research assistants
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from a different sample of subjects was .38, which, for the sample of 13
principal investigators, was not significant. Omitting the three female
principal investigators raised this correlation to +.75, p < .02, suggesting
a possible interaction effect. Table 6-6 shows that such an interaction did
occur. The mean photo ratings of success, in standard score form, obtained

TABLE 6—6

Experimenters’ Data as a Function of Data Obtained
by Their Male and Female Principal Investigators

PHOTO RATINGS OBTAINED
BY PRINCIPAL

INVESTIGATORS

Success Failure Difference t p
f,f?’l‘N%fp aL Moo +63 -S54 417 2.09 .07
PRINCIPAL o Female  -131 1122 253 238 .05

Difference +1.94 -1.76 3.70
t 2.07 2.35 3.12
p .08 .05 .02

by the experimenters are shown separately for those whose principal investi-
gators had themselves obtained mean ratings of either success or failure
from their own subjects. When the principal investigator was a male, his
assistants obtained ratings significantly similar to those he had obtained.
When the principal investigator was female, the assistants obtained data
significantly opposite to the data she had obtained. The sample of female
principal investigators, especially, is small but the data are clear. The
responses a subject gives his experimenter depend not only, as we saw much
earlier, on the sex of the experimenter, but on the sex of his experimenter’s
principal investigator as well.

Finally, there is an experiment in person perception in which, after
training the experimenters, the principal investigators called their attention
to the fact that only if they followed proper experimental procedures could
the experimenters expect to obtain the results desired by the principal in-
vestigators (Rosenthal, Persinger, Mulry, Vikan-Kline, & Grothe, 1964b).
There were 15 male experimenters who conducted the person perception
experiment with a total of 60 female subjects. Those eight experimenters
whose principal investigators had made them self-conscious about their pro-
cedure obtained ratings of persons as significantly less successful (mean —
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—.57) than did experimenters who had not been made self-conscious
(mean = +4.37, p < .06), A subsample of the interactions had been
filmed so that there were clues available as to how the more self-conscious
experimenters might have behaved differently toward their subjects so as
to obtain judgments of others as being more unsuccessful. The observations
again come from three groups of observers. One group had access to the
film and sound track, one group saw the film but did not hear the sound
track, and one group heard only the sound track. None of the observations
made by this last group of observers was related to the experimentally cre-
ated self-consciousness of the experimenters.

During the brief preinstructional transaction, observers who saw only the
film found a tendency for more self-conscious experimenters to behave more
dominantly (r = 4.41, p < .10). When the sound track was added to the
films, these experimenters, who had been “put on the spot” by the principal
investigators, were judged less relaxed (r = —.45, p = .06) and less
courteous (r = —.40, p < .10). During the instruction-reading period, as
Table 6-7 shows, the behavior of the more procedure-conscious experi-

TABLE 6—7

Instruction-Reading Behavior as a Function of Pro-
cedure Consciousness Induced by Principal Investi-

gators

OBSERVATION CHANNELS

Sound Films Silent Films
Variable r P r )
Likable -.45 .06 -41 .10
Courteous -43 .07 =15 -
Interested -07 - -40 .10
Slow-speaking -.43 .07 - -
Honest -.42 .08 -.58 .01

menters was judged less likable from observing the films with or without
the sound track. They were judged less courteous only when their tone of
voice could be heard, less interested only when their tone could not be
heard. Judged to be more slow-speaking from the observation of the sound
film, that was not the case from a hearing of the sound track alone. Al-
though the addition of information via a different sense modality does not
always add usable information, it sometimes does, even when we would not
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expect it to. Finally, we note that more self-conscious experimenters are
judged less honest. So the picture we have is of the principal investigator’s
admonition affecting the experimenter’s behavior by making him less likable,
less courteous in tone, faster speaking, and more “dishonest,” by which is
meant, probably, more subtly “pushy” or influential. (The particular subtle
influence they were probably exerting on their subjects will be discussed
later on in Part II. It has to do with the expectancy for particular responses
from the subject.) In an earlier chapter, that which dealt with observer
effects, we saw that subjects, as well as observers, could be quite sensitive
to the “bias” of the experimenter and were likely to code this information
into the category of “honesty.” The general behavior shown by these experi-
menters is, as we have seen earlier, that kind of behavior which leads often,
but not always, to subjects’ responding with more negative ratings of the
success of the stimulus persons.

The results of the last three studies described show that the interaction
with the principal investigator can affect the experimenter’s interaction
with his subjects and, thereby, the responses he obtains from them. The pre-
cise direction of the effect, however, seems difficult to predict. In the first
study described, the principal investigator’s reproof led to the experimenter’s
obtaining ratings of others as more successful. In the second study, the more
anxious the principal investigator was, the more successful were the percep-
tions of others obtained by his research assistants. An anxious principal
investigator may affect the experimenter as a reproving one, so these two
studies are not inconsistent. However, we cannot assume that the more
anxious principal investigator simply made the experimenter more anxious
and that this altered anxiety level affected the subjects so that they per-
ceived more success in others. It must be remembered that in the discussion
of the effects of experimenters’ anxiety, one study showed that more anxious
experimenters obtained ratings of others as more successful but another
study showed the opposite effect.

In the third experiment, the only one in which we could see what
happened in the experimenter-subject interaction, experimenters who were
made more conscious of their procedures by their principal investigators
obtained ratings of the stimulus people as less successful. The opposite
result, although less intuitively appealing, would seem to have been more
consistent with the results of the other two studies. More self-conscious
experimenters should perhaps have been somewhat like reproved ones or
like those in contact with an anxious principal investigator. We are left
with little confidence that we can predict the specific effect on subjects’
responses from a knowledge of the nature of the experimenter’s interaction
with the principal investigator. We can have considerable confidence, how-
ever, that the nature of the interaction between experimenter and principal
investigator can affect the subjects’ responses in some way.

Not all the evidence for this assertion comes from the person percep-
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tion experiment. Mulry’s experiment (1962) called for the experimenters
to administer a pursuit rotor task to their subjects. Experimenters had
been trained to administer this task by having themselves serve as sub-
jects for the principal investigator. Half the experimenters were told by
the principal investigator that they were very good at the perceptual-motor
skills involved. Half the experimenters were led to believe their own per-
formance was not a good one. There was no effect of this feedback on the
performance of the experimenters’ subjects. However, experimenters who
had been complimented by their principal investigator were perceived
quite differently by their own subjects than were the less fortunate experi-
menters. Complimented experimenters were seen to behave in a more inter-
ested (r = +.31, p = .01), more enthusiastic (r = +.24, p = .05), and
more optimistic (r = +.29, p = .02) manner. From this it seems that even
though the behavior of the experimenter is affected by his interaction with
the principal investigator, that does not always affect the subject to respond
differently. The next, and final, study to be considered shows an instance
in which it does (Rosenthal, Kohn, Greenfield, & Carota, 1966).

The experimental task was a standard one for studies of verbal condi-
tioning. Subjects constructed sentences and, after the establishment of a
basal level, were reinforced by the experimenter’s saying “good” whenever
first-person pronouns were employed. There were 19 experimenters who
contacted a total of 60 subjects. Before the experiment began, the principal
investigators gave experimenters indirect and subtle personal evaluations.
Half the experimenters were evaluated favorably, half were evaluated un-
favorably. Within each of these conditions, half the evaluations dealt with
the experimenter’s intelligence, half with his influenceability. Thus, half the
favorably evaluated experimenters were subtly informed that they were
regarded as very intelligent by the principal investigators; half were evalu-
ated as resistant to manipulation by others. Unfavorably evaluated experi-
menters were led to believe they were regarded by the principal investigators
as either less intelligent or more manipulatable by others.

Experimenters who felt more favorably evaluated by their principal

TABLE 6—8

Conditioning Obtained by Experimenters as a Func-
tion of Their Principal Investigator’s Evaluation

EVALUATION
Attribute Favorable Unfavorable Difference t p
Intelligence 3.0 1.3 1.7 1.89 .10

Influenceability 3.1 0.8 2.3 2.56 .03
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investigators were significantly more successful at obtaining increased use
of first-person pronouns by their subjects. Table 6-8 shows the mean in-
crease in the number of such words emitted from the operant level to the
end of the experiment. There was no difference in the magnitude of the
effect associated with the particular attribute evaluated. All ten of the ex-
perimenters who felt favorably evaluated obtained an increase in their
subjects’ use of the reinforced words (p = .001), but only five of the nine
who felt unfavorably evaluated obtained any increase (p = 1.00).

An interesting additional finding was that even during the operant
level of responding, before any reinforcements were provided, experimenters
obtained a greater number of first-person pronouns (mean = 9.8) when
their principal investigator’s evaluation was favorable than when it was
unfavorable (mean = 8.3, p = .10). This was not an artifact based on a
relationship between the operant level and the operant to terminal block
increase. The correlation between operant level and conditioning score
was only —.10. Perhaps an experimenter who feels favorably evaluated by
his supervisor makes his subjects more willing to make up more personal
statements, quite apart from being a more effective reinforcer.

In this study, subjects were asked to describe their experimenter’s
behavior in a series of 28 rating scales. Table 6-9 shows the larger correla-

TABLE 6—9

Experimenters’ Behavior as a Function of Favorable
Evaluation by Their Principal Investigator

Variable Correlation p
Casual +.33 .01
Courteous +.27 .05
Pleasant +.24 .08
Expressive-voiced +.24 .08
Trunk activity -.26 .05

tions between subjects’ observations of the experimenter’s behavior and the
favorableness of his evaluation by the principal investigator. The correla-
tions are what we would expect. Feeling more favorably evaluated, the
experimenter is less tense and more pleasant, and these characteristics
could reasonably make him a more effective reinforcer and a person for
whom more “personal” (i.e., first person) sentences are censtructed.
Earlier, the inconsistency of the effect of a principal investigator’s inter-
action with the data collector on the subject’s response was noted. It is
interesting, however, that in those three studies in which the experimenter’s
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behavior was observed, either by the subjects themselves or by external
observers of the sound films, the results do show a certain consistency.
Experimenters who, in their interaction with the principal investigator, were
made to feel (1) less self-conscious, (2) more successful at the experi-
mental task, and (3) more intelligent or less manipulatable, all seemed to
behave toward their subjects in a more positive, likable, interpersonal style.
In two of these three experiments, all employing different tasks, this be-
havior on the part of the experimenter probably affected the responses of
the subjects in their performance of the experimental tasks.

CONCLUSION

From all that has been said and shown it seems clear that there are a
great many variables that affect the subject’s response other than those
variables which, in a given experiment, are specifically under investigation.
The kind of person the experimenter is, how he or she looks and acts, may
by itself affect the subject’s response. Sometimes the effect is a direct and
simple one, but sometimes, too, the effect is found to interact with subject
characteristics, task characteristics, or situational characteristics.

Not only the kind of person the experimenter “is” but the things that
happen to him before and during the experiment affect his behavior in such
a way as to evoke different responses from his subjects. The subject’s be-
havior may have feedback effects on his own subsequent behavior not only
directly but also by changing the experimenter’s behavior, which then alters
the subject’s response.

The room in which the experiment is conducted not only may affect
the subject’s response directly but may affect it indirectly as well, by also
affecting the behavior of the experimenter as he interacts with his subject.
Such a change in experimenter behavior, of course, alters the experimental
conditions for the subject.

The experimenter and the subject may transact the experimental busi-
ness as a dyad, but often there is, in effect, a triadic business. The non-
present third party is the principal investigator, who, by what he is, and
what he does, and how he does it in his dyadic interaction with the experi-
menter, indirectly affects the responses of the subject he never comes to
meet. He changes the experimenter’s behavior in ways that change the sub-
ject’s behavior.

Of all the possible variables associated with the experimenter, only
those have been discussed for which enough evidence has been accumulated
that we may say these often make a substantial difference. Probably they
make less of a difference where the phenomena under investigation are
very robust. There are experiments in psychophysics, learning, and psy-
chopharmacology in which the average obtained responses may be only
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trivially (even if “significantly” in the statistical sense) affected by the
experimenter’s attributes. Increasing dosages of ether are more likely to
produce unconsciousness, regardless of the attributes of the experimenter,
though the shape of the curve may be altered by his unique characteristics
and behaviors. Most of the behavioral science research carried out today
is of the “50 subjects, p = .01” type. That means, of course, accounting for
something like 13 percent of the variance in subjects’ responses from a
knowledge of our treatment conditions or a reduction in predictive errors
of about 6 percent. Because the effects of our independent variables, though
unquestionably “real,” are usually so fragile, we must be especially con-
cerned about the effects of experimenter attributes.

The methodological implications of the experimenter effects discussed
will be treated more fully in Part III. Only a few points need be mentioned
here. First, very little has been said so far about the effects of experimenter
attributes on the “results of research.” Generally the wording has been
in terms of effects on the subject’s response. Such effects may alter the
the “results of research,” but they may not. In that research which seeks
to estimate a population mean from the mean of a sample, experimenter
effects do change the “results of research.” Examples include much of the
work performed by survey research organizations. If we want to estimate
the average degree of favorableness to a national policy, a well-dressed,
high-status-appearing, older gentleman is likely to draw responses different
from those obtained by a more shabbily dressed, bearded young man
presumed to be from a nearby college. If we want to standardize a new
test—i.e., estimate the national mean and standard deviation—or do sex
behavior surveys, the results may be affected directly by the experimenter’s
effects on his subjects’ responses. But much, perhaps most, psychological
research is not of this sort. Most psychological research is likely to involve
the assessment of the effects of two or more experimental conditions on
the responses of the subject. If a certain type of experimenter tends to
obtain slower learning from his subjects, the “results of his experiment”
are affected not at all so long as his effect is constant over the different con-
ditions of the experiment. Experimenter effects on means do not necessarily
imply effects on mean differences.

In the survey research or test standardization type of research, the
data tend to be collected by many different interviewers, examiners, or
experimenters. We may be fortunate, and in the given sample of data
collectors the various effects due to their characteristics or experiences may
be canceled out. However, they may not be, as when there is a tendency
for the data collectors to be selected on strict criteria, implicit or explicit, in
such a way that the N different experimenters are more nearly N times the
same experimenter. There will be more to say about this in Part III.

In the laboratory experiment, the effect of a given experimenter at-
tribute or experience may interact with the treatment condition. We have
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seen earlier that this does happen when the experimenter is aware, and
usually he is, which subjects are undergoing which different treatments.
To use two experimenters, one for each treatment condition, of course,
confounds any effects of the experimenter with the effects of the treatments,
so that an assessment of treatment effects is impossible. Any method that
makes it less likely that experimenter effects will interact with treatment
conditions would reduce our problem of assessing adequately the effects
of our treatment conditions. More will be said of this in Part III, but for
now, the not very surprising conclusion is that for the control of the effects
of experimenter attributes, as for the control of the other effects discussed
in earlier chapters, we must rely heavily on the process of replication.
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Experimenter Modeling

In this chapter the discussion will turn to an “attribute” of the
experimenter which, like those considered just before, is also defined in
terms of the particular experiment being conducted. That attribute is the
performance of the experimenter himself of the same task he sets his sub-
jects. For some experiments, then, this experimenter attribute will be a more
enduring characteristic, such as intelligence or authoritarianism. For other
experiments, this attribute will be a less enduring one, such as an opinion
on a timely public issue, though such less enduring attributes may often be
related to more enduring ones. When there is a significant relationship
between the experimenter’s own performance of the particular task he
requires of his subjects and the performance he obtains from his subjects,
we may speak of an experimenter’s “modeling” effect. The evidence for
this effect comes from the literature of survey research, clinical psychology,
and laboratory experiments.

SURVEY RESEARCH

In the area of survey research, many investigators have assessed the
effect of the interviewer’s own opinion, attitude, or ideology on the re-
sponses obtained from respondents. The basic paradigm has been to ask
the interviewers who are to be used in a given project to respond to the
questionnaire themselves. The responses these interviewers subsequently
obtain from their respondents are then correlated with their own responses.
The correlation obtained becomes the estimate of opinion bias or ideology
bias. The interpretation of such a correlation is not, however, always
straightforward. If interviewers are allowed any choice in the selection of
interviewees, they may simply be selecting like-minded respondents. If
interviewers are not allowed any choice in interviewee selection but re-
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spondents are not randomly assigned to interviewers, the same problem may
result. Thus, if interviewers are each assigned a sample of respondents
from their home neighborhoods, the opinions of interviewers and respond-
ents are likely to come precorrelated, because opinions are related to
neighborhoods. If, however, respondents are randomly assigned to inter-
viewers, and if errors of observation, recording, and coding can be
eliminated, at least statistically, the resulting correlation between inter-
viewers’ opinions and their respondents’ opinions provides a good measure
of modeling effects. Evidence for the phenomenon of interviewer modeling
effects has been discussed and summarized elsewhere (Hyman et al., 1954;
Maccoby & Maccoby, 1954). Here it will do to note that, in some of the
many relevant studies, modeling effects were found to occur and in others
they were found either to occur not at all or only trivially. Where modeling
effects have been found, they have ordinarily been positive. That is, the
subjects’ responses have tended to be similar in direction to those of the
interviewer. In a minority of cases, however, the effects of the interviewer’s
own opinion or ideology have been negative, so that subjects responded in
a direction significantly opposite to that favored by the interviewer him-
self (Rosenthal, 1963b).

An early study by Clark (1927), while not definitive, is illustrative of
positive modeling effects. Two interviewers inquired of 193 subjects how
much of their time was devoted to various daily activities. One of the
interviewers was more athletically inclined than the other, and he found
that his subjects reported a greater amount of time spent in athletic
activities than did the subjects contacted by the less athletic interviewer.
It is possible that the sampling problems mentioned or observer, recorder,
or interpreter effects accounted for the obtained modeling effect. It seems
equally reasonable to think that in the presence of the interviewer ap-
pearing and behaving more athletically, the respondents actually gave
more athletic responses. Perhaps while in this interviewer’s presence they
were better reminded of the athletic activities in which they did engage.
Or it could also have been that it seemed to respondents more “proper” to
be more athletic in interaction with an athlete from a college campus. On
many campuses, an athlete is attributed a higher status, and we have seen
in our discussion of this attribute that subjects do tend to give more
“proper” responses to higher status data collectors.

A more recent study reported by Hyman is equally interesting (1954).
The data were collected by the Audience Research Institute in 1940.
Respondents were given a very brief description of a proposed motion
picture plot and were asked to state whether they would like to see
such a movie. There were both male and female interviewers to contact
the male and female subjects. Responses obtained by interviewers depended
significantly (p < .005) on their sex and, perhaps, on the respondent’s
inference of what movies the interviewers would, because of their sex,
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themselves enjoy. One of the film plots described was that for “Lawrence
of Arabia.” When male and female subjects were asked about this film
by interviewers of their own sex, male subjects were 50 percent more
often favorable to the film than were female subjects. However, when the
interviewer was of the opposite sex, male subjects responded favorably only
14 percent more often than female subjects. It appeared plausible to
reason that subjects responded by “preferring” those movies which, judg-
ing from the sex of the interviewer, they thought would be preferred by
them.

It is interesting to raise the question of whether subjects of field
research or laboratory research tend, in general, to respond in such a way
as to reduce the perceived differences between themselves and the data
collector with whom they interact. No answer is available to this question
at the present time, and surely it is highly oversimplified, as an assertion.
It may, however, be a reasonable one if both the participants’ attributes
and the nature of the data collection situatién are considered. From all
we seem to know at present, these factors are all likely to interact with the
subject’s motives to be less different from the data collector. Two sources
of such motives are obvious. One is the wish to be similar in order to smooth
the social interaction. The other is the wish to be more like a person who
very often enjoys, either continuously or at least situationally, a position of
higher status. To “keep up with” that Jones who is a data collector, one
must behave as one believes a Jones would behave in the same situation.

CLINICAL PSYCHOLOGY

It is often said of clinical psychological interactions that the clinician
models his patients somewhat after his own image. When the clinical inter-
action is the protracted one of psychotherapy it seems especially easy to
believe that such effects may occur. If it seemed plausible to reason that
subjects in research tended to respond as they believed the experimenter
would, then it is the more plausible to argue that such effects occur when
the “subject” is a patient who may have all the motives of the experimental
subject to respond in such a manner and, in addition, the powerful motive
of hope that his distress may be relieved. Graham (1960) reports an
experiment that is illustrative. Ten psychotherapists were divided into
two groups on the basis of their own perceptual style of approach to
the Rorschach blots. Half the therapists tended to see more movement
in the ink blots relative to color than did the remaining therapists, who
tended to see more color. The 10 therapists saw a total of 89 patients for
eight months of treatment. Rorschachs administered to the patients of the
two groups of therapists showed no differences before treatment. After
treatment the patients seen by the relatively more movement-perceiving



Experimenter Modeling 115

therapists saw significantly more movement themselves. Patients seen by
the relatively more color-perceiving therapists saw significantly more color
after treatment. This is exactly the sort of evidence required to establish
modeling effects in the psychotherapeutic relationship. There is, of course,
considerable literature on the effects of psychotherapy, and when changes
have been shown to occur, the behavior of the patient becomes more
like that of his therapist. This body of evidence is not directly relevant to a
consideration of modeling effects. The reason is that assuming therapists’
behavior to be more “normal” than their patients’, and defining patient
improvement as a change toward more normal behavior, it must follow
that patients change their behavior in the direction of their therapist’s
behavior when they improve. Therefore, evidence of the kind provided
by Graham is required. What must be shown is not simply that patients
become more like therapists, but that they become more like their own
particular therapist than does the patient of a different therapist.

Further evidence for modeling effects of the therapist comes from
the work of Bandura, Lipsher, and Miller (1959), who found that more
directly hostile therapists were more likely to approach their patients’
hostility, whereas less directly hostile therapists tended to avoid their
patients’ hostility. The approach or avoidance of the hostile material, then,
tended to determine the patient’s subsequent dealing with topics involving
hostility. Not surprisingly, when therapists tended to avoid the topic,
patients tended to drop it as well.

The work of Matarazzo and his colleagues has already been cited
(Matarazzo, Wiens, & Saslow, 1965) in connection with the effects
of the subject on his experimenter’s response. That, of course, was
material quite incidental to their interest in the anatomy of the interview.
The amount of evidence they have accumulated is compelling. It seems
Clear, as one example of their work, that increases in the speaking time of
the interviewer are followed by increases in the speaking time of the
cubjects, who in this case were 60 applicants for Civil Service employment.
Table 7-1 shows the increases and decreases in the average length of
subjects’ speaking time as a function of increases and decreases in the
interviewer’s speaking time. (The first column shows the target values the
interviewer was trying to achieve, by and large very successfully.) The
rank correlation between changes in the interviewer’s length of utterance
and his subjects’ changes in length of utterance was +.976 (p < .001). On
the average, subjects’ length of utterances are five or six times longer than
those of the interviewer. But clearly, from these data, patterns of be-
havior shown by the interviewer can serve as the blueprint for how the
subject should respond.

Similar results have been reported by Heller, Davis, and Saunders
(1964). There were 12 graduate student interviewers to talk with a total
of 96 subjects. Half the interviewers were instructed to behave in a
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TABLE 7—1

Subjects’ Changes in Duration of Speech as a Func-
tion of Interviewer’'s Changes (After Matarazzo,
Wiens, & Saslow, 1965, p. 199)

CHANGES IN SPEECH DURATION

Interviewer's

Target Interviewer Subject
+200% +204% +109%
+100 +94 +11
+100 +87 +93
0 +4 +2
0 0 -8
=50 -38 -43
-50 -48 -45
-67 —-64 =51

verbally more active manner, and half were instructed to be less active
verbally. During every minute of the 15 minutes recorded, subjects spoke
more if their interviewer had been more verbally active than if he had been
less verbally active. Subjects contacted by more talkative interviewers
spent about 16 percent more time in talk than did their peers assigned to
more laconic interviewers (p < .02). In another connection we cited the
work of Heller, Myers, and Vikan-Kline (1963). Now we need only a
reminder of their findings relevant to the present discussion. Friendlier
“clients” (experimenters) evoked friendlier interviewer (subject) behavior,
an example of positive modeling effects. More dominant “clients” evoked
less dominant interviewer behavior, an example not only of negative model-
ing effects but also of the fact that interviewers, and presumably also
experimenters, may sometimes be modeled by their “clients” or subjects
just as these are modeled by the interviewer or experimenter.

There is a sense in which the studies described so far are not true
examples of modeling effects, though they are relevant to a consideration
of such effects. The reason is that the therapists or interviewers were not
assessed at exactly the same task or performance at which their patients,
interviewees, or subjects were assessed, and not necessarily by the inter-
viewer himself. These studies have all been instructive, however, in showing
that the behavior of the interviewer along any dimension may affect the
analogous behavior of the subject, though we are still unsure of the
mechanisms by which these effects operate.

There is a difference, of eourse, in the degree of structure provided for
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therapists, interviewers, and experimenters as to how closely they must
follow a given program or plan. In all the studies described so far, the
clinicians were relatively free as to what they could say or do at any time.
In the studies by Matarazzo and his colleagues only the length of each
utterance was highly programmed, not the content of the utterance. In
the studies by Heller and his colleagues the degree of dominance and
friendliness was programmed into the stimulus persons, but they, too, were
free to vary other aspects of their behavior as they felt it to be required. Of
even greater relevance, then, to an understanding of the effects of the more
highly programmed experimenter is the study of the effects of the psy-
chological examiner. The manuals for the administration of psychological
tests are often as explicit as the directions given to a psychological experi-
menter in a laboratory. The reduced freedom of the examiner and of the
experimenter to behave as they would should reduce the magnitude of
modeling effects, or so it would seem.

One experiment employing psychological examiners, and bearing on
the consideration of modeling effects, was carried out by Berger (1954).
All eight of his examiners had been pretested on the Rorschach. After each
of the examiners had administered the Rorschach to his subjects, cor-
relations were computed between the examiners’ own Rorschach scores on
12 variables and the responses they had subsequently obtained from their
subjects. Two of the 12 variables showed a significant positive correlation
between the examiners’ scores and their subjects’ scores. Examiners who
tended to organize their percepts into those very commonly seen obtained
more such popular percepts from their subjects (rho = 4.86, p = .01).
Examiners who tended to use the white space of the ink blots more often,
obtained from their subjects a greater use of such white space (rho = +.80,
p =.03).

Another example of modeling effects in the more standard clinical
interaction of psychological testing comes from the work of Sanders and
Cleveland (1953). Again the Rorschach was the test administered. All
9 of the examiners were given the Rorschach, and they, in turn, admin-
istered the Rorschach to 30 subjects each. For each examiner and for
each subject a Rorschach anxiety score and a Rorschach hostility score
were computed. There was no relationship between the examiner’s own
anxiety level and the mean anxiety level reflected in the Rorschachs he
obtained. However, those three examiners whose own hostility scores
were highest obtained significantly higher hostility scores from their
subjects (mean = 16.6) than did those three examiners whose own
hostility scores were lowest (mean = 13.5, p < .05).

Two more informal reports conclude the discussion of modeling
effects found in clinical settings. Funkenstein, King, and Drolette (1957)
were engaged in a clinical experiment on reactions to stress in which it was
necessary to test patients. Typically, patients showed anger in their
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responses. However, one of the experimenters found himself filled with
doubts and anxieties about the studies undertaken. Every patient tested
by this experimenter showed severe anxiety responses. Finally, the
classic study of Escalona (1945) is cited to illustrate that the effects
under discussion do not depend on verbal communication channels. The
scene of the research was a reformatory for women in which the of-
fenders were permitted to have their babies. There were over 50 babies
altogether, and 70 percent of these were less than one year old. Part of the
feeding schedule was for the babies to be given orange juice half the time
and, on alternate days, tomato juice. Often the babies, many under four
months of age, preferred one of these juices but disliked the other. The
number of orange juice drinkers was about the same as the number of
tomato juice drinkers. The ladies who cared for the babies also turned out
to have preferences for either orange or tomato juice. When the feeders
of the baby disliked orange juice, the baby was more likely to dislike
orange juice. When the feeder disliked tomato juice, the baby similarly
disliked tomato juice. When babies were reassigned a new feeder who
preferred the type of juice. opposite to the one preferred by the baby, the
baby changed its preference to that of its feeder.

LABORATORY EXPERIMENTS

A number of laboratory studies mentioned earlier have suggested that
even in these somewhat more highly structured interactions, modeling effects
may occur. Thus Cook-Marquis (1958) found that high-authoritarian
experimenters were unable to convince their subjects of the value of
nonauthoritarian teaching methods. Presumably, such experimenters could
not convincingly persuade subjects to accept communications they them-
selves found unacceptable. Barnard’s work (1963) similarly suggested the
operation of modeling effects. He used a phrase association task and
found that subjects contacted by experimenters showing a higher degree of
associative disturbance also showed a higher degree of disturbance than did
subjects contacted by experimenters showing less such disturbance. Even
before such experiments had been conducted, F. Allport (1955) had sug-
gested that the experimenter might suggest to the subject, quite uninten-
tionally, his own appraisal of the experimental stimulus and that such
suggestion could affect the results of the experiment.

Similarly, in the area of extrasensory perception the work of Schmeid-
ler and McConnell (1958) has raised the question that the experimenter’s
belief in the phenomenon of ESP could influence the subject’s belief in ESP.
In this area of research such belief tends to be associated with performance
at ESP tasks. Subjects who believe ESP to be possible (*“sheep”) seem to
perform better than subjects who believe ESP to be impossible (“goats™).
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From this it follows—and perhaps this should be more systematically in-
vestigated—that experimenters who themselves believe in ESP may, by
affecting their subjects’ belief, obtain superior performance at ESP tasks
than do experimenters not believing in ESP.

Most of the research explicitly designed to assess the modeling effects
of the data collector has come from the field of survey research, some
has come from the area of clinical psychological practice, and, until very
recently, virtually none has come from laboratory settings. In part, the
reason for this may be the greater availability for study of the interviewers
of field research and even of clinicians compared to the availability for
study of laboratory experimenters. But that does not seem to be the whole
story. There is a general belief, perhaps largely justified, that the greater
“rough-and-tumble” of the field and of the clinic might naturally lead to
increased modeling and related effects. The behavior of the interviewer
and of the clinician is often less precisely programmed than the behavior of
the experimenter in the laboratory, so that their unintended influences on
their subjects and patients could come about more readily. In the laboratory,
it is often believed, these unintended effects are less likely because of the
more explicit programming of the experimenter’s behavior. The words “ex-
perimenter behavior” are better read as “instructions to subjects,” since this
is usually the only aspect of the experimenter’s behavior that is highly
programmed. Sometimes, when the experimenter is to play a role, he is
told to be warm or cold, and then other aspects of his behavior are more
programmed, but still not very precisely so. Of course, we cannot pro-
gram the experimenter so that there will be no unplanned influence on his
subjects. We cannot do this programming because we do not know precisely
what the behavior is that makes the difference—i.e., affects the subjects
to respond differently than they would if the experimenter were literally an
automaton. In the light of these considerations, we should not be too
surprised to learn that modeling effects may occur in the laboratory as
well as in the field and in the clinic. There is no reason to believe that even
with instructions to subjects held constant, experimenters in laboratories
cannot influence their subjects as effectively, and as unintentionally, as
interviewers in the field or clinicians in their clinical settings. Furthermore;
there is no reason to suppose that the interpersonal communication
processes that mediate the unintended influence are any different in the
laboratory than they are in the field, or in the clinic, or in interpersonal re-
lationships generally. At present, we must settle for an evaluation of the
occurrence of modeling effects in laboratory settings. For a full under-
standing of how these effects operate, we must wait for the results of re-
search perhaps not yet begun.

There is a series of nine experiments specifically designed to assess
the occurrence and magnitude of modeling effects in a laboratory setting.
This series of studies, conducted between 1959 and 1964, employed the
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person perception task already described. Subjects were asked to rate a
series of 10 or 20 photos on how successful or unsuccessful the persons
pictured appeared to be. In all nine studies, experimenters themselves rated
the photos before contacting their subjects. This was accomplished as part
of the training procedure—it being most convenient to train experimenters
by having them assume the role of subject while the principal investigators
acted in the role of experimenter. For each study, modeling effects were
defined by the correlation beween the mean rating of the photos by the
different experimenters themselves and the mean photo rating obtained by
each experimenter from all his subjects. The number of experimenters (and
therefore the N per correlation coefficient) per study ranged from 10 to 26.
The number of subjects per study ranged from 55 to 206. The number of
subjects per experimenter ranged from 4 to 20, the mean falling above
5. In all, 161 experimenters and about 900 subjects were included.

All experimenters employed in the first eight studies were either grad-
uate students or advanced undergraduate students in psychology or guid-
ance. In the last experiment, there were two samples of experimenters. One
consisted of nine law students, the other was a mixed group of seven graduate
students primarily in the natural sciences. Subjects were drawn from ele-
mentary college courses, usually from psychology courses, but also from
courses in education, social sciences, and the humanities. All of the experi-
ments were designed to test at least one hypothesis about experimenter
effects other than modeling effects—as, for example, the effects of experi-
menters’ expectancy. All studies, then, had at least two treatment con-
ditions, the effects of which would have to be partially transcended by
modeling effects.

Table 7-2 shows the correlation (rko) obtained in each of the nine
studies between the experimenters’ own ratings of the photos and the mean
rating they subsequently obtained from their subjects. The correlations are
listed in the order in which they were obtained so that the experiment listed
as No. 1 was the first conducted and No. 9 the last. There is a remarkable
inconsistency of obtained correlations, the range being from —.49 to +4-.65.
(Taken individually, and with the df based on the number of experimenters,
only the correlation of 4.65 [p < .001] differed significantly from zero
[at p <.10]. This correlation of +.65, obtained in experiment No. 2 was
not, however, available for closer study.) Employing the method des-
cribed by Snedecor (1956) for assessing the likelihood that a set of cor-
relations are from the same population, the value of x2 was 23.52 (df =9,
p = .006). The same analysis omitting the data from experiment No. 2
yielded x2 of 13.17 (df = 8, p = .11). It seems from these results that
in different studies employing the person perception task there may be
variable directions and magnitudes of modeling effects which, for any
single study, might often be regarded as a chance fluctuation from a popu-
lation correlation of zero. Disregarding the direction of the correlations
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TABLE 7—-2

Modeling Effects in Studies of Person Perception

Experiment Correlation N

1. Rosenthal and Fode (1963b) +.52 10
2. Hinkle (personal communication,

1961) +.65 24
3. Rosenthal, Persinger, Vikan-

Kline, and Fode (1963a) +.18 12
4. Rosenthal, Persinger, Vikan-

Kline, and Fode (1963b) +.31 18
5. White (1962) -.07 18
6. Rosenthal, Persinger, Vikan-

Kline, and Mulry (1963) -.32 26
7. Persinger (1962) -.49 12
8. Rosenthal, Persinger, Mulry,

Vikan-Kline, and Grothe

(1964a; 1964b) +.14 25
9. Haley and Rosenthal (unpublished,

1964) | -.18 9

Haley and Rosenthal (unpublished,

1964) 11 +.54 7

Total 161

which turned out to be negative surprisingly often, we see that the pro-
portions of variance in subjects’ mean photo ratings accounted for by a
knowledge of the experimenters’ own responses to the experimental task
varied from less than 1 percent to as much as 42 percent. Sometimes, then,
modeling effects are trivial, sometimes large, a finding consistent with the
results of the survey research literature. There the opinion of the interviewer
sometimes makes a difference and sometimes not. When there is a difference,
it is sometimes sizable, sometimes trivial.

Examination of Table 7-2 shows that for the first eight experiments,
there is a fairly regular decrease in the magnitude of the correlations obtained
(p < .05). The interpretation of this trend holding for the first eight studies
is speculative. Over the five years in which these experiments were con-
ducted, the probability would seem to increase that experimenters might
learn that they themselves were the focus of interest. This recognition may
have led to their trying to avoid any modeling effects on their subjects. By
trying too hard, they may have reversed the behavior that leads to positive



122 The Nature of Experimenter Effects

modeling effects in such a way that negative modeling effects resulted. In
a later chapter, dealing with the effects of excessive reward, some evidence
will be presented that suggests that such “bending over backward” does
occur.

The last study listed in Table 7-2 shows that, even within the same
experiment, the use of different samples of experimenters can lead to dif-
ferent directions and magnitudes of modeling effects. Among the nine
law students there were no large modeling effects, and the tendency, if
any, was for negative effects. Among the seven graduate students, who
were primarily in the physical sciences, the tendency was for larger and
positive, though not significant, modeling effects. The two correlations
could from statistical considerations alone have been combined, but
because it was known that these two samples differed in a number of
other characteristics, this was not done. The law student experimenters, for
example, themselves rated the photos as being of more successful people
(rpp = +.57, p < .05), and from their written statements of the purpose
of the experiment were judged more serious (r = +.62, p < .02) and less
suspicious that their own behavior was under study (r = —.74, p <.005).
This last finding argues somewhat against the earlier interpretation that as
experimenters were more likely to be suspicious of being studied they would
tend to bend over backward to avoid modeling their subjects.

The lawyers’ behavior during the experiment also seemed to be dif-
ferent from that of the mixed sample of graduate students. Table 7-3
shows the larger point biserial correlations between subjects’ ratings of their
experimenters and experimenters’ sample membership. The young at-
torneys were judged by their subjects to be friendlier and more active

TABLE 7—3

Experimenter Behavior Distinguishing Law Students
from Graduate Students

Variable Correlation p
Friendly +.37 .001
Pleasant +.26 .02
Likable +.23 .05
Interested +.30 .01
Pleasant-voiced +.43 .001
Loud +.24 .05
Hand gestures +.24 .05
Head activity +.27 .02

Leg activity +.30 .01
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and involved both vocally and motorically. It seems well established that,
at least for these particular samples, the lawyers and graduate students
treated their subjects differently; but there is nothing in the pattern of
differences to tell us how it may have led to differences in modeling effects.
Later, in Part II, we shall see that, if anything, this pattern of behavior is
associated with greater unintended effects of the experimenter, though those
effects are not of modeling but of the experimenter’s expectancy.

Among the first eight experiments there was one (No. 8) that had
been filmed. Unfortunately, this was an experiment that showed virtually
no modeling effects. Still it might be instructive to see what the behavior was
of experimenters who themselves rated the photos as being of more
successful people. At least in some of the studies such behavior may affect
the photo ratings of the subjects.

During the brief preinstructional period of the experiment, there was
little experimenter behavior from which one could postdict how he had
rated the success of photos of others. Those who had rated the photos as
more successful were judged from the film alone to behave less consistently
(r = —.40, p < .10) than those who had rated photos as of less successful
people. Such a single relationship could easily have occurred by chance,
however. During the instruction-reading phase of the experiment, ob-
servers who saw the film but heard no sound track judged more success-
rating experimenters as less enthusiastic (r = —.42, p — .08). These
experimenters were judged from the sound track alone to behave in a more
self-important manner (r = +.41, p < .10). Observers who had access

TABLE 7—4

Experimenter Behavior and the Perception of Success

of Others
Variable Correlation p
Personal -.42 .08
Interested -.40 .10
Expressive face —-.44 .07
Fast speaking +.51 .03

td both the film and sound track made the most judgments found to correlate
with the experimenter’s own perception of the success of others. Table 7-4
shows the larger correlations. Relatively more success-perceiving experi-
menters seemed less interested, less expressive, and faster speaking than their
less success-perceiving colleagues. Ordinarily we expect such behavior to
result in subjects subsequently rating photos of others as less successful, and
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if that had occurred there would have been a negative modeling effect. In-
stead, there was virtually none at all, a little positive if anything. In the study
conducted in collaboration with Haley, these general results were reversed.
At least as defined by subjects’ ratings, those experimenters who rated the
photos as more successful behaved in a more friendly (r = +.25, p = .02)
manner. We are left knowing only that the behavior of experimenters rating
photos as of more successful persons differs significantly, but not consist-
ently, from the behavior of less success-perceiving experimenters. Tritely but
truly put, more research is needed.

There is a more recently conducted experiment, in which the task
was to construct sentences beginning with any of six pronouns (Rosen-
thal, Kohn, Greenfield, & Carota, 1966). The procedures called for the
experimenter’s saying “good” whenever the subject chose a first-person
pronoun. But before these reinforcements began, subjects were permitted
to generate sentences without reinforcements, in order that an operant
or basal level could be established. Before experimenters contacted their
subjects, they, too, constructed sentences without receiving any reinforce-
ments. Modeling effects are defined again by a correlation coefficient, this
time between the experimenter’s operant level of choosing to begin sentences
with first-person pronouns and his subjects’ subsequently determined oper-
ant levels. This was the experiment, described earlier, in which the experi-
menters were subtly evaluated by their principal investigator. Half the
experimenters were evaluated on their intelligence, half on their influence-
ability. Within each of these groups half the experimenters were evaluated
favorably, half unfavorably. Table 7-5 shows the correlations representing
modeling effects for each of the four groups of experimenters. There was
a general tendency for experimenters who had been favorably evaluated

TABLE 75

Modeling Effects of Experimenters as a Function of
Their Principal Investigator’s Evaluation

EVALUATION
Attribute Favorable Unfavorable z difference p
Intelligence -.88* +.997** 3.58 .0005
Influenceability -.74 +.03 .98 —_
Mean -.81* +.52 2.24 .03

*p < .05
**p < .005
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to show negative modeling effects and for experimenters who had been
unfavorably evaluated, especially as to their intelligence, to show positive
modeling effects. (In the earlier discussion of the effects of evaluation by the
principal investigator, it was mentioned that, in this particular experiment,
the favorably evaluated experimenters were the ones who also obtained the
significantly greater amount of conditioning from their subjects).

The experiment under discussion and that conducted with Haley are
the only ones within which comparisons are made between different sets of
experimenters. The favorably evaluated experimenters of the one study, and
the lawyers of the other study, both showed negative modeling effects, and
both were evaluated by their subjects as more interpersonally pleasant. The
unfavorably evaluated experimenters and the natural scientists both showed
positive modeling effects and were both evaluated generally as less pleasant.
This consistency between the two studies was especially heartening in view
of the fact that the two studies employed different tasks, sentence construc-
tion in the one case, person perception in the other.

It may be that subjects evaluate as more pleasant those experimenters
who are not unintentionally influencing their subjects to respond as they
would themselves respond. Or it may be that experimenters who are “really”
more pleasant interpersonally, either characteristically or because they
have been made that way by their interaction with the principal investigator,
bend over backward to avoid modeling their subjects, while less favorably
evaluated experimenters and those characteristically less pleasant inter-
personally behave in such a way as to obtain positively modeled responses.
This interpretation can be applied to the series of person perception studies
which showed modeling effects to become more negative over time. In most
of these studies there were one or more principal investigators who were
involved with several of the studies. Perhaps as the principal investigators
gained more experience in conducting such experiments they became more
relaxed and pleasant toward the experimenters, so that, unintentionally,
experimenters of the later studies felt less tense and less “on the spot” than
experimenters of the earlier studies. Such unintentionally increased comfort
on the part of the experimenters in later studies could account for an in-
crease in their pleasantness toward their subjects, an increase that, in one
way or another, seems to lead to negative modeling effects.

From all the evidence considered, it seems sensible to conclude that
modeling effects occur at least sometimes in psychological research con-
ducted in field or laboratory. We find it difficult, however, to predict the
direction and magnitude of modeling effects. In survey research, they tend
usually to be positive but variable as to magnitude. In laboratory studies,
modeling effects are variable not only in magnitude but in direction as well.
The interpretation of the variability of direction of modeling effects that is
best supported by the evidence, though still not well established, is that a
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happier, more pleasant, less tense experimenter seems to model his subjects
negatively. The less pleasant, more tense experimenter seems to model his
subjects positively. Just why that should be is not at all clear.

Problems in the control of modeling and of related effects of the experi-
menter will be treated in Part III. One methodological implication follows
from the possible relationship between the direction of modeling and the
pleasantness of the experimenter’s behavior. If a pleasant experimenter
models negatively and an unpleasant experimenter models positively, then
perhaps a more nearly neutral experimenter models not at all. If research
were to show that this were the case, we could perhaps reduce modeling
effects either by the selection of naturally neutral experimenters or by in-
ducing more randomly selected experimenters to behave neutrally. If our
selection of experimenters were fairly random with respect to the charac-
teristic of pleasantness, and if we did not systematically change our as-
sistants’ degree of pleasantness in our interaction with them, we might hope
for the modeling effects of the more and less pleasant data collectors to
cancel each other out. Replication, therefore, is required for the assessment
and control of an effect of the experimenter.
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Experimenter Expectancy

The preceding chapters have dealt with the effects of various attributes
of the experimenter on the responses he obtains from his subjects. Some of
these attributes were quite stable (i.e., the sex of the experimenter) and
some were quite situational (i.e., the experiences the experimenter en-
countered while conducting his experiment). In this chapter, the discussion
turns to another “attribute” highly dependent on the specific experiment
being conducted—the expectancy the experimenter has of how his subjects
will respond. Much of the remainder of this book deals with this variable.
In Part II the emphasis will be on the experimental evidence that supports
the proposition that what results the experimenter obtains from his subjects
may be determined in part by what he expects to obtain. In Part III, the
empbhasis will be on various methodological implications of this proposition,
including what may be done to minimize the unintended effect of the ex-
perimenter’s expectancy.

The particular expectation a scientist has of how his experiment will
turn out is variable, depending on the experiment being conducted, but the
presence of some expectation is virtually a constant in science. The inde-
pendent and dependent variables selected for study by the scientist are not
chosen by means of a table of random numbers. They are selected because
the scientist expects a certain relationship to appear between them. Even in
those less carefully planned examinations of relationships called “fishing
expeditions” or, more formally, “exploratory analyses” the expectation
of the scientist is reflected in the selection of the entire set of variables
chosen for examination. Exploratory analyses of data, like real fishing ven-
tures, do not take place in randomly selected pools.

These expectations of the scientist are likely to affect the choice of the
experimental design and procedure in such a way as to increase the likeli-
hood that his expectation or hypothesis will be supported. That is as it
should be. No scientist would select intentionally a procedure likely to show
his hypothesis in error. If he could too easily think of procedures that would
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show this, he would be likely to revise his hypothesis. If the selection of a
research design or procedure is regarded by another scientist as too “biased”
to be a fair test of the hypothesis, he can test the hypothesis employing op-
positely biased procedures or less biased procedures by which to demon-
strate the greater value of his hypothesis. The designs and procedures
employed are, to a great extent, public knowledge, and it is this public
character that permits relevant replications to serve the required corrective
function.

In the behavioral sciences, especially, where statistical procedures are
so generally employed to guide the interpretation of results, the expectation
of the investigator may affect the choice of statistical tests. Unintentionally,
the investigator may employ more powerful statistical tests when his hy-
pothesis calls for his showing the untenability of the null hypothesis. Less
powerful statistics may be employed when the expectation calls for the
tenability of the null hypothesis. As in the choice of design and procedure,
the consequences of such an unintentional expectancy bias are not serious.
The data can, after all, be reanalyzed by any disagreeing scientist. Other
effects of the scientist’s expectation may be on his observation of the data
and on his interpretation of what they mean. Both these effects have already
been discussed in the opening chapters of this book.

The major concern of this chapter will be with the effects of the
experimenter’s expectation on the responses he obtains from his subjects.
The consequences of such an expectancy bias can be quite serious. Expect-
ancy effects on subjects’ responses are not public matters. It is not only
that other scientists cannot know whether such effects occurred in the ex-
perimenter’s interaction with his subjects; the investigator himself may not
know whether these effects have occurred. Moreover, there is the likelihood
that the experimenter has not even considered the possibility of such unin-
tended effects on his subjects’ response. That is not so different from the
situations already discussed wherein the subject’s response is affected by any
attribute of the experimenter. Later, in Part III, the problem will be dis-
cussed in more detail. For now it is enough to note that while the other
attributes of the experimenter affect the subject’s response, they do not
necessarily affect these responses differentially as a function of the subject’s
treatment condition. Expectancy effects, on the other hand, always do. The
sex of the experimenter does not change as a function of the subject’s treat-
ment condition in an experiment. The experimenter’s expectancy of how the
subject will respond does change as a function of the subject’s treatment
condition.

Although the focus of this book is primarily on the effects of a particu-
lar person, an experimenter, on the behavior of a specific other, the subject,
it should be emphasized that many of the effects of the experimenter, in-
cluding the effects of his expectancy, may have considerable generality for
other social relationships.
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That one person’s expectation about another person’s behavior may
contribute to a determination of what that behavior will actually be has been
suggested by various theorists. Merton (1948) developed the very appropri-
ate concept of “self-fulfilling prophecy.” One prophesies an event, and the
expectation of the event then changes the behavior of the prophet in such
a way as to make the prophesied event more likely. Gordon Allport (1950)
has applied the concept of interpersonal expectancies to an analysis of the
causes of war. Nations expecting to go to war affect the behavior of their
opponents-to-be by the behavior which reflects their expectations of armed
conflict. Nations who expect to remain out of wars, at least sometimes,
manage to avoid entering into them.

EXPECTANCY EFFECTS IN EVERYDAY LIFE

A group of young men, studied intensively by Whyte (1943), “knew
how well a man should bowl.” On some evenings the group, especially its
leaders, “knew” that a given member would bowl well. That “knowledge”
seemed predictive, for on such an evening the member did bowl well. On
other evenings it was “known” that a member would bowl poorly. And so
he did, even if he had been the good bowler of the week before. The group’s
expectancy of the members’ performance at bowling seemed, in fact, to
determine that performance. Perhaps the morale-building banter offered that
one who was expected to perform well helped him to do so by reducing
anxiety, with its interfering effects. The communication to a member that he
would do poorly on a given evening may have made his anxiety level high
enough to actually interfere with his performance.

Although not dealing specifically with the effects of one person’s ex-
pectancy on another’s behavior, some observations made at the turn of
the century by Jastrow (1900) are relevant. He tells of the bicycle rider
who so fears that he may fall that his coordination becomes impaired and he
does fall. “So in jumping or running and in other athletic trials, the enter-
tainment of the notion of a possible failure to reach the mark lessens the
intensity of one’s effort, and prevents the accomplishment of one’s best.”
We may disagree with Jastrow over his interpretation of the effects of ex-
pectancy on performance but that such effects occur seems well within
common experience. In these examples Jastrow did not specify that the ex-
pectancy of falling or of failing came from another person, but as we saw
in the example provided by Whyte, they often do.

Jastrow also gives the details of a well-documented case of expec-
tancy effects in the world of work. The setting was the United States Census
Bureau in 1890. The Hollerith tabulating machine had just been installed.
This machine, something analogous to a typewriter, required the clerks to
learn some 250 positions compared to the two-score positions to be learned
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in typing. All regarded the task as quite difficult, and Hollerith himself
estimated that a trained worker should be able to punch about 550 cards
per day, each card containing about 10 punches. It took two weeks before
any clerk achieved that high a rate, but gradually, the hundreds of clerks
employed were able to perform at even higher levels but only at great emo-
tional cost. Workers were so tense trying to achieve the records established
that the Secretary of the Interior forbade the establishment of any minimum
number of cards to be punched per day.

At this point two hundred new clerks were brought in to augment the
work force. They knew nothing of the work and, unlike the original group,
had no training nor had they ever seen the machines. These workers’ chief
asset was that no one had told them of the task’s great “difficulty.” Within
three days this new group of clerks was performing at the level attained
by the initial group after five weeks of indoctrination and two weeks of
practice. Among the initial group of workers, those who had been impressed
by the difficulty of the task, many became ill from overwork when they
achieved a level of 700 cards per day. Needless to say there was no such
illness among the group of workers who had no reason to believe the task
to be a difficult one. Within a short time, one of these new clerks was punch-
ing over 2,200 cards per day.

The effects on a person’s behavior of the expectancies others had
of that behavior is further illustrated in an anecdote related by the learning
theorist E. R. Guthrie (1938). He told how a shy, socially inept young
lady became self-confident and relaxed in social contacts by having been
systematically treated as a social favorite. A group of college men had ar-
ranged the expectancies of those coming in contact with her so that socially
facile behavior was expected of her. In a somewhat more scholarly report,
Shor (1964) showed that in automobile driving, one driver’s expectancy of
another’s behavior was communicated to that driver automotively in such
a way as to increase the likelihood that the expected behavior would occur.

Education is one of the socially most important areas of everyday life
in which expectancy effects have been regarded as central. With increasing
concern over the education of economically, racially, and socially disad-
vantaged children, more and more attention has been paid to the effect of
our expectancy of a child’s intellectual performance on that child’s per-
formance. MacKinnon (1962) put it this way: “If our expectation is that
a child of a given intelligence will not respond creatively to a task which
confronts him, and especially if we make this expectation known to the
child, the probability that he will respond creatively is very much reduced”
(p- 493). The same position has been stated also by Katz (1964), Wilson
(1963), and Clark (1963), who speaks of the deprived child becoming
“the victim of an educational self-fulfilling prophecy” (p. 150). Perhaps
the most detailed statement of this position is that made by the authors of
Youth in the Ghetto (Harlem Youth Opportunities Unlimited, Inc., 1964).
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In this report considerable evidence is cited which shows that the culturally
deprived child shows a relative drop in academic performance and IQ as he
progresses from the third to the sixth grade. Until recently, however, there
has been no experimental evidence that teachers’ expectations of a child’s
performance actually affect that performance. Now there are data that show
quite clearly that when teachers expect a child’s IQ to go up it does go up.
The effect is consistent, not always large, but sometimes very dramatic
(e.g., 20-point IQ gains). The data, not yet fully analyzed, were collected
in collaboration with Lenore Jacobson and will be reported fully elsewhere.

EXPECTANCY EFFECTS IN SURVEY RESEARCH

Perhaps the classic work in this area was that of Stuart Rice (1929).
A sample of 2,000 applicants for charity were interviewed by a group of 12
skilled interviewers. Interviewers talked individually with their respondents,
who had been assigned in a wholly nonselected manner. Respondents
ascribed their dependent status to factors predictable from a knowledge of
the interviewers’ expectancies. Thus, one of the interviewers, who was a
staunch prohibitionist, obtained three times as many responses blaming
alcohol as did another interviewer regarded as a socialist, who, in turn,
obtained half again as many responses blaming industrial factors as did the
prohibitionist interviewer. Rice concluded that the expectancy of the inter-
viewer was somehow communicated to the respondent, who then replied as
expected. Hyman and his colleagues (1954) disagreed with Rice’s interpre-
tation. They preferred to ascribe his remarkable results to errors of record-
ing or of interpretation. What the correct interpretation is, we cannot say,
for the effects, if of observation or of expectancy, were private ones. In
either case, of course, the results of the research were strikingly affected
by the expectancy of the data collector.

One of the earliest studies deliberately creating differential expectancies
in interviewers was that conducted by Harvey (1938). Each of six boys was
interviewed by each of five young postgraduates. The boys were to report
to the interviewers on a story they had been given to read. Interviewers were
to use these reports to form impressions of the boys’ character. Each inter-
viewer was given some contrived information about the boys’ reliability,
sociability, and stability, but told not to regard these data in assessing the
boys. Standardized questions asked of the interviewers at the conclusion of
the study suggested that biases of assessment occurred even without inter-
viewers’ awareness and despite conscious resistance to bias. Harvey felt
that the interviewers’ bias evoked a certain attitude toward the boys which
in turn determined the behavior to be expected and then the interpretation
given. Again, we cannot be sure that subjects’ responses were actually al-
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tered by interviewer expectancies. The possibility, however, is too provoca-
tive to overlook.

Wyatt and Campbell (1950) trained over two hundred student inter-
viewers for a public opinion survey dealing with the 1948 presidential
campaign. Before collecting their data, the interviewers guessed the percent-
age distribution of responses they would obtain to each of five questions.
For four of the five questions asked, interviewers tended to obtain more
answers in the direction of their expectancy, although the effect was signifi-
cant in the case of only one question. Those interviewers expecting more of
their respondents to have discussed the campaign with others tended to
obtain responses from their subjects that bore out their expectancy (p =
.02). Interviewers had also answered the five questions themselves, so that
an assessment of modeling effects was possible. These effects were not sig-
nificant.

More recent evidence for expectancy effects in survey research comes
from the work of Hanson and Marks (1958), and a very thorough dis-
cussion can be found in Hyman et al. (1954).

EXPECTANCY EFFECTS IN CLINICAL PSYCHOLOGY

Though it was the sociologist Merton who developed the concept of
the self-fulfilling prophecy, particularly for the analysis of such large-scale
social and economic phenomena as racial and religious prejudice and the
failure of banks, the concept was applied much earlier and in a clinical
context. Albert Moll (1898) spoke specifically of clinical phenomena in
which “the prophecy causes its own fulfillment” (p- 244). He mentioned
hysterical paralyses cured at the time it was believed they could be cured.
He told of insomnia, nausea, impotence, and stammering all coming about
when their advent was most expected. But his particular interest was in the
phenomenon of hypnosis. It was his belief that subjects behaved as they be-
lieved they were expected to behave. Much later, in 1959, Orne showed that
Moll was right, and still more recent evidence (Barber & Calverley, 1964b)
gives further confirmation, though Levitt and Brady (1964 ) showed that the
subject’s expectation did not always lead to a confirming performance.

In the studies just now cited we were not dealing specifically with
the hypnotist’s expectancy as an unintended determinant of the subject’s
response. It was more a case of the subject’s expectancy as a determinant
of his own response. As yet there have been no reports of studies in which
different hypnotists were led to have different expectations about their
subjects’ performance. That is the kind of study needed to establish the
effects of the hypnotist’s expectation on his subject’s performance. Kramer
and Brennan (1964) do have an interpretation of some data that fits the
model of the self-fulfilling prophecy. They worked with schizophrenics and
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found them to be as susceptible to hypnosis as college undergraduates. In
the past, schizophrenics had been thought far less hypnotizable. Their in-
terpretation suggested that, relative to the older studies, their own approach
to the schizophrenics communicated to them the investigators’ expectancy
that the patients could be hypnotized.

In the area of psychotherapy, a number of workers have been im-
pressed by the effects of the self-fulfilling prophecy. One of the best known
of these was Frieda Fromm-Reichmann (1950). She spoke, as other clini-
cians have, of iatrogenic psychiatric incurabilities. The therapist’s own belief
about the patient’s prognosis might be a determinant of that prognosis.
Strupp and Luborsky (1962) have also made this point. These clinical
impressions are supported to some extent by a few more formal investiga-
tions. Heine and Trosman (1960) did not find the patient’s initial expec-
tation of help to be related to his continuance in treatment. They did find,
however, that when the therapist and patient had congruent expectations,
patients continued longer in treatment. Experimental procedures to help
ensure such congruence have been employed by Jerome Frank and Martin
Orne with considerable success (Frank, 1965).

Goldstein (1960) found no client-perceived personality change to be
related to the therapist’s expectancy of such change. However, the thera-
pist’s expectancy was related to duration of psychotherapy. Additionally,
Heller and Goldstein (1961) found the therapist’s expectation of client
improvement significantly correlated (.62) with a change in the client’s
attraction to the therapist. These workers also found that after fifteen ses-
sions, the client’s behavior was no more independent than before, but that
their self-descriptions were of more independent behavior. The therapists
employed in this study generally were favorable to increased independence
and tended to expect successful cases to show this decrease in dependency.
Clients may well have learned from their therapists that independent-sound-
ing verbalizations were desired and thereby served to fulfill their therapist’s
expectancy. The most complete discussion of the general importance to the
psychotherapeutic interaction of the expectancy variable is that by Gold-
stein (1962).

But hypnosis and psychotherapy are not the only realms of clinical
practice in which the clinician’s expectancy may determine the outcome.
The fatality rates of delirium tremens have recently not exceeded about 15
percent. However, from time to time new treatments of greatly varying sorts
are reported to reduce this figure almost to zero. Gunne’s work in Sweden
summarized by the staff of the Quarterly Journal of Studies on Alcohol
(1959) showed that any change in therapy led to a drop in mortality rate.
One interpretation of this finding is that the innovator of the new treatment
expects a decrease in mortality rate, an expectancy that leads to subtle
differential patient care over and above the specific treatment under investi-
gation. A prophecy again may have been self-fulfilled.



134 The Nature of Experimenter Effects

Greenblatt (1964) describes a patient suffering from advanced cancer
who was admitted to the hospital virtually dying. He had been exposed to
the information that Krebiozen might be a wonder drug, and some was
administered to him. His improvement was dramatic and he was discharged
to his home for several months. He was then exposed to the information
that Krebiozen was probably ineffective. He relapsed and was readmitted to
the hospital. There, his faith in Krebiozen was restored, though the injec-
tions he received were of saline solution rather than Krebiozen. Once again
he was sufficiently improved to be discharged. Finally he was exposed to the
information that the American Medical Association denied completely the
value of Krebiozen. The patient then lost all hope and was readmitted to the
hospital, this time for the last time. He died within 48 hours. Such an
anecdote might not be worth the telling were it not for the fact that effects
almost as dramatic have been reported in more formal research reports
on the effects of placebo in clinical practice. Excellent reviews are available
of this literature (e.g., Honigfeld, 1964; Shapiro, 1960; Shapiro, 1964;
Shapiro, 1965), which show that it is not at all unusual to find placebo
effects more powerful than the actual chemical effects of drugs whose
pharmacological action is fairly well understood (e.g., Lyerly, Ross, Krug-
man, & Clyde, 1964).

In his comprehensive paper, Shapiro (1960) cites the wise clinician’s
admonition: “You should treat as many patients as possible with the new
drugs while they still have the power to heal” (p. 114). The wisdom of this
statement may derive from its appreciation of the therapeutic role of the
clinician’s faith in the efficacy of the treatment. This faith is, of course, the
expectancy under discussion. The clinician’s expectancy about the efficacy
of a treatment procedure is no doubt subtly communicated to the patient
with a resulting effect on his psychobiological functioning.

EXPECTANCY EFFECTS IN
EXPERIMENTAL PSYCHOLOGY

There is an analysis of 168 studies that had been conducted to estab-
lish the validity of the Rorschach technique of personality assessment.
Levy and Orr (1959) categorized each of these studies on each of the fol-
lowing dimensions: (1) the academic vs. nonacademic affiliation of the
author; (2) whether the study was designed to assess construct or criterion
validity; and (3) whether the outcome of the study was favorable or un-
favorable to the hypothesis of Rorschach validity. Results showed that
academicians, more interested in construct validity, obtained outcomes rela-
tively more favorable to construct validation and less favorable to criterion
validation. On the basis of their findings these workers called for more in-
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tensive study of the researcher himself. “For, intentionally or not, he seems
to exercise greater control over human behavior than is generally thought”
(p- 83). We cannot be sure that the findings reported were a case of ex-
pectancy effect or bias. It might have been that the choice of specific
hypotheses for testing, or that the choice of designs or procedures for test-
ing them, determined the apparently biased outcomes. At the very least,
however, this study accomplished its task of calling attention to the potential
biasing effects of experimenters’ expectations.

Perhaps the earliest study that employed a straightforward experi-
mental task and directly varied the expectancy of the experimenter was that
of Stanton and Baker (1942). In their study, 12 nonsense geometric figures
were presented to a group of 200 undergraduate subjects. After several
days, retention of these figures was measured by five experienced workers.
The experimenters were supplied with a key of “correct” responses, some of
which were actually correct but some of which were incorrect. Experi-
menters were explicitly warned to guard against any bias associated with
their having the keys before them and thereby unintentionally influencing
their subjects to guess correctly. Results showed that the experimenter ob-
tained results in accordance with his expectations. When the item on the
key was correct, the subject’s response was more likely to be correct than
when the key was incorrect. In a careful replication of this study, Lindzey
(1951) emphasized to his experimenters the importance of keeping the
keys out of the subjects’ view. This study failed to confirm the Stanton
and Baker findings. Another replication by Friedman (1942) also failed
to obtain the significance levels obtained in the original. Still, significant
results of this sort, even occurring in only one out of three experiments,
cannot be dismissed lightly. Stanton (1942a) himself presented further
evidence which strengthened his conclusions. He employed a set of non-
sense materials, ten of which had been presented to subjects, and ten of
which had not. Experimenters were divided into three groups. One group
was correctly informed as to which ten materials had been exposed, another
group was incorrectly informed, and the third group was told nothing. The
results of this study also indicated that the materials that the experimenters
expected to be more often chosen were, in fact, more often chosen.

An experiment analogous to those just described was conducted in
a psychophysical laboratory by workers (Warner & Raible, 1937) who in-
terpreted their study within the framework of parapsychological phenomena.
The study involved the judgment of weights by subjects who could not see
the experimenter. The latter kept his lips tightly closed to prevent uncon-
scious whispering (Kennedy, 1938). In half the experimental trials the ex-
perimenter knew the correct response and in half he did not. Of the 17
subjects, only 6 showed a large discrepancy from a chance distribution of
errors. However, all 6 of these subjects made fewer errors on trials in
which the experimenter knew which weight was the lighter or heavier. At least
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for those 6 subjects who were more affected by the experimenter’s knowl-
edge of the correct response, the authors’ conclusion seems justified
(p = .03). As an alternative to the interpretation of these results as ESP
phenomena, they suggested the possibility of some form of auditory cue
transmission to subjects.

Among the most recent relevant studies in the area of ESP are those
by Schmeidler and McConnell (1958). These workers found that subjects
who believed ESP possible (“sheep”) performed better at ESP tasks than
subjects not believing ESP possible (“goats™). These workers suggested that
an experimenter, by his presentation, might affect subjects’ self-classifica-
tion, thereby increasing or decreasing the likelihood of successful ESP per-
formance. Similarly, Anderson and White (1958) found that teachers’
and students’ attitudes toward each other might influence performance in
classroom ESP experiments. The mechanism operating here might also have
been one of certain teachers’ expectancies being communicated to the
children whose self-classification as sheep or goats might thereby be af-
fected. The role of the experimenter in the results of ESP research has been
discussed recently by Crumbaugh (1959), and much earlier by Kennedy
(1939), as a source of evidence against the existence of the phenomenon.
No brief is filed here for or against ESP, but if, in carefully done experi-
ments, certain types of experimenters obtain certain types of ESP per-
formances in a predictable manner, as suggested by the studies cited,
further evidence for experimenter expectancy effects will have been adduced
(Rhine, 1959).

In a more traditional area of psychological research—memory—Eb-
binghaus (1885) called attention to experimenter expectancy effects. In his
own research he noted that his expectancy of what data he would obtain
affected the data he subsequently did obtain. He pointed out, furthermore,
that the experimenter’s knowledge of this expectancy effect was not suffi-
cient to control the phenomenon. This finding, long neglected, will be dis-
cussed further in Part II when the question of early data returns is taken up.

Another possible case, and another classic, has been described by
Stevens (1961). He discussed the controversy between Fechner and Plateau
over the results of psychophysical experiments designed to determine the na-
ture of the function describing the operating characteristics of a sensory
system. Plateau held that it was a power function rather than a log function.
Delboeuf carried out experiments for Plateau, but obtained data approxi-
mating the Fechnerian prediction of a log function. Stevens puzzled over
these results which may be interpretable as experimenter expectancy effects.
Either by implicitly expecting the Fechnerian outcomes or by attempting to
guard against an anti-Fechnerian bias, Delboeuf may have influenced the
outcome of his studies. _

It would appear that Pavlov was aware of the possibility that the ex-
pectancy of the experimenter could affect the results of experiments. In an
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exchange of letters in Science, Zirkle (1958) and Razran (1959), in dis-
cussing Pavlov’s attitude toward the concept of the inheritance of acquired
characteristics, give credence to a statement by Gruenberg (1929, p. 327):
“In an informal statement made at the time of the Thirteenth International
Physiological Congress, Boston, August, 1929, Pavlov explained that in
checking up these experiments, it was found that the apparent improve-
ment in the ability to learn, on the part of successive generations of mice,
was really due to an improvement in the ability to teach, on the part of the
experimenter! And so this ‘proof’ of the transmission of modifications drops
out of the picture, at least for the present.”

Probably the best-known and most instructive case of experimenter
expectancy effects is that of Clever Hans (Pfungst, 1911). Hans, it will be
remembered, was the horse of Mr. von Osten, a German mathematics
teacher. By means of tapping his foot, Hans was able to add, subtract, multi-
ply, and divide. Hans could spell, read, and solve problems of musical
harmony. To be sure, there were other clever animals at the time, and
Pfungst tells about them. There was “Rosa,” the mare of Berlin, who
performed similar feats in vaudeville, and there was the dog of Utrecht, and
the reading pig of Virginia. All these other clever animals were highly
trained performers who were, of course, intentionally cued by their trainers.

Mr. von Osten, however, did not profit from his animal’s talent, nor
did it seem at all likely that he was attempting to perpetrate a fraud. He
swore he did not cue the animal, and he permitted other people to question
and test the horse even without his being present. Pfungst and his famous
colleague, Stumpf, undertook a program of systematic research to discover
the secret of Hans’ talents. Among the first discoveries made was that if
the horse could not see the questioner, Hans was not clever at all. Similarly,
if the questioner did not himself know the answer to the question, Hans
could not answer it either. Still, Hans was able to answer Pfungst’s ques-
tions as long as the investigator was present and visible. Pfungst reasoned
that the questioner might in some way be signaling to Hans when to begin
and when to stop tapping his hoof. A forward inclination of the head of the
questioner would start Hans tapping, Pfungst observed. He tried then to in-
cline his head forward without asking a question and discovered that this was
sufficient to start Hans’ tapping. As the experimenter straightened up, Hans
would stop tapping. Pfungst then tried to get Hans to stop tapping by using
very slight upward motions of the head. He found that even the raising of
his eyebrows was sufficient. Even the dilation of the questioner’s nostrils
was a cue for Hans to stop tapping.

When a questioner bent forward more, the horse would tap faster.
This added to the reputation of Hans as brilliant. That is, when a large
number of taps was the correct response, Hans would tap very, very
rapidly until he approached the region of correctness, and then he began to
slow down. It was found that questioners typically bent forward more when
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the answer was a long one, gradually straightening up as Hans got closer
to the correct number.

For some experiments, Pfungst discovered that auditory cues func-
tioned additively with visual cues. When the experimenter was silent, Hans
was able to respond correctly 31 percent of the time in picking one of many
placards with different words written on it, or cloths of different colors.
When auditory cues were added, Hans responded correctly 56 percent of
the time.

Pfungst himself then played the part of Hans, tapping out responses
to questions with his hand. Of 25 questioners, 23 unwittingly cued Pfungst
as to when to stop tapping in order to give a correct response. None of the
questioners (males and females of all ages and occupations) knew the intent
of the experiment. When errors occurred, they were usually only a single
tap from being correct. The subjects of this study, including an experienced
psychologist, were unable to discover that they were unintentionally emitting
cues.

Hans’ amazing talents, talents rapidly acquired too by Pfungst, serve
to illustrate further the power of the self-fulfilling prophecy. Hans’ ques-
tioners, even skeptical ones, expected Hans to give the correct answers
to their queries. Their expectation was reflected in their unwitting signal to
Hans that the time had come for him to stop his tapping. The signal cued
Hans to stop, and the questioner’s expectation became the reason for Hans’
being, once again, correct.

Not all of Hans’ questioners were equally good at fulfilling their
prophecies. Even when the subject is a horse, apparently, the attributes of
the experimenter make a considerable difference in determining the response
of a subject. On the basis of his studies, Pfungst was able to summarize the
characteristics of those of Hans’ questioners who were more successful in
their covert and unwitting communication with the horse. What seemed
important was:

1. That the questioner have ability and “tact” in dealing with animals
generally.

2. That he have an air of quiet authority.

3. That he concentrate on the correct answer, both expecting and wishing
for it.

4. That he have a facility for motor discharge or be gesturally inclined.

5. That he be in relative good health.

Pfungst summarized eloquently the difficulties of uncovering the nature
of Clever Hans’ talents. Investigators had been misled by “looking for, in
the horse, what should have been sought in the man.” Additional examples
of just such looking in the wrong place and more extensive references are
to be found elsewhere (Rosenthal, 1964b; Rosenthal, 1965a).
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There is a more recent example of possible expectancy effects, and this
time the subjects were humans. The experiment dealt with the Freudian
defense mechanism of projecticn (Rosenthal, 1956; Rosenthal, 1958). A
total of 108 subjects was composed of 36 college men, 36 college women,
and 36 hospitalized patients with paranoid symptomatology. Each of these
three groups was further divided into three subgroups receiving success,
failure, or neutral experience on a task structured as and simulating a
standardized test of intelligence. Before the subjects’ experimental treat-
ment conditions were imposed, they were asked to rate the degree of success
or failure of persons pictured in photographs. Immediately after the experi-
mental manipulation, subjects were asked to rate an equivalent set of
photos on their degree of success or failure. The dependent variable was the
magnitude of the difference scores from pre- to post-ratings of the photo-
graphs. It was hypothesized that the “success” treatment condition would
lead to greater subsequent perception of other people’s success, whereas
the “failure” treatment condition would lead to greater subsequent percep-
tion of other people’s failure as measured by the pre-post difference scores.

An analysis (which was essentially unnecessary to the main purpose
of the study) was performed which compared the mean pre-ratings of the
three experimental treatment conditions. These means were as follows:
success, —1.5; neutral, —0.9; failure, —1.0. The pre-rating mean of the
success treatment group was significantly lower (p = .01) than the other
means. In terms of the hypothesis under test, a lower pre-rating by this
group would tend to lead to significantly different difference scores even if
the post-ratings were identical for all treatment conditions. Without the
investigator’s awareness, the cards had been stacked in favor of obtaining
results confirming the hypothesis under test. It should be emphasized that
the success and failure groups’ instructions had been identical, verbatim,
during the pre-rating phase of the experiment. (Instructions to the neutral
group differed only in that no mention was made of the experimental task,
since none was administered to this group.)

The investigator, however, was aware for each subject which experi-
mental treatment the subject would subsequently be administered. “The im-
plication is that in some subtle manner, perhaps by tone, or manner, or
gestures, or general atmosphere, the experimenter, although formally treat-
ing the success and failure groups in an identical way, influenced the success
subjects to make lower initial ratings and thus increase the experimenter’s
probability of verifying his hypothesis” (Rosenthal, 1956, p. 44). As a
further check on the suspicion that success subjects had been differently
treated, the conservatism-extremeness of pre-ratings of photos was analyzed.
The mean extremeness-of-rating scores were as follow: success, 3.9;
neutral, 4.4; failure, 4.4. The success group rated photos significantly
(p = .001) less extremely than did the other treatment groups. Whatever
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the manner in which the experimenter differentially treated those subjects
he knew were destined for the success condition, it seemed to affect not only
their mean level of rating but their style of rating as well.

It was these puzzling and disconcerting results that led to the experi-
ments to be described in Part II.
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9

Human Subjects

The evidence presented up to this point that the expectancy of the
experimenter may in part determine the results of his research has been
at least somewhat equivocal. Some of the evidence has been anecdotal. Some
has required the untenable assumption that the expectancy of the experi-
menter, and not some correlated variable, had led to the effects observed.
That is the case in any study in which the data collector estimates before-
hand the data he will obtain and then obtains data significantly in that
direction. In such cases it could be that experimenters who expect certain
kinds of data differ in other attributes from their colleagues and that it is
these attributes, rather than the expectancy, that influence the subjects’
response. The most clear-cut evidence for the effects of the experimenter’s
expectancy, therefore, must come from experiments in which experimenters
are given different expectancies. Of the studies examined, that by Stanton
and Baker (1942) comes closest to meeting this requirement of the experi-
mental induction of an expectancy. That study does require, however, the
assumption that experimenters will expect the subjects to answer correctly
the items being presented. The same assumption is required to interpret the
case of Clever Hans as an experiment in expectancy effects. The studies to
be described now seem to be fairly straightforward tests of the hypothesis
of the effects of the experimenter’s expectancy on his research results.

THE PERSON PERCEPTION TASK

In earlier chapters there has been occasion to refer often to the person
perception task. The details of the standardization should be described.
Fifty-seven photographs of faces ranging in size from 2 X 3 cmto 5 X 6 cm
were cut from a weekly news magazine and mounted on 3 X 5 in. white
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cards. These were presented to 70 male and 34 female students, enrolled in
an introductory psychology class at the University of North Dakota. Sub-
jects were instructed to rate each photo on a rating scale of success or
failure. The scale, shown in Figure 1, ran from —10, extreme failure; to
+10, extreme success; with intermediate labeled points. Each subject was
seen individually by the author who read to each the following instructions:

FIGURE 1
THE EMPATHY TEST RATING SCALE
Extreme Moderate Mild Mild Moderate Extreme
Failure Failure Failure Success Success Success

—10-9 —8 —7 —6 —5 —4 —3 —2 —1 +1 42 +3 +4 +5 +6 +7 +8 +9 +10

Instructions to Subjects. 1 am going to read you some instructions. I am
not permitted to say anything which is not in the instructions nor can I answer
any questions about this experiment. OK?

We are in the process of developing a test of empathy. This test is designed
to show how well a person is able to put himself into someone else’s place. I
will show you a series of photographs. For each one I want you to judge whether
the person pictured has been experiencing success or failure. To help you make
more exact judgments you are to use this rating scale. As you can see the
scale runs from —10 to +10. A rating of —10 means that you judge the person
to have experienced extreme failure. A rating of +10 means that you judge
the person to have experienced extreme success. A rating of —1 means that
you judge the person to have experienced mild failure, while a rating of +1
means that you judge the person to have experienced mild success. You are
to rate each photo as accurately as you can. Just tell me the rating you assign to
each photo. All ready? Here is the first photo. (No further explanation may be
given, although all or part of the instructions may be repeated.)

From the original 57 photos, 10 were selected for presentation to male
subjects and 10 were selected for presentation to female subjects. All 20
photos were rated on the average as neither successful nor unsuccessful, and
for each the mean rating evoked fell between 41 and —1. The distribu-
tions of ratings evoked by each of the photos were also symmetrical. The 10
photos composing the final sets of stimuli for male subjects and the 10 for
female subjects were rated on the average as exactly zero.!

1 Four years later, at the same university, a sample of 14 experimenters adminis-
tered the photo-rating task to a sample of 28 female subjects. Each experimenter
contacted 2 subjects. The grand mean photo rating obtained was —.004. It should
be noted, however, that the demonstration of expectancy effects does not depend
on the “validity” of the standardization. The standardization sample was useful
to determine the characteristics of the stimuli, but it is not employed as a com-
parison or control group in any of the experiments described in this book.
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THE FIRST EXPERIMENT 2

Ten of the eleven students in a class in undergraduate experimental
psychology served as experimenters. All were psychology majors, and three
of them were first-year graduate students in psychology. All but two of the
experimenters were males. Subjects were 206 students enrolled in a course
in introductory psychology (92 males and 114 females). Because subjects
were given class credit for participating in the experiment, most of the
class volunteered, thus reducing the selective effect of using volunteer sub-
jects (Rosenthal, 1965b). Each experimenter contacted from 18 to 24
subjects.

The experimenters’ task was structured as a laboratory exercise to
see whether they could replicate “well-established” experimental findings
as “students in physics labs are expected to do.” Experimenters were told
to discuss their project with no one and to say nothing to their subjects
other than what was in the Instructions to Subjects. All experimenters were
paid a dollar an hour except that if they did a “good job” they would be
paid double: two dollars an hour. All ten experimenters received identical
instructions except that five experimenters were told that their subjects
would average a -5 rating on the ten neutral photos. The other experi-
menters were told that their subjects would average a —5 rating. Thus the
only difference between the two groups of experimenters was that one group
had a plus mark written in front of the “5” while the other group had a
minus mark written in front of the “5.” As a part of the experimenters’
training, each of them also rated the standardized set of ten photos. The
exact instructions to experimenters were as follows:

Instructions to Experimenters. You have been asked to participate in a
research project developing a test of empathy. You may have seen this project
written up in the campus newspaper. There is another reason for your participa-
tion in this project—namely, to give you practice in duplicating experimental
results. In physics labs, for example, you are asked to repeat experiments to see
if your findings agree with those already well established. You will now be
asked to run a series of Ss and obtain from each ratings of photographs. The
experimental procedure has been typed out for you and is self-explanatory. DO
NOT DISCUSS THIS PROJECT WITH ANYONE until your instructor tells
you that you may.

You will be paid at the rate of $1.00 per hour for your time. If your results
come out properly—as expected—you will be paid $2.00 instead of $1.00. The
Ss you are running should average about a (+ or —)S5 rating.

Just read the instructions to the Ss. Say nothing else to them except hello
and goodbye. If for any reason you should say anything to an S other than what

2This study and the first replication have been reported earlier (Rosenthal &
Fode, 1961; Rosenthal & Fode, 1963b).
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is written in your instructions, please write down the exact words you used and
the situation which forced you to say them.
GOOD LUCK!

The results of this experiment are shown in Table 9-1. Each entry repre-
sents the mean photo rating obtained by one experimenter from all his sub-
jects. The difference between the mean ratings obtained by experimenters
expecting success (+5) ratings and those expecting failure (—5) ratings
was significant at the .007 level (one-tailed p, t = 3.20, df = 8). All ex-

TABLE 9—1

Experimenters’ Expectancy and Their Subjects’ Mean
Ratings of Success

EXPECTANCY

+5 =5

+.66 +.18

+.45 +.17

+.35 +.04

+.31 =37

+.25 -.42

Means +.40 -.08

perimenters expecting success ratings obtained higher ratings than did any
experimenter expecting failure ratings. Such nonoverlapping of distributions
occurs only rarely in behavioral research and has a probability of .004 (one-
tailed, for N; = N, = 5). The mean ratings obtained by the two female
experimenters, one in each treatment condition, did not differ from the
mean ratings obtained by the male experimenters of their respective experi-
mental conditions. The grades earned by all experimenters in their experi-
mental psychology course were not related to either the mean photo ratings
obtained from subjects or the magnitude of the biasing phenomenon.

THE FIRST REPLICATION

The magnitude of the expectancy effects obtained was not readily
believable, and a replication was performed by Kermit Fode (1960). There
were other reasons for this study, which will be discussed in the chapter
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dealing with the communication of the experimenter’s expectancy. Here,
only those portions of the study are reported that served the replication
function.

Twelve of the 26 male students enrolled in an advanced undergraduate
course in industrial psychology were randomly assigned to serve as experi-
menters. In this sample of experimenters, few were psychology majors;
most were majoring in engineering sciences. Subjects were 86 students en-
rolled in a course in introductory psychology (50 males and 36 females).
These subjects were also given class credit for participating in the experi-
ment. Each experimenter contacted from 4 to 14 subjects.

The procedure of this experiment was just as in the preceding study
with the exception that experimenters did not handle the photos. Instead,
each set of ten photos was mounted on cardboard and labeled so that
subjects could call out their ratings of each photo to their experimenter. It
was thought that less handling of the photos might serve to reduce the effects
of experimenters’ expectancies on the data obtained from subjects. There
were two reasons for this thinking. First, if the experimenter did not hold
each stimulus photo, the subject would have the experimenter in his
field of vision much less often and the number of cues observed by the

TABLE 9—2

Experimenters’ Expectancy and Subjects’ Mean Rat-
ings: Replication

EXPECTANCY
+5 -5
+3.03 +1.00
+2.76 +0.91
+2.59 +0.75
+2.09 +0.46
+2.06 +0.26
+1.10 -0.49
Means +2.27 +0.48

subject should be reduced. That had been Pfungst’s experience with Clever
Hans. The second reason, related to the first, was the suspicion that the
movements of the hand in which the experimenter held the stimulus photo
might serve a cueing function. (This was the thinking about the one
change in procedure, but the change itself was not one of the variables
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investigated formally. Rather, the change was required so that the two
replication groups would not differ from other experimental groups of the
experiment in procedure.)

The results of the replication are shown in Table 9-2. As in the
original experiment, half the experimenters had been led to expect ratings
of success (+5) and half had been led to expect ratings of failure (=5).
The difference between these two groups of experimenters in the responses
they obtained from their subjects was again significant, this time at the
.0003 level (one-tailed p, t =4.99, df = 10). Once again, all experi-
menters expecting ratings of success obtained ratings of the photos as
more successful than did any of the experimenters expecting failure ratings.

THE SECOND REPLICATION

There is one more experiment by Fode (1965) which is sufficiently
similar to the two described already to be usefully regarded as another
replication. Later, in the chapter dealing with experimenter characteristics
associated with greater and lesser expectancy effects, other aspects of that
study will be considered. Here, we consider only the two most relevant
groups employed by Fode.

There were eight experimenters, all advanced undergraduate students
in industrial psychology, the same course from which the experimenters of
the first replication were drawn, but, of course, in a different year. The 90
subjects were all enrolled in an introductory psychology course (55 males
and 35 females). Each experimenter contacted from 9 to 13 subjects.
The procedure was as in the original experiment. The major difference
between this and the original experiment was that experimenters had

TABLE 9—3

Experimenters’ Expectancy and Subjects’ Mean Rat-
ings: Second Replication

EXPECTANCY
+5 -5
+1.51 -0.31
+0.64 -0.49
+0.47 -0.65
+0.13 -1.02

Means +0.69 -0.62
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been selected for their characteristic level of anxiety defined by the Taylor
Scale of Manifest Anxiety. The eight experimenters whose results will be
described were all medium anxious. Half were randomly assigned to a group
led to expect success (+-5) ratings, and half were assigned to a group led to
expect failure (—5) ratings.

The results of this second replication are shown in Table 9-3. Once
again, experimenters expecting ratings of people as more successful ob-
tained ratings of higher success than did experimenters expecting ratings of
people as failures, this time with an associated p value of .005 (one-tailed,
t=3.96, df =6). Once again, too, the distributions did not overlap.
Every experimenter expecting positive ratings obtained positive ratings,
and every experimenter expecting negative ratings obtained negative ratings.
Table 9-4 gives a summary of the magnitude of expectancy effects obtained
in each of the three experiments described. Employing Stouffer’s method
suggested by Mosteller and Bush (1954) gave a combined probability for
the three experiments of one in about two million.

TABLE 9—4
Summary of Three Basic Replicates
EXPECTANCY
One-Tail

Experiment +5 -5 Difference t df p

| +0.40 -0.08 +0.48 3.20 8 .007

i +2.27 +0.48 +1.79 499 10 .0003

i +0.69 -0.62 +1.31 396 6 .005
Means +1.12 -0.07 +1.19

SOME DISCUSSION

It seems reasonable to conclude from these data that the results of
an experiment may be determined at least in part by the expectations of the
experimenter. Since the experimenters had all read from the identical
instructions, some more subtle aspects of their behavior toward their
subjects must have served to communicate their expectations to their sub-
jects. From experimental procedures and from more naturalistic observation
of experimenters interacting with their subjects, some things have been
learned about the communication of expectancies. What is known of this
communication will be discussed in a subsequent chapter. We may note
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in passing, however, that of the studies described just now, one (II of Table
9-4) in which the experimenters were less often in the subjects’ field of
vision, and in which experimenters did not handle the stimulus photos,
did not show a decrement in the biasing effect of the experimenter’s expect-
ancy. Surprisingly, that study was the one to show the greatest magnitude
of biasing effect. It may at least be concluded that the communication of
the experimenter’s expectancy does not depend either on his handling of
the stimulus materials or on his being within the subject’s constant view.
From this alone, it seems that the communication processes involved are
not quite like those discovered by Pfungst to apply to Clever Hans. Hans,
it will be recalled, did suffer a loss of unintended communication when he
lost visual contact with his experimenter.

In the first few chapters of this book there was a discussion of a
number of effects of experimenters which did not affect their subjects’
responses but which could affect the results of their research. It should
be considered whether errors of observation or interpretation, or even
intentional errors, could have accounted for the findings reported. Errors
of observation and of interpretation are hard to discriminate in these experi-
ments. The subject calls out a number and the experimenter records it as
he hears it. We do know that errors of recording occur and that they tend
to occur in the direction of the experimenter’s expectancy. But the evidence
presented in earlier portions of this book suggests that the magnitude of
such errors is most often trivial. Intentional errors could have occurred,
but they, too, are unlikely to have led to three sets of nonoverlapping
distributions.

The hypotheses of recording errors and of intentional errors seem
further weakened by the microgeography of the experimental interactions.
The subjects sat in such relation to the experimenter that they could see
what the experimenter recorded on his data sheet. For either recording
errors or intentional errors, therefore, the subject was in a position to
correct the experimenter’s entry.*

3 There was another effect possibly due to the different conditions of experiment
II. All experimenters of this study tended to obtain ratings of photos as more success-
ful, regardless of their expectancy, than did the experimenters of the other two
studies (p < .01, x2 =6.8, df = 1). It is possible that experimenters of study II,
having less to do during their interaction with the subjects, were perceived by them
as less important or of lower status. In the chapter dealing with the effects of the
experimenter’s status, some evidence was presented which suggested that lower
status experimenters did tend to obtain ratings of these photos as being of more
successful people.

4 We know from the observation of other experiments employing the same task
that occasionally subjects do correct their experimenter’'s data entry. We cannot be
absolutely certain, however, that subjects generally do not let errors observed by
them go by without comment. Possibly those of our subjects who corrected their ex-
perimenter were unusual. Perhaps they were lower in the<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>