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This article defines three mutually incompatible ethical positions in regard to
the fair and unbiased use of psychological tests for different groups such as
blacks and whites. Five statistical definitions of test bias are also reviewed and
are related to the three ethical positions. Each definition is critically examined
for its weaknesses on either technical or social grounds. We ultimately argue
that the attempt to define fair use without recourse to substantive and causal
analysis is doomed to failure.

In the last several years there has been a
series of articles devoted to the question of
the fairness of employment and educational
tests to minority groups (Cleary, 1968; Dar-
lington, 1971; Thorndike, 1971). Although
each of these articles came to an ethical con-
clusion, the basis for that ethical judgment
was left unclear. If there were only one ethi-
cally defensible position, then this would pose
no problem. But such is not the case. The
articles that we review have a second common
feature. Each writer attempts to establish a
definition on purely statistical grounds, that
is, on a basis that is independent of the con-
tent of test and criterion and that makes no
explicit assumption about the causal explana-
tion of the statistical relations found. We
argue that this merely makes the substantive
considerations implicit rather than explicit.

In this article we first describe three dis-
tinct ethical positions. We next examine five
statistical definitions of test fairness in detail
and show how each is based on one of these
ethical positions. Finally, we examine the
technical, social, and legal advantages and
disadvantages of the various ethical positions
and statistical definitions.
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THREE ETHICAL POSITIONS
Unqualified Individualism

The classic American definition of an ob-
jective advancement policy is giving the job
to the person "best qualified to serve."
Couched in the language of institutional se-
lection procedures, this means that an organi-
zation should use whatever information it
possesses to make a scientifically valid pre-
diction of each individual's performance and
always select those with the highest predicted
performance. From this point of view, there
are two ways in which an institution can act
unethically. First, an institution may know-
ingly fail to use an available, more valid pre-
dictor ; for example, it may select on the basis
of appearance rather than scores on a valid
ability test. Second, it may knowingly fail to
use a more valid prediction equation based
on its available information; for example, it
may administer a more difficult literacy test
to blacks than to whites and then use a cut-
off score for both groups that assumes they
both took the same test. In particular, if in
fact race, sex, or ethnic group membership
were a valid predictor of performance in a
given situation over and above the effects of
other measured variables, then the unquali-
fied individualist would be ethically bound to
use such a predictor.

Quotas

Most corporations and educational institu-
tions are creatures of the state or city in
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which they function. Thus, it has been argued
that they are ethically bound to act in a
way that is "politically appropriate" to their
location. In particular, in a city whose popu-
lation is 45% black and 55% white, any
selection procedure that admits any other
ratio of blacks and whites is "politically
biased" against one group or the other. That
is, any politically well denned group has the
"right" to ask and receive its "fair share"
of any desirable product or position that is
under state control. These fair share quotas
may be based on population percentages or on
other factors irrelevant to the predicted future
performance of the selectees (Darlington,
1971; Thorndike, 1971).

Qualified Individualism

There is one variant of individualism that
deserves separate discussion. This position
notes that America is constitutionally opposed
to discrimination on the basis of race, religion,
national origin, or sex. A qualified individual-
ist interprets this as an ethical imperative to
refuse to use race, sex, and so on, as a pre-
dictor even if it were in fact scientifically
valid to do so. Suppose, for example, that race
were a valid predictor of some criterion, that
is, assume that the mean difference between
the races on the criterion is greater than that
that would be predicted on the basis of the
best ability test available. This would mean
that the use of race in conjunction with the
ability test would increase the multiple cor-
relation with the criterion. That is, predic-
tion would be better if separate regression
lines were used for blacks and whites. To the
unqualified individualist, on the other hand,
failure to use race as a predictor would be
unethical and discriminatory, since it would
result in a less accurate prediction of the
future performance of applicants and would
"penalize" or underpredict performance of
individuals from one of the applicant groups.
The qualified individualist recognizes this
fact but is ethically bound to use one overall
regression line for ability and to ignore race.
Thus, the qualified individualist relies solely
on measures of ability and motivation to per-
form the job (e.g., scores on valid aptitude
and achievement tests, assessment of past
work experiences, etc.).

Definition of Discrimination

There is one very important point to be
made before leaving this issue: The word
discriminate is not ambiguous. The qualified
individualist interprets the word discriminate
to mean treat differentially. Thus, he will not
treat blacks and whites differently even if it
is statistically warranted. However, the un-
qualified individualist also refuses to discrimi-
nate, but he uses a different definition of
that word. The unqualified individualist in-
terprets discriminate to mean treat unfairly.
Thus, the unqualified individualist would say
that if there is in fact a valid difference be-
tween the races that is not accounted for by
available ability tests, then to refuse to rec-
ognize this difference is to penalize the higher
performing of the two groups. Finally, the
person who adheres to quotas will also refuse
to discriminate, but he will use yet a third
definition of that word. The person who en-
dorses quotas interprets discriminate to mean
select a higher proportion of persons from one
group than from the other group. Thus, the
adherents of all three ethical positions ac-
cept a constitutional ban against discrimina-
tion, but they differ in their views of how that
ban is to be put into effect.

THREE ATTEMPTS TO DEFINE
Test Fairness STATISTICALLY

In this section we briefly review three at-
tempts to arrive at a strictly statistical cri-
terion for a fair or unbiased test. For ease of
presentation, the discussion uses comparison
of blacks and whites. However, the reader
should bear in mind that other demographic
classifications, such as social class or sex, could
be substituted with no loss of generality.

The Cleary Definition

deary (1968) defined a test to be un-

biased only if the regression lines for blacks
and whites are identical. The reason for this
is brought out in Figure 1, which shows a
hypothetical case in which the regression line
for blacks lies above the line for whites and
is parallel to it. Consider a white and a black
subject, each of whom have a score of A on
the test. If the white regression line were
used to predict both criterion scores, then
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the black applicant would be underpredicted
by an amount Ay, the difference between his
expected score making use of the fact he is
black and the expected score assigned by the
white regression line. Actually, in this situa-
tion in order for a white subject to have the
same expected performance as a black whose
score is A, the white subject must have a
score of B.

That is, if the white regression line under-
predicts black performance, then a white and
black are only truly equal in their expected
performance if the white's test score is higher
than the black's by an amount related to the
amount of underprediction. Similarly, if the
white regression line always overpredicts
black performance, then a black subject has
equal expected performance only if his test
score is higher than the corresponding white
subject's score by an amount related to the
amount of overprediction. Thus, if the re-
gression lines for blacks and whites are not
equal, then each person will receive a statis-
tically valid predicted criterion score only if
separate regression lines are used for the two
races. If the two regression lines have ex-
actly the same slope, then this can be accom-
plished by predicting performance from two
separate regression equations or from a multi-
ple regression equation with test score and
race as the predictors. If the slopes are not
equal, then either separate equations must
be used or the multiple regression equation
must be expanded by the usual product term
for moderator variables. Thus, we can view
Cleary's definition of an unbiased test as an

Performance
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FIGURE 1. A case in which the white regression line
underpreclicts black performance.

FIGURE 2. Regression artifacts produced by unrelia-
bility in a Cleary-deflned unbiased test. (A is the
common regression line for a perfectly reliable ability
test. B and C are the regression lines for whites and
blacks, respectively, for a test of reliability .SO.)

attempt to rule out disputes between quali-
fied and unqualified individualism.

If the predictors available to an institution
are unbiased in Cleary's sense, then the ques-
tion of whether to use race as a predictor
does not arise. But if the predictors are
biased, the recommended use of separate re-
gression lines is clearly equivalent to using
race as a predictor of performance. Thus,
although Cleary may show a preference for
tests that meet the requirements of both un-
qualified and qualified individualism, in the
final analysis, her position is one of unquali-
fied individualism.

A Cleary-defined unbiased test is ethically
acceptable to those who advocate quotas only
under very special circumstances. In addi-
tion to identical regression lines, blacks and
whites must have equal means and equal stan-
dard deviations on the test, and this in turn
implies equal means and standard deviations
on the performance measure. Furthermore,
the proportion of black and white applicants
must be the same as their proportion in the
relevant population. These are conditions that
rarely occur.

Linn and Werts (1971) have pointed out
an additional problem for Cleary's definition
—the problem of defining the fairness when
using less than perfectly reliable tests. Sup-
pose that a perfectly reliable measure of in-
telligence were in fact an unbiased predictor
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in Cleary's sense. But because perfect relia-
bility is unattainable in practice, the test
used in practice will contain a certain amount
of error variance. Will the imperfect test be
unbiased in terms of the regression equations
for blacks and whites? If black applicants
have lower mean IQs than white applicants,
then the regression lines for the imperfect
test will not be equal. This situation is illus-
trated in Figure 2. In this figure we see that
if an unreliable test is used, then that test
produces the double regression line of a
biased test in which the white regression line
overpredicts black performance. That is, by
Cleary's definition, the unreliable test is
biased against whites in favor of blacks.1'2

Cleary's critics question whether the fail-
ure to attain perfect reliability (impossible
under any circumstances) should be adequate
grounds for labeling a test as biased. But
suppose we first consider this question from
a different viewpoint. Suppose there were only
one ethnic group, whites, for example. As-
sume that Bill has a true ability level of 115
and Jack has an ability of 110. If ability
is a valid predictor of performance in this
situation, then Bill has the higher expected
performance; and if a perfectly reliable test
is used, Bill will invariably be admitted ahead
of Jack. But suppose that the reliability of
the ability test is only .50. Then the two ob-
tained scores will each vary randomly from
their true values, and there is some proba-
bility that Bill's will be randomly low while
Jack's is randomly high—that is, some proba-
bility that Jack will be admitted ahead of
Bill. If the standard deviation of the observed
ability scores is 15, then the difference be-
tween their observed scores has a mean of 5
and a standard deviation of 21. The proba-
bility of a negative difference is then .41.
Thus, the probability that Bill is admitted
ahead of Jack drops from 1.00 to .59.

The unreliable test is in fact sharply
biased against better qualified applicants.
This bias, however, is not directly racial or
cultural in nature. It takes on the appearance
of a racial bias only because the proportion
of better qualified applicants is higher in the
white group. Thus, the bias created by ran-
dom error works against more applicants in
the white group, and thus, on balance, the

test is biased against that group as a whole.
But at the individual level, such a test is no
more biased against a well-qualified white
than a well-qualified black. The question then
is whether Cleary's (1968) definition is de-
fective in some sense in labeling this situation
as biased. If so, it may perhaps be desirable
to modify the definition to apply only to bias
beyond that expected on the basis of test
reliability alone.

While on the topic of reliability, we should

1 This phenomenon would account for perhaps half of
the overprediction of black grade-point average in the
literature. In standard score units, the difference in
intercepts due to unreliability is AF = (1 — rxx)
X (jiw — yua), where rxx is the test reliability and
nw — us is the white-black mean difference on the
criterion (about 1 SD). For rxx = -80, this would be
only .2 SD, whereas in the data reported in Linn (1973),
the overprediction is about .37 SD.

1 The reader may wonder why we show so much
concern with the reliability of the test and no concern
with the reliability of the criterion. Actually, despite
its large effect on the validity coefficient, no amount of
unreliability in the criterion has any effect on the regres-
sion line of criterion on predictor. Let the true score
equations for X and Y be X = T + «i and Y = V + 62,
and let the regression true score equation be
U = aT + /3. Then the observed regression line will
not have the same coefficients. Let the observed regres-
sion line be Y = aX + b. The slope of the observed
regression line will be
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That is, the slope of the observed regression line is the
slope of the true score regression line multiplied by the
reliability of X. However, note that the slope of the
observed regression line is completely independent of
the reliability of Y. The intercept of the observed
regression line is given by:

j.x = fJ>u — d-t*T = P-U — rxxwfj.T '

Thus, the intercept is also affected by the reliability
of X, but is completely independent of the reliability of
Y. Since the slopes of the true score regression equations
are equal (assuming equal standard deviations, as we
have in this article) any differences in the regression
lines will be equal to the difference between the inter-
cepts and hence independent of ryy. In the case in
which the true score regression lines are the same, the
difference between the observed regression lines is
bw — ba = (1 — rxx)(j*uw — ,
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note that as the reliability approaches .00,
the test becomes a random selection device
and is hence utterly reprehensible to an in-
dividualist of either stripe. On the other hand,
a totally unreliable test would select blacks
in proportion to the number of black appli-
cants and hence might well select in propor-
tion to population quotas. Ironically, the
argument that tests are biased against blacks
because they are unreliable is not only false,
it is exactly opposite to the truth.

Let us consider in detail the comparison of
whites and blacks on the unreliable test. We
first remark that it is a fact that on the av-
erage, whites with a given score have a higher
mean performance than do blacks who have
that same score. Thus, the use of a single re-
gression line will in fact mean that whites
near the cutoff will be denied admission in
favor of blacks who will, on the average, not
perform as well, deary's (1968) definition
would clearly label such a situation biased.
Furthermore, in this situation the partial
correlation between race and performance
with observed ability held constant is not
zero. Thus, race makes a contribution to the
multiple regression because with an unre-
liable ability test, race is in fact a valid pre-
dictor of performance after ability is partialed
out. That is, from the point of view of un-
qualified individualism, the failure to use race
as a second predictor is unethical. If the test
is used with only one regression line, then
the predictors are in fact biased against
whites. If two regression lines are used, then
each person is being considered solely on the
basis of expected performance.

Thus, in summary, we feel that Cleary's
critics have raised a false issue. To use an
unreliable predictor is to blur valid differ-
ences between applicants, and an unreliable
test is thus, to the extent of the unreliability,
biased against people or groups of people
who have high true scores on the predictor.
Thus, from the point of view of an unquali-
fied individualist, an unreliable test is indeed
biased. On the other hand, a qualified indi-
vidualist would object to this conclusion. Use
of separate regression lines is statistically
optimal because the unreliable test does not
account for all the real differences on the true
scores. But the qualified individualist is ethi-

cally prohibited from using race as a pre-
dictor and therefore can employ only a single
regression equation. He can, however, console
himself with the fact that the bias in the test
is not specifically racial in nature. And, of
course, he can attempt to raise the reliability
of the test.

Thorndike's Definition

Thorndike (1971) began his discussion
with the simplifying assumption that the slope
of the two regression lines is equal. There
are then three cases. If the regression lines
are identical, then the test satisfies Cleary's
(1968) definition. If the regression line for
blacks is higher than that for whites (as in
Figure 1), then Thorndike labels the test
"obviously unfair to the minor group." On
the other hand, if the regression line for
whites is higher than that for blacks, then
he does not label the test as obviously unfair
to whites. Instead, he has an extended argu-
ment that the use of two regression lines
would be unfair to blacks. Clearly there must
be an inconsistency in his argument and in-
deed we ultimately show this.

Thorndike noticed that whereas using two
regression lines is the only ethical solution
from the point of view of unqualified indi-
vidualism, it need not be required by an
ethics of quotas. In particular, if the black
regression line is lower, then blacks will nor-
mally show a lower mean on both predictor
and criterion. Suppose that blacks are one
standard deviation lower on both and that
validity is .50 for both groups. If we knew
the actual criterion scores and set the cutoff
at the white mean on the criterion, then
50% of the whites and 16% of the blacks
would be selected. If the white regression
line were used for both groups, then 50%
of the whites and 16% ot the blacks would
be selected. However, if blacks are selected
using the black regression line, then because
the black regression line lies .5 standard de-
viations below the white regression line,
blacks will have to have a larger score to be
selected (i.e., a cutoff two sigmas above the
black mean instead of one), and hence fewer
blacks will be selected. Thus, if the predictor
score is used with two regression lines, then
50% of the whites but only 2% of the blacks
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will be admitted. Thorndike argued that this
is unfair to blacks as a group. He then recom-
mended that we throw out individualism as
an ethical imperative and replace it with a
specific kind of quota. The quota that he
defined as the fair share for each group is
the percentage of that group that would have
been selected had the criterion itself been
used or had the test had perfect validity. In
the above situation, for example, Thorndike's
definition would consider the selection pro-
cedure fair only if 16% of the black appli-
cants were selected.

What Thorndike has rediscovered has long
been known to biologists: Bayes's law is cruel.
If one of two equally reproductive species has
a probability of .49 for survival to reproduce
and the other species has a probability of
.SO, then ultimately the first species will be
extinct. Maximization in probabilistic situa-
tions is usually much more extreme than most
individuals expect (Edwards & Phillips,
1964).

What then was Thorndike's contradiction?
He labeled the case in which the black re-
gression line was higher than the white line
as "obviously unfair to the minor group." But
his basis for this was presumably unqualified
individualism. In effect, he said that if blacks
perform higher than whites over and above
the effects of measured ability, then this fact
should be recognized and blacks should have
a correspondingly higher probability of being
selected. That is, if the black regression line
is higher, then separate regression lines should
be used. But if separate regression lines are
used, then the number of whites selected
would ordinarily be drastically reduced. In
fact, the number of whites selected would be
far below the Thorndike-defined fair share
of slots. The mathematics of unequal regres-
sion lines (i.e., of Bayes's Law) is the same
for a high black curve as for a high white
curve: The use of a single regression line
lowers the validity of the prediction but tends
to yield selection quotas that are much closer
to the quotas that would have resulted from
clairvoyance (i.e., much closer to the selec-
tion quotas that would have resulted had a
perfectly valid test been available). Thus,
Thorndike's inconsistency lies in his failure to
apply his definition to the case in which the

white regression line underpredicts black per-
formance. The fact that because of a tech-
nicality (i.e., racial equality on the perform-
ance measure), this effect would not manifest
itself in Thorndike's (1971) Case 1 should
not be allowed to obscure this general prin-
ciple.

If only one regression line is to be used,
then a test will meet the Thorndike quotas
only if the mean difference between the
groups in standard score units is the same for
both predictor and criterion. For this to hold
for a Cleary-defined unbiased test, the valid-
ity of the test must be 1.00—a heretofore
unattainable outcome.

Once Thorndike's position is shown to be
a form of quota setting, then the obvious
question is, Why his quotas? After all, the
statement that 16% of the blacks can per-
form at the required level would not apply to
the blacks actually selected and is in that
sense irrelevant. In any event, it seems highly
unlikely that this method of setting quotas
would find support among those adherents of
quotas who focus on population proportions
as the proper basis of quota determination.
Thorndikean quotas will generally be smaller
than population-based quotas. On the other
hand, Thorndike-determined quotas may have
considerable appeal to large numbers of
Americans as a compromise between the re-
quirements of individualism and the social
need to upgrade the employment levels of
minority group members.

There is another question that must be
raised concerning Thorndike's position: Is it
ethically compatible with the use of imper-
fect selection devices? We will show that
Thorndike's selection rule is contradictory
to present test usage, that is, that according
to Thorndike we must fill N vacancies not by
taking the top N applicants but by making
a much more complicated selection. Consider
the following example: Assume that one is us-
ing a test score of 50 (£ = SO, SD = 10,
rxv — .50) as a cutoff and that the data show
that 50% of those with a test score of 50 will
be successful. Applicants with a score of 49
would all be rejected, though for rxv = .50
about 48% of them would have succeeded
had they been selected (a score of 49 is —.1
sigmas on X and implies an average score
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of —.05 on the criterion with a sigma of .87).
Thus, applicants with a test score of 49 can
then correctly state, If we were all admitted,
then 48% of us would succeed. Therefore,
according to Thorndike, 48% of us should be
admitted. Yet we were all denied. Thus, you
have been unfair to our group, those people
with scores of 49 on the test. That is, strictly
speaking Thorndike's ethical position pre-
cludes the use of any predictor cutoff in se-
lection, no matter how reasonably determined.
Instead, from each predictor category one
must select that percentage that would fall
above the criterion cutoff if the test were
perfectly valid. For example, if one wanted
to select 50% of the applicants and the valid-
ity were .60, then one would have to take
77% of those who lie 1 SD above the mean,
50% of those within 1 SD of the mean, and
23% of those who fall 1 SD below the mean.
And Thorndike's definition could be inter-
preted, of course, as requiring the use of even
smaller intervals of test scores.

There are several problems with this pro-
cedure. First, one must attempt to explain
to applicants with objectively higher quali-
fications why they were not admitted—a
rather difficult task and from the point of
view of individualism, an unethical one. Sec-
ond, the general level of performance will be
considerably lower than it would have been
had the usual cutoff been used. In the pre-
vious example, the mean performance of the
top 50% on the predictor would be .48 stan-
dard score units, whereas the mean perform-
ance of those selected by the Thorndike ethic
would be .29. That is, in this example, using
Thorndike's quotas has the effect of cutting
the usefulness of the predictor by about 60%.
(These calculations are shown in the ap-
pendix.)

One possible reply to this criticism would
be that Thorndike's definition need not be
interpreted as requiring application to all de-
finable groups. The definition is to be applied
only to "legitimate minority groups," and this
would exclude groups defined solely by ob-
tained score on the predictor. If agreement
could be reached that, for example, blacks,
Chicanos, and Indians are the only recog-
nized minority groups, the definition might be

workable. But such an agreement is highly
unlikely. On what grounds could we fairly
exclude Polish, Italian, and Greek Americans,
for example?

Perhaps an even more telling criticism can
be made. In a college or university, perform-
ance below a certain level means a bitter
tragedy for a student. In an employment
situation, job failure can often be equally
damaging to self-esteem. In the selection sit-
uation described above, the percentage of
failure would be 25% if the top half were ad-
mitted, but one third if a Thorndikean ad-
mission rule were used. Furthermore, most of
the increase in failures comes precisely from the
poor-risk admissions. Their failure rate is
two thirds. Thus, in the end, a Thorndikean
rule may be even more unfair to those at the
bottom than to those at the top,

Darlington's Definition

Darlington's (1971) first step was a re-
statement of the Cleary (1968) and Thorn-
dike (1971) criteria for a "culturally" fair
test in terms of correlation rather than re-
gression. Let X be the predictor, Y the cri-
terion, and C the indicator variable for cul-
ture (i.e., C = 1 for whites, C = 0 for
blacks). He made the empirically plausible
assumption that the groups have equal stan-
dard deviations on both predictor and cri-
terion and that the validity of the predictor
is the same for both groups (hence parallel
regression lines). Darlington then correctly
noted that deary's (1968) criterion for a
fair test could be stated,

That is, there is no criterion difference be-
tween the races beyond that produced by their
difference on X (if any). If all people are
selected using a single regression line, then
Thorndikean quotas are guaranteed by Dar-
lington's "definition two," that is,

rex — rGy.

That is, the racial difference on the predictor
must equal the racial difference on the cri-
terion in standard score units. However, if
people are selected using multiple regression
or separate regression lines, then this equa-
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tion would not be correct. Instead there are partial correlation between test and race with
two alternate conditions: the criterion partialed out is not zero, then

or
0 .

That is, if separate regression lines are used,
then the percentages selected match Thorn-
dike's quotas only if the test has perfect
validity or if there are no differences between
the groups on the criterion.3

Darlington then attacked the Cleary defi-
nition on two very questionable bases: (a)
the reliability problem raised by Linn and
Werts (1971), which was discussed in depth
above, and (b) the contention that race itself
would be a Cleary-defmed fair test. Actually,
if race were taken as the test, then there
would be no within-groups variance on that
predictor and hence no regression lines to
compare. Thus, deary's definition cannot be
applied to the case in which race itself is
used as the predictor test.4 The nontrivial
equivalent of this is a test whose sole contri-
bution to predicting 7 is the race difference
on the mean of X, but for such a test the
regression lines are perfectly horizontal and
grossly discrepant. That is, in a real situa-
tion, Cleary's definition would rule that a
purely racial test is biased.

Darlington's Definition 3 and
Cole's Argument

Darlington (1971) proposed a third defini-
tion of test fairness, his Definition 3. This
definition did not attract a great deal of at-
tention until Cole (1973) offered a persuasive
argument in its favor. We first present Dar-
lington's definition, his justification of it,
and our critique of that justification. We
then consider Cole's argument.

If X is the test and Y is the criterion and
if C, the variable of culture, is scored 0 for
blacks, 1 for whites, then Darlington's Defi-
nition 3 can be written as follows: The test
is fair if

o-r = 0 •

His argument for this definition went as fol-
lows: The ability to perform well on the
criterion is a composite of many abilities, as
is the ability to do well on the test. If the

3 Because the groups have equal standard deviations
on both predictor and criterion, assume for algebraic
simplicity that the variables have been scaled so that
all within-groups standard deviations are unity. This
means that deviation scores are standard scores.
Suppose that the selection ratio for whites has been
determined. Then there is a corresponding standard
score on Y, say Y*, such that the standard score
Y* — Yw would cut off that percentage of whites.
To select that same percentage of whites, there is a
prediclor score on the lest, Xw, such that

X*w ~ Y

ff the multiple regression equation is

Y = aX + 0C + 7 ,

then the multiple regression cutoff score is

Y* = aX*w + (3 + y

= a(X*w - Xw + Xw) + 0 + -,

= <*(X*w - Xw) + «Xw + ft + 7 .

Because multiple regression always matches the group
mean perfectly,

Yw = ctXw + 0 + 7 ,

and hence

Y* = «(X*W - Xw) + Yw .

The predictor cutoff score for blacks is determined by

Y * = aX*B + j

Because multiple regression matches means

Y B — (*XB ~r~ 7

and hence the black predictor cutoff satisfies

Y* = «(**„ - XB) + YB ,

Thorndike's quotas for blacks are obtained if the
standard score for the predictor cutoff is the same as the
standard score for the criterion cutoff, that is, if

X*B - XB = Y*~ Y,, .

Now we have in general

n(X*B-XB) = Y* - YB.

Thus, Thorndike's quotas obtain only if

<v(F* - YB) = Y* - ?B
= [«(rV - Xw) + Ywl - YB
= «(F* - Yw) + Yw - Ys .

This is true only it
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it means that there is a larger difference be-
tween the races on the test than would be
predicted by their difference on the criterion.
Hence the test must be tapping abilities that
are not relevant to the criterion but on which
there are racial differences. Thus, the test is
discriminatory.

Note that Darlington's argument makes use
of assumptions about causal inference. If
those assumptions about causality are in fact
false, then his interpretation of the meaning
of the partial correlation is no longer valid.
Are his assumptions so plausible that they
need not be backed up with evidence? Con-
sider the time ordering of his argument. He
is partialing the criterion from the predictor.
In the case of college admissions, this means
that he is calculating the correlation between
race and entrance exam score, with GPA 4
years later being held constant. This is look-
ing at the causal influence of the future on
the past and is only valid in the context of
very special theoretical assumptions. The defi-
nition would in fact be inappropriate even
in the context of a concurrent validation
study, since concurrent validities are typically
derived only as convenient estimates of pre-
dictive validity. Thus, even when there is no
time lag between predictor and criterion mea-
surement, one is operating implicitly within
the predictive validity model.

Let us explore this point more fully through
the use of two concrete examples. First, con-
sider a pro football coach attempting to
evaluate the rookies who have joined the team
as a result of the college draft. Since the
players have all come from different schools,
there are great differences in the kind and
quality of training that they have had. There-

Thus, Thorndike's quotas are obtained only if one of
two things is true: either a = 1 or both sides are zero;
that is, either a = 1 or Yw — FB = 0.

Because the variables were all scaled to have equal
within-groups standard deviations, the regression
weight a is in fact the within-groups predictor-criterion
correlation. Thus, a — 1 means that the test has
perfect validity.
_ The _equation Yw — YB — 0 is equivalent to
Yw ** Yg, that is, no group difference on the criterion
and hence rcr — 0.

4 Darlington's error was subtle. He assumed that
= 0 when in fact rcv.c = 0/0, which is undefined.

fore, the coach cannot rely on how well they
play their positions at that moment in time;
they will undergo considerable change as they
learn the ropes over the next few months.
What the coach would like to know is ex-
actly what their athletic abilities are without
reference to the way they've learned to play
to date. Suppose he decides to rely solely
on the 40-yard dash as an indicator of foot-
ball ability, that is, as a selection test. It is
possible that he would then find that he was
selecting a much larger percentage of blacks
than he had using his judgment of current
performance. Would this mean that the test
is discriminatory against whites? That de-
pends on the explanation for this outcome.
Consider the defensive lineman on a passing
play. His ability to reach the quarterback
before he throws the ball depends not only
on the speed necessary to go around the offen-
sive lineman opposing him but also on suffi-
cient arm strength to throw the offensive
lineman to one side. Assume, for the sake of
this example, that blacks are faster, on the
average, than whites but that there are no
racial differences in upper body strength.
Since the 40-yard dash represents only speed
and makes no measure of upper body strength,
it cannot meet Darlington's substantive as-
sumptions. That is, the 40-yard dash taps
only the abilities on which there are racial
differences and does not assess those that
show no such differences.

How does the 40-yard dash behave statis-
tically? If speed and upper body strength
were the only factors in football ability and
if the 40-yard dash were a perfect index of
speed, then the correlations would satisfy
r-ra-x — 0. That is, by deary's definition, the
40-yard dash would be an unbiased test.
Since rYc-x = 0, rxc-y cannot be zero and,
hence, according to Darlington's definition the
40-yard dash is culturally unfair (i.e., biased
against whites). (Since the number of whites
selected would be less than the Thorndike
quota, Thorndike too would call the test
biased.) If the coach was aware that upper
body strength was a key variable and was
deliberately avoiding the use of a measure of
upper body strength in a multiple regression
equation, then the charge that the coach was
deliberately selecting blacks would seem quite
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reasonable. But suppose that the nature of
the missing predictor (i.e., upper body
strength) was completely unknown. Would it
then be fair to charge the coach with using
an unfair test?

At this point, we should note a related
issue raised by Linn and Werts (1971). They
too considered the case in which the criterion
is affected by more than one ability, one of
which is not assessed by the test. If the test
assessed only verbal ability and the only
racial differences were on verbal ability, then
the situation would be like that described in
the preceding paragraph: The test would be
unbiased by the Cleary definition, but unfair
according to Darlington's Definition 3. How-
ever, if there are also racial differences on the
unmeasured ability, then the test will not be
unbiased by Cleary's definition. For example,
if blacks were also lower, on the average, in
numerical ability and numerical ability was
not assessed by the entrance test, then the
black regression line and the test would be
biased against whites by Cleary's definition.
According to Darlington's Definition 3, on the
other hand, the verbal ability test would be
fair if, and only if, the racial difference on the
numerical test were of exactly the same mag-
nitude in standard score units as the difference
on the verbal test. If the difference on the
missing ability were less than the difference
on the observed ability, then Darlington's
definition would label the test unfair to blacks,
whereas if the difference on the missing abil-
ity were larger than the difference on the ob-
served ability, then the test would be unfair
to whites. Furthermore, if the two abilities
being considered were not the only causal
factors in the determination of the criterion
(i.e., if personality or financial difficulties,
etc., were also correlated), then these state-
ments would no longer hold. Rather, the fair-
ness of the ability test under consideration
would depend not only on the size of racial
differences on the unknown ability, but on

the size of racial differences on the other un-
known causal factors as well. That is, accord-
ing to Darlington's Definition 3, the fairness
of a test cannot be related to the causal de-
termination of the criterion until a perfect
multiple regression equation on known pre-

dictors has been achieved. That is, Darling-
ton's definition can be statistically but not
substantively evaluated in real situations.

For the purpose of illustration, we now con-
sider a simplified theory of academic achieve-
ment in college. Suppose that the college
entrance test were in fact a perfect measure
of academic ability for high school seniors.
Why is the validity not perfect? Consider
three men of average ability. Sam meets and
marries "wonder woman." She scrubs the
floor, earns $200 a week, and worships the
ground Sam walks on. Sam carries a B av-
erage. Bill dates from time to time, gets hurt
a little, turns off on girls who like him once
or twice, and generally has the average num-
ber of ups and downs. Bill carries a C aver-
age. Joe meets and marries "Wanda the
witch." She lies around the house, contin-
ually nags Joe about money, and continually
reminds him that he is "sexually inadequate."
As Joe spends more and more time at the
local bar, his grades drop to a D average, and
he is ultimately thrown out of school. In a
nutshell, the theory of academic achievement
that we wish to consider is this: Achievement
equals ability plus luck, where luck is a com-
posite of few or no money troubles, sexual
problems, automobile accidents, deaths in the
family, and so on. There are few known cor-
relations between luck and ability and few
known correlations between luck and per-
sonality, but for simplicity of exposition, let
us ignore these and assume that luck is com-
pletely independent of ability and personality.
Then luck in this theory is the component of
variance in academic performance that repre-
sents the situational factors in performance
that arise after the test is taken and during
the college experience. Some of these factors
are virtually unpredictable: just what girl he
happens to sit beside in class, whether he ar-
rives at the personnel desk before or after
the opening for the ideal part-time job is
filled, whether he gets a good advisor or a
poor one, and so on. Some of these factors
may be predicted: family financial support in
case of financial crisis, probable income of
spouse (if any), family pressure for continu-
ing in college in case of personal crisis, and
so on. However, even those factors that may
be predicted are potentialities and will not
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actually be relevant unless other, nonpredicta-
ble events occur. Thus, there will inevitably
be a large random component to the situa-
tional factors in performance that is not mea-
surement error, but that has the same effect
as measurement error in that it sets an upper
bound on the validity of any predictor test
battery even if it includes biographical in-
formation on family income, stability, and
the like.

According to this theory, a difference be-
tween the black and white regression lines
(over and above the effect of test unreliabil-
ity) indicates that blacks are more likely to
have bad luck than are whites. Before going
on to the statistical questions, we note that
because we have assumed a perfect ability
test, there can be no missing ability in the
following discussion. And because we have
assumed that nonability differences are solely
determined by luck, the entity referred to as
"motivation" is in this model simply the
concrete expression of luck in terms of overt
behavior. That is, in the present theory, moti-
vation is assumed to be wholly determined by
luck and hence already included in the re-
gression equation.

Now let us consider the statistical interpre-
tations of the fairness of our hypothetical,
perfectly valid (with respect to ability) and
perfectly reliable test. Because on the average
blacks are assumed to be unlucky as well as
lower in ability, the racial difference in col-
lege achievement in this model will be greater
than that predicted by ability alone, and
hence the regression lines of college perform-
ance compared with ability will not be equal.
The black regression line will be lower. Thus,
according to Cleary, the test is biased against
whites. According to Thorndike, the test may
be approximately fair (perhaps slightly biased
against blacks). According to Darlington, the
test could be either fair or unfair: If the
racial difference on luck were about the same
in magnitude as the race difference on the
ability test, then the test would be fair; but
if the race difference on luck were less than
the difference on ability, then the test would
be unfair to blacks. That is, the Darlington
assessment of the fairness of the test would
not depend on the validity of the test in as-
sessing ability, but on the relative harshness

of the personal-economic factors determining
the amount of luck accorded the two groups.
Darlington's statistical definition thus does
not fit his substantive derivation in this con-
text—unless one is willing to accept luck as
an "ability" inherent to a greater extent in
some applicants than in others.

The problem with Darlington's definition
becomes even clearer if we alter slightly the
theory of the above paragraph. Suppose that
the world became more benign and that the
tendency for blacks to have bad luck dis-
appeared. Then, making the same assump-
tions as above (i.e., a perfect test and our
theory of academic achievement), the re-
gression curves would be equal and rYa-x — 0.
Thus, according to Cleary's definition, the test
would be unbiased against whites. Darling-
ton's Definition 3 would then label the test
unfair to blacks. This last statement is par-
ticularly interesting. In our theory we have
assumed that exactly the same ability lay at
the base of performance on both the test and
later GPA. Yet it is not true in our theory
that rxo.Y = 0. Thus, this example has shown
that Darlington's substantive interpretation
of rxo-v does not hold with our additional as-
sumption (of a nonstatistical nature), and
hence his argument as to the substantive
justification of his definition is not logically
valid.

We note in passing that this last example
poses a problem for Cleary's definition as well
as for Darlington's. If the difference between
the regression lines were in fact produced by
group differences in luck, then would it be
proper to label the test biased? And if this
model were correct, how many unqualified in-
dividualists would feel comfortable using
separate regression lines to take into account
the fact that blacks have a tougher life (on
the average) and hence make poorer GPAs
than their ability would predict? In the case
of both definitions, this analysis points up the
necessity of substantive models and considera-
tions. Statistical analyses alone can obscure
as much as they illuminate.

Darlington's Definition 3 received little at-
tention until a novel and persuasive argument
in its favor was advanced by Cole (1973).
Her argument was this: Consider those ap-
plicants who would be "successful" if selected.
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Should not such individuals have equal proba-
bility of being selected regardless of racial or
ethnic group membership? Under the assump-
tion of equal slopes and standard deviations
for the two groups, the answer to her ques-
tion is in the affirmative only if the two re-
gression lines of test on criterion are the same
(and hence rxo-y — 0). That is, Cole's defini-
tion is the same as deary's with the roles of
the predictor and criterion reversed. However,
this similarity of statement does not imply
compatibility—just the reverse. If there are
differences between the races on either test or
criterion, then the two definitions are com-
patible only if the test validity is perfect, so
the two definitions almost invariably conflict.

Although Cole's argument sounds reasona-
ble and has a great deal of intuitive appeal,
it is flawed by a hidden assumption. Her defi-
nition assumes that differences between groups
in probability of acceptance given later suc-
cess if selected are due to discrimination based
on group membership. Suppose that the two
regression lines of criterion performance as
a function of the test are equal (i.e., the test
is Cleary-defined unbiased). If a black who
would have been successful on the criterion
is rejected and a white who fails the criterion
is accepted, this need not imply discrimina-
tion. The black is not rejected because he is
black but because he made a low score on the
ability test. That is, the black is rejected
because his ability at the time of the predictor
test was indistinguishable from that of a
group of other people (of both races) who, on
the average, would have low scores on the
criterion.

To make this point more strongly, we note
that according to Cole's definition of a fair
test, it is unethical to use a test of less than
perfect validity. To illustrate this, consider the
use of a valid ability test to predict academic
achievement in any one group, say whites, ap-
plying for university admission. If the uni-
versity decides to take only the people in the
top half of the distribution of test scores, then
acting under Cole's definition, applicants in
the bottom half may well file suit charging
discriminatory practice. According to Cole,
an applicant who would be successful if se-
lected should have the same probability of
being selected regardless of group member-

ship. That is, among the applicants who would
have been successful had they been selected,
there are two groups. One group of appli-
cants has a probability of selection of 1.00 be-
cause their scores on the entrance exam are
higher than the cutoff point. The other group
of potentially successful applicants has a se-
lection probability of .00 because their exam
scores are lower than the cutoff point. Accord-
ing to Cole, we should ask: Why should a
person who would be successful be denied a
college berth merely because he had a low
test score? After all it's success that counts,
not test scores. But the fact is that for any
statistical procedure that does not have per-
fect validity, there must always be people
who will be incorrectly predicted to have low
performance, that is, there will always be suc-
cessful people whose predictor scores were
down with the generally unsuccessful people
instead of up with the generally successful
people (and vice versa). In that sense, any-
thing less than a perfect test will always be
"unfair" to the potentially high achieving
people who were rejected. It can be seen that
lack of perfect validity functions in exactly
the same way as test unreliability, discussed
earlier.

As noted earlier in the case of Thorndike's
definition, this problem can be partly over-
come in practice if social consensus restric-
tions could be put on the defining of bona
fide minority groups. But given the almost
unlimited number of potentially definable
social groups, it is unlikely that social or
legal consensus could be reached limiting the
application of this definition to blacks, Chi-
canos, American Indians, and a few other
groups.

Basically Cole has noted the same fact that
Thorndike noted: In order for a test with less
than perfect validity to be fair to individuals,
the test must be unfair to groups. In particu-
lar, in our example, the group of applicants
who score below average on the test will have
none of their members selected despite the
fact that some of them would have shown
successful performance if selected. It is thus
unfair to this group. However, it is fair to
each individual, since each is selected or re-
jected based on the best possible estimate
of his future performance. It is perhaps im-



ANALYSIS OF TEST BIAS 1065

portant to note that this is not a problem
produced by the use of psychological tests;
it is a problem inherent in reality. Society and
its institutions must make selection decisions.
They are unavoidable. Elimination of valid
psychological tests will usually mean their
replacement with devices or methods with
less validity (e.g., the interview), thus further
increasing the unfairness to individuals and/
or groups.

DARLINGTON'S DEFINITION 4

The fourth concept of test bias discussed
by Darlington (1971) defines a test as fair
only if rcx = 0. That is, by this definition,
a test would be unfair if it showed any mean
difference between the races at all, regardless
of the size of difference that might exist on
some criterion that is to be predicted. If the
same cutoff score is to be used for blacks and
whites, then this statistical criterion corre-
sponds to the use of population-based quotas.
If separate regression lines and hence sepa-
rate cutoff scores are to be used, then mean
differences on the test are irrelevant to the
issue of quotas.

A FIFTH DEFINITION OF TEST FAIRNESS

After defining and discussing four different
statistical models of test fairness, Darlington
(1971) turned to the commonly occuring pre-
diction situation in which there is a differ-
ence favoring whites on both the test and the
criterion and the black regression equation
falls below that for whites. This situation is
shown in Figure 3a. Noting that the use of
separate regression equations (or the equiva-
lent, use of multiple regression equations with
race as a predictor), as required by deary's
(1968) definition, would admit or select only
an extremely small percentage of blacks,
Darlington introduced his concept of the "cul-
turally optimum" test. Darlington suggested
that admissions officers at a university be
asked to consider two potential graduating
seniors, one white and the other black, and
to indicate how much higher the white's GPA
would have to be before the two candidates
would be "equally desirable for selection"
(p. 79). This number is symbolized K and
given a verbal label such as "racial adjust-
ment coefficient." Then in determining the

Willing

Blacks
Blocks and Whiles

3a. The Original Dala 3b. The Doctored Data

Whites
Blacks

9c. The Doctored Data 3d. The Dcctored Data

FIGURE 3. Darlington's (1971) method of doctoring
the data to define a culturally optimum test.

fairness of the test, K is first subtracted from
the actual criterion scores (GPAs) of each
of the white subjects. If these altered data
satisfy deary's (1968) definition of a fair
test, the test is considered culturally optimum.

Figure 3 illustrates the geometrical mean-
ing of Darlington's doctored criterion. If the
admissions officer chooses a value of K that
is equal to A Y in Figure 3a, then the altered
data will appear as in Figure 3b, that is, there
will be a single common regression line and
the test as it stands will be culturally opti-
mum. If, however, an overzealous admissions
officer chooses a value of K greater than AF,
then the doctored data will appear as in
Figure 3c, that is, the test will appear to be
biased against blacks according to deary's
definition and will thus not be culturally opti-
mum. Similarly, should an uncooperative ad-
missions officer select a value of K < AF,
then the altered data would look like Figure
3d and would thus appear to be biased against
whites by Cleary's criterion and hence show
the test not to be culturally optimum.

Thus, a cynic might well assume that in
practice Darlington's definition of culturally
optimum would simply lead to the selection
of a value of K that would make whatever
test was being used appear to be culturally
optimum. But suppose that admissions officers
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were willing to choose K without looking at
the effect that their choices would have on
the data. How then are the nonoptimum tests
to be used? One might suppose that since
Darlington is eager to doctor the criterion
data, he would also be willing to doctor the
predictor data as well. For example, the
situation in Figure 3d could be remedied by
simply subtracting a suitable constant from
each black's test score. However, Darlington
permits only the doctoring of criterion scores;
lie is opposed to doctoring the predictor scores.

If the predictor scores are not manipulated
by a direct mathematical rescoring, then the
same effect must be obtained by constructing
a new test. Consider then the situation shown
in Figure 3d. The new test must have the
ultimate effect of giving blacks lower scores
than they would have gotten on the original
test, while leaving white scores untouched.
Thus, the test constructor is in the awkward
position of adding items that are biased
against blacks in order to make the test fair!

Darlington was not unaware of this prob-
lem, though he dealt with it in a different
place. Darlington would not label the test
fair unless the two regression lines using the
doctored criterion were equal. But what if
we do not yet have a culturally fair test?
What did Darlington recommend as an in-
terim procedure for using an unfair test? He
stated that the unfair test can be used in a
fair way if it is combined with race in a
multiple regression equation based on the
doctored criterion (i.e., if separate doctored
regression lines are used). Thus, he used the
unequal doctored regression lines in much the
same way as Cleary recommended use of the
unequal regression lines for undoctored re-
gression lines. What does this procedure come
to in the case in which the administrator has
chosen a value of K that is too low to label
the existing test culturally optimum? If the
doctored regression line for blacks is still be-
low the doctored regression line for whites,
then the beta weight for blacks will still be
negative and the multiple regression equation
will implicitly subtract that weight from
each black's score.

What would an administrator do if this
were pointed out to him? We believe that he
would react by increasing the value of K to

make the doctored regression lines equal.
That is, we think that the actual consequence
of Darlington's recommendation for the fair
use of an unfair test would be to further in-
crease the likelihood of using a value of K
that makes the doctored regression lines
equal. That is, we believe that Darlington's
definition of jair use, like his definition of
fair test, is most likely to result in a harried
administrator choosing K to eliminate the dif-
ference between the doctored regression lines.
If we are right in this, then it means that
Darlington's recommendations for fair use
will lead in practice to simply labeling exist-
ing tests culturally optimum. We feel this
bolsters our earlier argument that this is also
the likely result of his basic procedure for
defining a test as fair.

What is the upshot of Darlington's sugges-
tion? From a mathematical point of view,
adding or subtracting a constant to the cri-
terion is exactly equivalent to adding or sub-
tracting constants to the predictor, and this
in turn is equivalent to using different cut-
off scores for the two groups. Thus, in the
last analysis, Darlington's method is simply
an esoteric way of setting quotas, and hence
the expense of constructing culturally opti-
mum tests to do this is a waste of time and
money.

ETHICAL POSITIONS, STATISTICAL
DEFINITIONS, AND PROBLEMS

In this section, we briefly relate each ethical
position to its appropriate statistical operation
and point out some of the advantages and
disadvantages of each approach.

Unqualified Individualism

The ethical imperative of individualism is
to apply to each person that prediction pro-
cedure which is most valid for that person.
Thus, white performance should be predicted
by that test which has maximum validity
for whites. Black performance should be pre-
dicted using that test which has maximum
validity for blacks. The person with the high-
est predicted criterion score is then selected.

There is no reason why the test used to
select blacks need be the same as that used
to select whites. Indeed, if there is a more
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valid test for blacks, then it is ethically wrong
not to use it. Furthermore, in situations in
which the mean black criterion performance
is lower than that for whites, the number of
blacks admitted is maximized by using that
test which has maximum validity for blacks.

Consider the alternative. Suppose there is
a group for which the test used has low valid-
ity. For simplicity assume no validity at all.
Then, the predicted criterion score for every-
one in that group is the same—the mean
criterion score for that group. Thus, either
everyone in that group is accepted or every-
one in that group is rejected. If that group
is in fact highly homogeneous on the cri-
terion, then this is perfectly reasonable. But
if the zero validity group has the same de-
gree of spread on the criterion as other
groups, then this lack of discrimination poses
ethical problems: either a great many poor
prospects are being admitted, or a great many
excellent prospects are being overlooked. Be-
cause selection ratios are typically low (say
50% or less), this means that the use of a
low validity test for some groups is likely to
mean that that group is virtually eliminated.
Thus, indeed, it is important to seek the
maximum validity test for any group. But
there is little evidence to suggest that differ-
ent demographic groups will in fact require
different tests. In an age of mass culture, this
seems a very implausible hypothesis for most
such groups. For example, the research evi-
dence strongly indicates that differential
validity by race is no more than a chance
phenomenon (Schmidt, Berner, & Hunter,
1973). The same may later be shown with
respect to other population subgroups, thus
greatly reducing the scope of this problem.
The problem would not thus be eliminated,
however; although the same tests may be
valid across population subgroups and regres-
sion slopes may be equal, there is much re-
search evidence (Reilly, 1973; Schmidt &
Hunter, 1974; Ruch, Note 1) that intercepts
often differ significantly. That is, the same
test may be a maximum validity test for many
groups, but it need not therefore be unbiased
by Cleary's definition. Thus, some adjust-
ment for differences in group intercepts would
still have to be made.

Qualified Individualism

For the most part, the qualified individual-
ist is also concerned with maximum validity.
However, should there be a subgroup for
whom there was low validity, it would pose
greater problems for the qualified individual-
ist because he cannot give different tests to
different groups. Thus, should such a case
ever be found, the qualified individualist
would presumably respond by searching for
a less valid test (for the population as a
whole) that had less variability in subgroup
validity.

There is another, more subtle but perhaps
more real, problem that advocates of quali-
fied individualism must face. The ethical im-
perative here requires that the prediction
equation that has maximum validity for the
entire population—without regard to group
membership—be identified and employed. But
there is a problem with this solution. Sup-
pose, for example, that for a certain city
college the black regression line falls below
the white regression line, that is, race is a
valid predictor for that college. Use of race
as a predictor is, of course, forbidden to the
qualified individualist, but there may be al-
ternative ways of increasing the overall valid-
ity of the prediction equation that are equally
objectionable. For example, if race is a valid
predictor, then a properly coded version of
the student's address may also be a valid
predictor and increase overall validity. This
"indirect indicator of race" would probably
be detected and rejected, but a more subtle
cue might not be properly identified. In par-
ticular, the most subtle problem is the one
facing the test constructor: If the black re-
gression line falls below the white regression
line, then the introduction of items whose
content is biased against blacks would in-
crease the overall validity of the test. If the
separate regression lines of the unqualified
individualist are used, then racially biased
test material would have no effect on the se-
lection of applicants. But if that is forbidden,
then material biased against blacks would
lower the black scores on the predictor and
hence make their scores using the white re-
gression line more accurate. That is, the
introduction of material biased against blacks
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would reduce the overprediction of black per-
formance and hence raise the validity of a
one-regression-line use of the test.

The problem, in its general form, is that
any measured variable which correlates with
race, sex, religion, and so on (i.e., shows group
differences), can be considered to be an in-
direct (and imperfect) indicator of group
membership. Because he is forbidden to use
group membership itself as a predictor even
if valid, the qualified individualist may be
tempted to substitute indirect indicators of
group membership that may be unfair. How
can he decide whether a given race-correlated
predictor is fair or unfair? We discuss two
such criteria: (a) Is the relation between pre-
dictor and criterion an "intrinsic" one? (b)
Is the within-groups validity high enough?

The first criterion is the apparent intrinsic-
ness of the relationship between the predictor
and performance. If the predictor is a job
sample test (e.g., a typing test) assessing the
skills actually required on the job, there is
little doubt that the relation is intrinsic.
Scores on a written achievement test could
also easily pass this test, as would a face-
valid aptitude test. Scores on a weighted bio-
graphical information inventory, on the other
hand, would be allowed only if they were able
to meet the second, less subjective standard:
high validity coefficients for both groups
separately. Thus, the qualified individualist's
answer to the question posed in the example
above is that if the material to be added to
the test appears to have an intrinsic rela-
tion to performance, it is ethically admissible.
It is not biased against blacks as blacks but
merely against applicants (of whatever race)
who are less capable of performing well on
the criterion. The fact that there happen to
be more blacks with low ability (percentage-
wise) than whites is an ethically irrelevant
fact.

While the preceding distinctions are re-
garded as crucial among qualified individual-
ists, they receive short shrift from those
committed to other ethical positions. Those
who are wwqualified individualists will argue
that parental income is an indicator of moti-
vation to do well in school or on the job and
that such motivation is surely intrinsic to
high performance. That is, the unqualified

individualist says that the question of whether
a variable is intrinsically related to perform-
ance is subject to empirical test: If it is cor-
related with performance, then it is intrin-
sically related, whereas if it is not correlated,
then it is not. Those who promote quotas will
also reject validity of the intrinsic-extrinsic
distinction. They argue that ability just
means whether or not you went to a good
school and is thus highly contaminated with
extrinsic elements. The qualified individualist
may offer scientific theories in arguing his
case, but his opponents will simply argue that
the theories are wrong. And the data we have
in 1975 will not decide the argument.

Is there a less subjective way to test for
an intrinsic relation between the predictor
and the criterion? Certainly one test is within-
groups validity. If the relation is intrinsic,
then there should be a correlation for each
group separately. But how high should that
correlation be? Certainly statistical signifi-
cance is no answer. If a college were gather-
ing data on a new test on an entering class
of 4,000, then it would only take a within-
groups validity of .01 to be significant. On
the other hand, if we set some standard, such
as .10, we run into another problem. If the
within-groups validity of some piece of bio-
graphical information were ,10, while the cor-
relation with race were .70, it would be clear
that most of the validity of the test would
lie in its serving as an indirect indicator of
race. Indeed, one might well consider requir-
ing that the correlation with race be less than
the within-groups validity.

But rather than continue searching for ar-
bitrary standards, let us consider a purely
statistical definition of an indirect indicator
of race: X is an indirect indicator of race to
the extent that it correlates more highly with
race than is required by its relation with the
criterion. By this definition X would be safe
from a charge of being an indirect indicator
if fxc-v — 0—that is, if it satisfied the Dar-
lington-Cole definition of a fair test! And
indeed the Darlington-Cole definition relates
the within-groups validity to the test race
difference. If the within-groups validity were
.10, then by this definition, the biographical
item would be an indirect indicator of race
unless the standard score difference on the
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test were less than one tenth the standard
score difference on the criterion. But for all
practical purposes, this means that there can-
not be any difference on the test at all!

But that brings us full circle on the statis-
tical question. The concept of an intrinsic
relation is inherently a matter of causal argu-
ments, and as we noted above, it cannot thus
be assessed by any statistical procedure. Thus,
as we noted in our discussion of the theo-
retical objections to the intrinsic-extrinsic
distinction, most such arguments between ad-
herents of different ethical positions will come
down to scientific issues that cannot be re-
solved on the basis of the data at hand today.

Quotas

The main technical question for an adher-
ent of quotas is, Whose? Once the quotas
have been set, the only remaining ethical
question is how to select from within each
group. Although some would use random se-
lection within groups, most would evoke in-
dividualism at this point. With this assump-
tion, the optimal strategy for filling quotas
can be stated. For each group, obtain pre-
dicted criterion performance using that test
which has maximum validity for the given
group. If the test with maximum validity for
blacks is not the test with maximum validity
for whites, then it is unethical to use the
same test for both.

The major problem for a quota-based sys-
tem is that the criterion performance of se-
lectees as a whole can be expected to be con-
siderably lower than under unqualified or
even qualified individualism. In college selec-
tion, for example, the poor-risk blacks who
are admitted by a quota are more likely to
fail than are the higher scoring whites who
are rejected because of the quota. Thus, in
situations in which low-criterion performance
carries a considerable penalty, being selected
on the basis of quotas is a mixed blessing.
Second, there is the effect on the institution.
The greater the divergence between the quotas
and the selection percentages based on ac-
tual expected performance, the greater the
difference in mean performance in those se-
lected. If lowered performance is met by
increased rates of expulsion or firing, then
the institution is relatively unaffected, but

(a) the quotas are undone and (b) there is
considerable anguish for those selected who
don't make it.8 On the other hand, if the in-
stitution tries to adjust to the candidates se-
lected by quotas, there may be great cost and
inefficiency. Finally, there is the one other
problem that academic institutions must face.
Quotas will inevitably lower the average per-
formance of graduating seniors, and hence
lower the prestige rating of the school. Simi-
lar considerations apply in the case of the
employment setting. In both cases, the ef-
fect of these changes on the broader society
must also be considered. These effects are dif-
ficult to assess, but they may be quite sig-
nificant.

CONCLUDING REMARKS

We have presented three ethical positions
with respect to the use of tests and other
psychological devices in selecting people for
entry into various kinds of institutions, and
we have shown these ethical positions to be
irreconcilable. We have also reviewed a num-
ber of attempts to define the fair or unbiased
use of tests or other devices and have shown
them to be related to different ethical posi-
tions. Moreover, we have shown that the
scientific principles used to justify the sta-
tistical procedures vary considerably in their
plausibility from one concrete selection situa-
tion to another. Indeed we feel that we have
shown that any purely statistical approach
to the problem of test bias is doomed to
rather immediate failure.

The dispute reviewed in this article is typi-
cal of ethical arguments—the resolution de-
pends in part on irreconcilable values. Fur-
thermore, even among those who agree on
values there will be disagreements about the
validity of certain relevant scientific theories
that are not yet adequately tested. Thus, we

5 Furthermore, the public image of the institution
may suffer as much from the higher rate of expulsion
as from the charge of discrimination in hiring. For
example, if we read the trial records correctly, there is
a company that deliberately reduced its entrance
standards to hire more blacks. However, these people
could not then pass the internal promotion tests and
hence accumulated in the lowest level jobs in the
organization. The government then took them to court
for discriminatory promotion policies!
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feel that there is no way that this dispute can
be objectively resolved. Each person must

choose as he sees fit (and in fact we are di-
vided). We do hope that we have clarified the
issues to make the choice more explicitly re-
lated to the person's own values and beliefs.
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APPENDIX

This appendix contains the mathematical
calculation of the expected achievement level
of the group that would be selected by the f u l l
application of Thorndike's criterion, that is, a
group selected so that for each test score x, the
number of people selected is proportional to
the probability that persons at that test level
would in fact be successful. The definition of
successful used below is performance above
average on the criterion. That is, the calcula-
tions below assume a 50% selection ratio.

For simplicity, both test and performance
have been assumed to be measured in standard
scores. The symbol <p(x) is the standard
normal density function and the symbol $(#)
is the standard normal cumulative distribution
function. The symbol A is used for accepted

(or selected for admission).

If the criterion of success is the top 50%,
then in terms of standard scores, the success
criterion is Y > 0. Thus, the conditional
probability of being accepted is:

P(A.\X) = P[F> 0|JT]

Let us simplify the following expressions by

defining the parameter a by

r
a = —, - .

Vl - r1

In particular, if r — .6, then

.6

Vl - .36

We can then write

P(A|Z) = P(z > -OLX} ,

where z has a standard normal distribution.
Thus,

P(A\X) = 1 - $(-«*) = $(<**) .

If the number selected at each test score is
P(A \ X ) , then the overall selection ratio will be

P(A) = l$(ax)<p(x)dx = i.

The distribution of the test score among those
selected is

Since X and Y are in standard score form, the
regression of Fon X is given by E(F| X} ~ rx.
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Thus, the mean criterion score among those _ a f _(

selected will be ~ 2rr J e

i (x}dx
where

f 0 = Vl+a2 .
= / rx 2&(ax)<p(x')dx .

J Step 3. Using the substitution x =

This is not an easy integral to calculate, and we can calculate the following integral:

the calculation below will thus be broken into /•
five steps. The formula for the mean criterion J
performance among those selected can then be
written

r v
E(F) = 2p / *&(&x'}(p(x}dx

^ ' J *• ' ^ ' ' Step 4. Thus, we can finally calculate the
main integral:

Step 1. First we apply the method of inte-
gration by parts:

/

•~ \ / \ i /
x^>(ax)tp(x)dx _ / 1 \ / a \

, W27/\Vl +a
2
/

J Because a was defined to be

= <fr(ax)u(x) — /«(«){$'(ax)a}dx , a — r

where we have

p—xili a r\l — r*

/
e~~ '

xif>(x)dx = p= .
V2ir

= r .

1 — r2

Step 2. Thus, we have the definite integral: v

+00 Step 5. Finally, we can use the main integral
/ x&(ax)<p(x}dx to calculate the expected achievement level:

/ t W
= $Ca. ) u ( x ) +X - fu(xW(a. )otdv E(F'1 = 2r InteSral = (2r)( "7== )( /- " "^

r —alxl"

= 0 - Iu(x)~=

a f

~ 2ir J e

',dx

For r = .6, this formula yields E(F) = .288.
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