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The backfire effect is when a correction increases belief in the very misconception it is attempting to correct,

and it is often used as a reason not to correct misinformation. The current study aimed to test whether correct-

ing misinformation increases belief more than a no-correction control. Furthermore, we aimed to examine

whether item-level differences in backfire rates were associated with test–retest reliability or theoretically

meaningful factors. These factors included worldview-related attributes, including perceived importance and

strength of precorrection belief, and familiarity-related attributes, including perceived novelty and the illusory

truth effect. In 2 nearly identical experiments, we conducted a longitudinal pre/post design with N = 388 and

532 participants. Participants rated 21 misinformation items and were assigned to a correction condition or

test-retest control. We found that no items backfired more in the correction condition compared to test-retest

control or initial belief ratings. Item backfire rates were strongly negatively correlated with item reliability

(q = �.61/�.73) and did not correlate with worldview-related attributes. Familiarity-related attributes were sig-

nificantly correlated with backfire rate, though they did not consistently account for unique variance beyond

reliability. While there have been previous papers highlighting the nonreplicable nature of backfire effects, the

current findings provide a potential mechanism for this poor replicability. It is crucial for future research into

backfire effects to use reliable measures, report the reliability of their measures, and take reliability into

account in analyses. Furthermore, fact-checkers and communicators should not avoid giving corrective infor-

mation due to backfire concerns.
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In today’s information-based society, people are continuously

presented with misinformation that needs to be corrected (Lewan-

dowsky et al., 2012). It is extremely important that we know if

corrections are effective and whether there are circumstances

under which they are likely to be ineffective, or even make matters

worse. The backfire effect is when belief in a misconception is

greater after a correction has been presented in comparison to a

precorrection or no-correction baseline (see Swire-Thompson,

DeGutis, & Lazer, 2020 for a review). Although there have been

multiple failures to replicate (for instance, Wood & Porter, 2019),

the backfire effect is still hotly debated (Jerit & Zhao, 2020), with

some researchers maintaining that it is a genuine phenomenon

(e.g., Autry & Duarte, 2021; Schwarz & Jalbert, 2020). The cur-

rent consensus is that the backfire effect only occurs in limited
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circumstances (Lewandowsky et al., 2020; Nyhan, 2021). The

present study sought to more thoroughly characterize the backfire

effect by examining if it occurs more than a no-correction control

condition and if item-level variation in backfire rate is accounted

for by either (a) an item’s test–retest reliability or (b) theoretically

meaningful factors proposed to underlie backfire effects.

There are two types of backfire effects that have become popular in

the literature: the worldview backfire effect and the familiarity backfire

effect. They both result in increased belief postcorrection, but they are

presumed to occur due to different psychological mechanisms. The

worldview backfire effect is said to be elicited when a correction chal-

lenges an individual’s belief system (Cook & Lewandowsky, 2012)

and is commonly suggested to be more likely to occur when the infor-

mation is important to the individual or when the person believes in

the information strongly (Flynn et al., 2017; Lewandowsky et al.,

2012; Nyhan & Reifler, 2010; Nyhan & Reifler, 2015). Although there

was initially promising evidence for the worldview backfire effect (for

instance, Nyhan & Reifler, 2010), there have been failures to find or

replicate this effect (e.g., Guess & Coppock, 2018; Ecker et al., 2021;

Haglin, 2017; Nyhan et al., 2020; Schmid & Betsch, 2019; Swire,

Berinsky, et al., 2017; Weeks & Garrett, 2014; Wood & Porter, 2019).

Furthermore, to our knowledge worldview backfire effects have exclu-

sively been found in subgroup analyses, and the type of subgroups

have been inconsistent (Swire-Thompson, DeGutis, & Lazer, 2020).

In addition to these issues, previous work has yet to explicitly investi-

gate whether the posited worldview mechanisms—the perceived im-

portance of the information or the strength of one’s belief prior to

correction—are associated with a greater likelihood of backfire effects.

In contrast to the mechanisms of the worldview backfire effect, a fa-

miliarity backfire effect is said to occur when misinformation is

repeated within the retraction (Schwarz et al., 2007). For example, the

statement “The COVID-19 vaccine will NOT alter your DNA” seeks

to dispel the misinformation, yet the repetition of “COVID-19 vaccine”

and “altered DNA”, is proposed to make this inaccurate link more fa-

miliar. The familiarity backfire effect is thought to result from people

being more likely to believe that repeated information is true, a phe-

nomenon called the illusory truth effect (Begg et al., 1992; Fazio et al.,

2019). The illusory truth effect and the familiarity backfire effect are

thought to be driven by the same psychological mechanism of process-

ing fluency (see Unkelbach et al., 2019 for a review), even though the

former occurs in the absence of corrective information and the latter in

the presence of corrective information. There are many factors that

influence processing fluency, from the use of easy- or hard-to-pro-

nounce words (Alter & Oppenheimer, 2006) to the degree to which the

statement rhymes (McGlone & Tofighbakhsh, 2000). If processing flu-

ency underlies both the illusory truth effect and the familiarity backfire

effect, this would predict that items prone to one effect would also be

prone to the other. However, to date, this has never been tested.

The most commonly cited evidence for the familiarity backfire

effect is an unpublished article (Skurnik et al., 2007 as cited by

Schwarz et al., 2007). The authors found that participants who read a

“myths versus facts” pamphlet debunking vaccine misconceptions had

less favorable attitudes toward vaccines compared to a control group

who never saw the pamphlet. While subsequent research has found lit-

tle evidence for the phenomenon (e.g., Cameron et al., 2013; Ecker et

al., 2017; Swire, Ecker, et al., 2017), one potentially moderating factor

is that novel misinformation could be theoretically more susceptible to

backfire effects than familiar misinformation (as suggested by Ecker,

O’Reilly, et al., 2020). Compared to well-known items, a correction

applied to novel items will disproportionately boost the familiarity of

the misconception from a no-exposure baseline. Ecker, Lewandowsky,

et al. (2020) tested this hypothesis at the group level. Although a small

backfire effect was observed in the first experiment, they found that

corrections of novel misinformation generally did not lead to stronger

belief in the misinformation than a control group who were never

exposed to the false claims or corrections. However, the question still

remains whether the novelty of information makes it more likely for

backfire effects to occur.

Before examining worldview- and familiarity-related characteristics

of items, it is important to quantify whether item differences in backfire

rate vary with regards to reliability. Interest in measurement reliability,

the consistency of a measure and the degree to which it is free of ran-

dom error (VandenBos, 2007), has steadily grown in psychology and

neuroscience research in recent years (e.g., Zuo et al., 2019), likely due

to the replication crisis in these fields. At best, unreliable measures add

noise and complicate the interpretation of effects observed. At worst,

unreliable measures can produce statistically significant findings that are

spurious artifacts (Loken & Gelman, 2017). A significant drawback of

prior misinformation research is that experiments investigating backfire

effects have typically not reported the reliability of their measures (for

an exception, see Horne et al., 2015). Due to random variation or regres-

sion to the mean in a pre/post study, items with low reliability would be

more likely to show a backfire effect. In a previous meta-analysis

(Swire-Thompson, DeGutis, & Lazer, 2020), we found preliminary evi-

dence for this reliability-backfire relationship by comparing studies

using single-item measures—which typically have poorer reliability

(Jacoby, 1978; Peter, 1979)—with more reliable multi-item measures.

Examining 31 studies and 72 dependent measures1, we found that the

proportion of backfire effects observed with single item measures was

significantly greater than those found in multi-item measures. Notably,

when a backfire effect was reported, 81% of these cases were with sin-

gle-item measures (70% of worldview backfire effects and 100% of fa-

miliarity backfire effects), whereas only 19% of cases used multi-item

measures. This suggests that measurement error could be a contributing

factor, but it is important to more directly measure the contribution of

reliability to the backfire effect.

The goal of the current study was to quantify the contribution of

reliability by examining an array of 21 misinformation items and

measuring the extent to which item reliability is associated with back-

fire rate across items. Furthermore, we aimed to characterize the asso-

ciation of worldview-related characteristics (personal importance,

importance to society, and strength of belief) and familiarity-related

characteristics (novelty and the illusory truth effect) with the backfire

rate. To better capture potential familiarity and worldview/backfire

associations, we included items with a wide range of importance,

strength of prior belief, and novelty. Finally, to ensure that the results

we observed were robust and replicable, we performed two nearly

identical studies using the same items with different sets of partici-

pants. Based on previous results (Swire-Thompson, DeGutis, & Lazer,

2020; Wood & Porter, 2019), we hypothesized (a) that the correction

condition’s backfire rate would not be greater than the test-retest con-

trol condition and (b) that reduced item reliability would significantly

predict greater backfire rates.

1
50% used single item-measures and 50% used multi-item measures.
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Method

Design

For both Experiment 1 and 2, we incorporated a between-groups

longitudinal design where we compared a correction condition to a

test-retest control condition. The test-retest control was used to

measure reliability of each item and as comparison condition for

potential backfire effects in the correction condition. We included

a three-week retention interval, given that both familiarity and

worldview influences are theoretically more likely to occur after a

long retention interval (Skurnik et al., 2005; Wittenberg & Berin-

sky, 2020).

Experiment 1 was identical to Experiment 2 in terms of the design,

items, and retention interval, with relatively minor differences. The

first difference was that Experiment 2 had a larger sample size com-

pared to Experiment 1. Second, Experiment 1 collected the control

and correction conditions in different phases and thus participants

were not randomly assigned, whereas Experiment 2 randomly

assigned consecutive participants to correction and control conditions.

Finally, Experiment 1 randomized the item presentation order for

each participant, where Experiment 2 presented the items in a random

but fixed order (decided by a random number generator) to reduce

order-related individual differences (Ruiz et al., 2019). Given the

minor differences between the two experiments, we report both

experiments together.

Sample Size Justification

The effect sizes of backfire effects vary dramatically, ranging

from hp
2 = .26 (large effect; Pluviano et al., 2019) to hp

2 = .03

(small effect; Ecker & Ang, 2019). If we take the smallest effect

size, given that our main analysis is a 2 3 2 between-within

ANOVA, a power analysis conducted by G*Power3 (Faul et al.,

2009) recommended a sample size of 108 people total to acheive a

power of .95. However, since we purposively included items with

a wide range of reliabilities, we substantially boosted our sample

size to detect small effects for items with lower reliabilities (q =

�.3-.5 test-retest). We therefore aimed to collect .350 partici-

pants for Experiment 1 and.500 for Experiment 2.

Participants

In Experiment 1 there were 423 crowdworkers from the U.S.

recruited through Prolific Academic who took part in the pretest

phase, and 388 of these participants who returned to take part in

the posttest phase (92% retention). There were 175 males, 205

females, and 8 individuals choosing not to disclose their gender.

Participants ranged in age between 18 and 82 (M = 32.63, SD =

12.18). There were 195 people allocated to the correction condi-

tion and 193 to the control condition. In Experiment 2 there were

600 crowdworkers from the U.S. recruited through Prolific Aca-

demic who took part in the pretest. For the posttest, 532 of these

participants returned to take part (88% retention). There were 262

males, 258 females, and 12 individuals choosing not to disclose

their gender. Participants ranged in age between 18 and 74 (M =

31.35, SD = 11.08). There were 268 people allocated to the correc-

tion condition and 264 to the control condition. Prolific Academic

was selected to recruit participants as it is more diverse in age,

race, and education than other samples of convenience such as

psychology students. While our study did not select for extreme

conspiratorial thinkers (such as QAnon), we note that the vast ma-

jority of studies that report eliciting the backfire effect also use

similar samples of convenience rather than focusing solely on

those who hold conspiratorial beliefs (see Swire-Thompson,

DeGutis, & Lazer, 2020).

Stimuli

Items were created to have a broad representation across the

dimensions of novelty, importance, and prior strength of belief.

See Table 1 for an example of the misinformation and corrections

presented, Supplementary Table 1 for all misinformation stimuli,

and Supplementary Table 2 for all fact stimuli. We took both

Table 1

Example Misinformation and Correction

Type of example Misinformation Correction

Example of an important, familiar
item

The gender pay gap is driven by
women being paid less for the
same job.

The gender pay gap is driven by women being paid less for the same job.

This is false

Data from 25 countries revealed that women earn 98% of the wages of men
when doing the same job for the same employer. According to The
Economist, the gender pay gap is primarily driven by the fact that women
are less likely to hold high-level, high-paying jobs than men. In other
words, women cluster in lower-tier jobs such as administrative roles.

Example of a less important novel
item (to a US population)

“Marmite”, the black salty spread
from UK, is primarily meat based

“Marmite”, the black salty spread from UK, is primarily meat based

This is false

Although some say Marmite has a meaty flavor, it is made from yeast
extract. Therefore, it can be consumed by vegetarians and even vegans. In
the UK, it is commonly eaten as a savory spread on toast. According to
the BBC, it was invented in the late 19th Century by a German Scientist
and is a byproduct of brewing beer.
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societal importance and personal importance into account given

that these could be distinct (Hewitt, 1976). A pilot study was con-

ducted with 80 Prolific Academic participants from 70 items. For

each item participants indicated on a 0–10 scale (a) the extent to

which they believed the item, (b) whether they had heard the state-

ment before, (c) whether it is important to the participants them-

selves whether it is true or false, and (d) whether it is important to

society whether it is true or false. All four questions appeared at the

same time on the screen. Items for the following experiments were

chosen to have a distributed range of these attributes. This resulted

in a final stimulus set of 21 misinformation items and 21 facts, with

each claim having a corresponding correction (if misinformation)

or affirmation (if true). See Supplementary Figure 1 for the histo-

grams showing the range of familiarity, belief, personal importance

and societal importance of the items included in the current study.

Several of the less important items were adapted from Swire et

al. (2017), and the important items were adapted from Wood and

Porter (2019), given that these were specifically selected in an

attempt to inspire worldview backfire effects. The corrections

repeated the initial statement, highlighted that it was false, and

provided a 2–3 sentence explanation and referred to a reputable

source. All corrections were designed to have similar word counts

(M = 60, SD = 3.08) and Flesch-Kincaid reading levels (M = 9.95,

SD = .89). Flesch-Kincaid reading levels are equivalent to U.S.

grade level of education, showing the education required to read

the text, as measured by Microsoft Word (Zhou et al., 2017).

Procedure

In the pretest, participants were presented with the 42 claims: 21

facts and 21 misinformation items. An equal number of misinfor-

mation and facts were given so that participants would not be bi-

ased toward true or false responses in later veracity judgements

(Swire-Thompson, Ecker, et al., 2020), though for the purpose of

this study, we were only interested in the misinformation items. At

the commencement of the study, only participants in the correction

group received instructions indicating that they would be told

whether each statement was true or false. For each claim partici-

pants indicated on a 0–10 scale (a) the extent to which they believed

each item, (b) whether they had heard the statement before, (c)

whether it is important to themselves if it were true or false, and (d)

whether it is important to society if it were true or false. In an iden-

tical fashion to the pilot study, all four questions appeared at the

same time on the screen. Directly after these four questions, partici-

pants in the correction group were presented with a correction if the

item was false and an affirmation if the item was true. To ensure

that participants read the correction and affirmation, they were

asked a final question of how surprised they were that the item was

true or false.2 The posttest for all participants was three weeks later,

where the 42 items were presented again, and participants rated

each item on a 0–10 scale for how much they believed them to be

true. For the following results, we note that we have reported all

measures, conditions, and data exclusions.

Results

We first sought to determine if our correction and control

groups were well balanced across variables in both experiments.

In Experiment 1 there were no significant differences between the

correction and control condition in age (p = .377), education (p =

.974), gender (p = .999), or partisanship (p = .134). For Experi-

ment 2 there were also no significant differences between the cor-

rection and control condition for age (p = .516), gender (p = .081),

education (p = .115), or partisanship (p = .969).

Comparing Group Level Belief Between Control and

Correction Groups

To compare overall belief differences between correction and con-

trol conditions, we conducted a 2 3 2 between-within ANOVA on

belief ratings collapsed across items, with factors fact-check (correc-

tion versus no-correction control) and pre/post retention interval. As

can be seen from Figure 1, a significant interaction revealed that on

average, participants in the correction condition updated their beliefs

in the intended direction to a greater extent than in the control condi-

tion; Experiment 1: F(1, 386) = 325.01; p , .001; MSE = .61; hp
2 =

.46; Experiment 2: F(1, 530) = 329.93; p , .001; MSE = .72; hp
2 =

.46. As expected, when focusing on the pre versus post belief in the

control condition, planned comparisons revealed a small but signifi-

cant illusory truth effect, as can be seen from Figure 1 Experiment 1:

t(192) = �4.72; p , .001; Cohen’s d = .22; experiment 2: t(263) =

�5.71; p, .001; Cohen’s d = .25.

We next individually examined all 21 misinformation items at the

group level with their pretest item means plotted against the posttest

item means, see Figure 2. See Supplementary Figure 2 to view the

fact items and corresponding item numbers and Supplemental

Analyses 1 for an analysis of the fact items. The backfire zone in Fig-

ure 2 is highlighted in gray, where items would be located for them

to be classified as backfiring at the group level. There were two items

in the correction condition that numerically crossed into the backfire

zone, “Testosterone treatment helps older men retain their memory”

(observed in Experiment 1 and 2) and “Marmite, the black salty

spread, is primarily meat based” (observed in Experiment 2 only).

However, pre- and postmeasures did not significantly differ for either

the testosterone item (p = .935 and p = .437, respectively) nor the

marmite item (p = .380). As can be seen from Figure 2, items varied

considerably in their proximity to the backfire zone, with those with

initially lower beliefs closer to the backfire threshold.

One concern is that the test-retest condition is an imperfect control

given that it could be subject to the illusory truth effect, where infor-

mation repetition leads to increased familiarity and thus is more likely

to be assumed to be true. In other words, comparing the pre/post cor-

rection condition versus the test-retest control condition may simply

be measuring the difference between the illusory truth effect and the

familiarity backfire effect. Indeed, as reported above, we found a

small but significant increase in average misinformation belief in the

2
Theoretically there is rationale to predict that surprise could decrease

the likelihood of backfire effect given the hypercorrection effect. This is
where inaccurate information is updated more successfully if an individual
is more surprised when it turns out to be false (Butterfield & Metcalfe,
2001; Metcalfe, 2017). We found that in Experiment 1, surprise was not
significantly correlated with backfire rate, p = .17. In Experiment 2,
surprise was correlated with backfire rate q = �.57; p = .008, showing that
more surprising items backfired less. To test whether surprise predicted
backfire rate above and beyond reliability, we ran a hierarchical regression,
entering reliability in the first model and examining the change in variance
explained in the second model with both reliability and surprise. After
inputting reliability, surprise did not explain additional variance in backfire
rate. See Supplement 8 for full analysis.
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control condition for both Experiments 1 and 2. To mitigate these

concerns, we compared postcorrection beliefs in the correction group

with first-time belief ratings in the control group (similar to Nyhan &

Reifler, 2010). In other words, we examined whether correcting mis-

information led to increased belief after a three-week retention

interval, in comparison with an initial misinformation belief rating in

the control group. Consistent with the pre versus post results, we

found that items that received a correction had significantly lower

belief ratings three weeks later compared to pretest items in the con-

trol group: Experiment 1, t(386) = �11.62, p , .001; Cohen’s d =

1.18; Experiment 2, t(530) =�13.39, p, .001; Cohen’s d = 1.16).

We next compared the pretest control with the posttest correc-

tion group for each individual item (see Supplementary Table 3

for each individual result). There was only one item in one experi-

ment where participants’ beliefs were significantly greater in the

posttest correction group than the pretest control group (“Marmite,

the black salty spread, is primarily meat based”, observed in

Experiment 2; p = .022). However, this did not remain significant

after a Holm-Bonferroni correction was applied to account for

multiple comparisons.

Defining the Correction Group’s Backfire Rate and the

Control Group’s Belief Boost Rate

Given that backfire effects have most often been reported in

subgroups, we sought to go beyond comparing mean group-

level beliefs by examining the number of individuals that

increase belief on a particular item. We define the backfire rate

as the percentage of people that increase their belief on a given

item. Given that the control condition technically cannot

Figure 2

Pretest and Posttest Belief for Experiments 1 and 2

Note. Panels A and C show the control condition items in gray; the gray line rep-

resents the line of equality. Panels B and D show the correction condition items in

black; the gray area represents the misinformation backfire zone.

Figure 1

Experiment 1 (Panel A) and Experiment 2 (Panel B) Belief

Ratings Collapsed Across All Items, With Fact-Check (Correction

Versus Control) and Pre/Posttest

Note. Error bars denote 95% confidence intervals.
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backfire given that no correction was elicited, we label this as

the belief boost rate. Though there are several other ways to

measure belief change (e.g., subtraction scores, percentage

change scores), we used a rate of increase because this most

accurately reflects what researchers have defined as a backfire

effect (Swire-Thompson, DeGutis, & Lazer, 2020). Further,

this measure considerably reduced the severity of regression-

to-the mean effects compared to subtraction scores (Vickers &

Altman, 2001)—as demonstrated by Supplementary Figure 3.

Finally, the increase rate is an “all or none” approach, which

minimizes ceiling and floor effects, given that a shift from an 8

to a 10 is considered the same as a shift from a 3 to a 10.

We thus defined backfire rate and belief boost rate as the per-

centage of individuals that increase their belief by two or more

points on the 11-point scale per item. We chose two or more

points because a one-point increase might be explained by

indecision between two points. For instance, if a participant

holds a belief at 7.5 out of 10, they could feasibly round down

to 7 at time point 1 and round up to 8 at time point 2. For

robustness, we replicated all analyses using a one-point

increase in belief and note any occasion where the findings are

not replicated.

Comparing the Backfire Rate and Belief Boost Rate

We first conducted a t test comparing item backfire rate (correc-

tion condition) with the belief boost rate (control condition) using

a Bayesian framework. This is because we hypothesized corrected

misinformation would not increase more than the control condi-

tion, and Bayes factors (BFs) can quantify relative evidence favor-

ing the null hypothesis. We thus compared the evidence in favor

of the null hypothesis (that corrected misinformation will not

increase belief more than the control condition) with evidence

against the alternative hypothesis (that corrected misinformation

will increase belief more than the control). We report our BF as

favoring the null hypothesis (BF01), and conducted the analysis in

JASP (JASP Team, 2020).

For Experiment 1, we found strong evidence in favor of the null

hypothesis, BF01 = 78.76, suggesting that corrected misinforma-

tion did not increase belief more than the control condition. For

consistency, we also conducted a t test using null hypothesis test-

ing and found that the control condition has a significantly higher

rate of belief increase than the correction condition, t(20) = �9.29;

p , .001. In fact, the percentage of people in the control condition

that increased their belief (M = 24.03%) was nearly twice the rate

of those in the correction condition (M = 12.65%).

Experiment 2 replicated these findings. We first conducted a

Bayesian t test and found evidence in favor of the null hypothesis,

BF01 = 73.27, again suggesting that corrected misinformation did

not increase belief more than the control condition. Indeed, a sig-

nificantly higher percentage of participants in the control condition

increased their belief (M = 14.05%) than those in the correction

condition (M = 24.82%), t(20) = �8.73; p, .001.

We next tested whether the backfire rate was greater on any

individual item in comparison to the control condition’s belief

boost rate. As can be seen from Figure 3, the backfire rate varied

dramatically across items, ranging from 4.62% to 32.31% in the

correction condition for Experiment 1 and from 2.99% to 33.96%

in Experiment 2. Using the z-ratio to test whether two independent

proportions are significantly different, we found that the backfire

rate was never significantly greater than the control condition’s

belief boost rate for any item. See Supplementary Table 3 for all

analyses. Note that all the significant effects in Supplementary

Table 3 were from the correction condition having a significantly

lower backfire rate than the control condition. Together, these

results suggest that correcting misinformation does not increase

belief at the group or item level; this remains the case for both

group means and backfire rates when compared to either a test-

retest no-correction control or pretest belief.

Attributes Associated With Backfire Effects

We next sought to examine the best predictors of backfire

effects in the correction condition. Although no items in the cor-

rection condition showed greater backfire rates compared to the

control condition’s rate of increase, there are still mechanistic

and practical reasons to further examine backfire rates in the cor-

rection condition alone. Mechanistically, it is crucial to know if

backfire effects after a correction are more related to measure-

ment error (i.e., reliability) or rather theoretically meaningful

factors such as importance, strength of belief, and novelty, or the

illusory truth effect. Practically, it is important for fact-checkers

to know if there are certain types of items that are particularly re-

sistant to correction.

Reliability

To robustly estimate the test–retest reliability of each item, we

correlated pre versus posttest belief ratings from participants who

were in the control group collapsed across both experiments. We

used Spearman’s q given that the data were not normally distrib-

uted. As can be seen in Figure 4, reliability was strongly correlated

with the backfire rate in both Experiment 1 (q = �.61, p = .004)

and Experiment 2 (q = �.73, p , .001). In other words, 37% and

53% of the variance in the backfire rate was explained by test–ret-

est reliability in Experiment 1 and 2, respectively3.

Worldview and Familiarity

We next tested whether theoretically driven factors can

explain the large item-to-item variation in backfire rate. For the

worldview backfire effect model, we correlated backfire rates

with participants’ ratings of societal importance, personal impor-

tance, and strength of belief. As can be seen in Table 2, the cor-

relations of backfire rate with societal and personal importance

were both nonsignificant in both experiments. There was a weak

nonsignificant negative relationship between backfire rate and

strength of belief in Experiment 1, and in Experiment 2 there

was a significant negative relationship. In other words, the lower

the participants’ precorrection belief, the more likely the item

was to backfire. This is inconsistent with the worldview backfire

effect hypothesis predicting stronger beliefs are associated with

greater propensity to backfire and is more consistent with a

regression-to-the-mean effect.

3
In the current paper we focus on backfire effects rather than the extent

to which misinformation is corrected. However, it is important to note that
reliability was not correlated with posttest belief in either Experiment 1,
p = .25 or Experiment 2, p = .65.
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For the familiarity backfire effect model, we correlated backfire

rate with participants’ novelty ratings and illusory truth scores.

Theoretically, items which are more likely to increase due to the il-

lusory truth effect in the control condition should also be more

likely to increase in the correction condition. We calculated the

propensity for items to increase belief due to the illusory truth

effect by subtracting the posttest belief ratings from pretest belief

ratings in the control group. For robustness, we also conducted all

analyses using the increased belief rate approach (the percentage

of individuals that increase their belief by two or more points), and

all findings were replicated.

Experiment 1 found a marginal correlation between backfire rate and

novelty, and Experiment 2 revealed a significant correlation4. These cor-

relations are negative, reflecting that items that are less familiar (and

more novel) were more likely to backfire. This provides initial support

for the notion that novel items are more likely to backfire. We also

found that illusory truth scores were significantly correlated with back-

fire rate in both Experiment 1 and 2, suggesting that the same mecha-

nisms that produce the illusory truth effect may produce the familiarity

backfire effect. However, it is imperative to check that these associations

are still present after accounting for item reliability.

Do Theoretically Hypothesized Factors Predict Backfire

Effects Beyond Reliability?

Given that reliability, novelty, and illusory truth all significantly

predicted backfire rates, we next sought to examine whether they

predicted unique variance. We did not consider societal impor-

tance, personal importance, nor strength of belief since these asso-

ciations were nonsignificant or significant in the opposite direction

hypothesized. The following analyses were exploratory due to the

low number of items in relation to the number of predictors (Har-

rell, 2015). We examined reliability and novelty, and reliability

and illusory truth in separate models due to the low number of

items.

Figure 3

Variation of Backfire Rate for Experiments 1 and 2 on Each Item in Control and Correction

Conditions

Note. Ordered from lowest to highest mean backfire rate. Error bars denote 95% confidence intervals.

4
Note that in Experiment 1 novelty becomes significant if we use a

backfire increase threshold of 1 point (q = � 0.55; p = .01), rather than our
standard increase threshold of 2 points.
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To clarify if item novelty predicted backfire rate above and beyond

reliability, we ran a hierarchical regression, entering reliability in the

first model and examining the change in variance explained in the

second model with both reliability and novelty. In Experiment 1, we

found that after inputting reliability, novelty did not explain additional

variance in backfire rate (see Supplementary Table 4 for the full anal-

yses). In Experiment 2, we found that even after accounting for reli-

ability, novelty continued to independently predict backfire rate.

However, it only explained an additional 6.58% of variance in con-

trast to the 71.04% that reliability explained (see Supplementary

Table 5). Also, these findings must be interpreted with caution, given

that novelty and reliability were themselves highly correlated at q =

.76, p , .001, and multicollinearity in a regression model makes it

difficult to distinguish between the individual effects (Bergtold et al.,

2018). Future research should investigate whether novelty explains

the backfire rate beyond reliability using a greater number of items

and with more of a dissociation between reliability and novelty.

Finally, we ran a hierarchical regression to clarify whether illu-

sory truth score predicted the backfire rate above and beyond item

reliability. We entered reliability in the first model and examined

the change in variance explained in the second model with both

reliability and the illusory truth score. In both Experiment 1 and

Experiment 2 we found that after inputting reliability, the illusory

truth score failed to explain additional variance in backfire rate

(see Supplementary Tables 6 and 7 for full analyses). However, it

is important to note that illusory truth was also highly correlated

with reliability in Experiment 1, q = �.69, p , .001, and Experi-

ment 2, q = �.68, p, .001.

Discussion

The current study conducted a detailed examination of the back-

fire effect by using a rigorous longitudinal design and considering

item reliability, approaches commonly employed in the clinical

intervention field but rarely used in misinformation studies. We

conducted two nearly identical experiments in different samples as

a check of the robustness and replicability of the findings. Our

results demonstrate that corrections reduce belief in misinforma-

tion compared to test-retest and initial belief control conditions at

the group level, both overall and for individual items. This is con-

sistent with recent studies (Wood & Porter, 2019) and reinforces

the use and potential power of corrections. It suggests that fact-

checkers should never avoid giving a correction due to backfire

concerns, consistent with the recommendations from the recent

Debunking Handbook (Lewandowsky et al., 2020). Notably, we

also found large variations in individual item backfire rates. This

variability may explain why some studies have elicited the back-

fire effect while others have not (Swire-Thompson, DeGutis, &

Lazer, 2020).

A key finding of the current study is that the backfire rate of

each corrected item was strongly predicted by its test–retest reli-

ability. In other words, less reliable items backfired at a substan-

tially higher rate than more reliable items. The effect size of this

association was large for both Experiments 1 and 2, explaining

36% and 53% of variance in backfire rates, respectively. This is

consistent with previous work showing that backfire effects are

more often elicited with less reliable single-item measures com-

pared to more reliable multi-item measures (Swire-Thompson,

Figure 4

Backfire Rate Is Strongly Correlated With Test-Retest Reliability (q)

Table 2

Spearman Correlations Between Backfire Rate and Worldview and Familiarity-Related Attributes,

q and p Values Shown

Worldview-related attributes Familiarity-related attributes

Importance Importance Pretest Familiarity
Illusory truthMeasure (society) (personal) belief (novelty)

Backfire rate �.15 �.23 �.23 �.40 .58*
(Exp 1) p = .513 p = .314 p = .320 p = .081 p = .006
Backfire rate �.11 �.19 �.53* �.82* .59*
(Exp 2) p = .639 p = .419 p , .013 p , .001 p = .005

Note. Asterisk denotes significance p , .05 after a Holm-Bonferroni correction has been applied.
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DeGutis, & Lazer, 2020). While there have been previous papers

highlighting the nonreplicable nature of backfire effects (e.g.,

Wood & Porter, 2019), the current findings provide a potential

mechanism for this poor replicability. There are two reasons why

reliability might be low: (a) measurement error or (b) people may

not know where they stand on certain topics, and their beliefs may

not be well formulated. As discussed in Swire-Thompson, DeGu-

tis, & Lazer (2020), future studies could tease apart measurement

error from inconsistency of beliefs on a topic by using several

items to measure participants’ within-belief consistency (e.g.,

higher consistency would indicate better formulated beliefs) as

well as explicitly asking participants to rate how well-formed or

they perceive their beliefs to be.

Beyond reliability, there was no evidence that worldview-

related item attributes were related to backfire rates. Items which

were perceived to be more important, either to one’s self or to so-

ciety, were not more likely to backfire. Similarly, there was no evi-

dence that the items that were believed strongly prior to the

correction were more likely to backfire. These results highlight the

importance of explicitly testing the underlying mechanisms for

why backfire effects occur. While it does not necessarily mean

that worldview backfire effects never occur, they are unlikely to

be driven by perceived importance or strength of belief, as some

researchers have suggested (Flynn et al., 2017; Lewandowsky et

al., 2012; Nyhan & Reifler, 2010; Nyhan & Reifler, 2015). Future

research should investigate other assumptions that are thought to

motivate the worldview backfire effect, such as internal counterar-

guing (Nyhan & Reifler, 2010), strength of identity associated

with claim (Lewandowsky et al., 2012), or when a correction is

perceived to be acutely threatening (Ecker et al., 2021). It will be

important to determine if these effects explain backfire rates above

and beyond reliability.

The familiarity-related item attributes were initially promising

explanations of our observed backfire rates in the correction condi-

tion, with both novelty and illusory truth effect being significantly

correlated with backfire rate. However, the illusory truth score did

not explain any unique variance once reliability was taken into

account. Novelty did explain a small amount of unique variance

above reliability, but this only occurred in Experiment 2, and the

findings must be interpreted cautiously given the multicollinearity

between novelty and reliability. Potential explanations for the

association between novelty and backfire rate could reflect that

individuals who are presented with novel items are unsure where

they stand on the subject and thus answer more randomly.

The current findings have important implications for future research

and fact-checking. Future research should investigate other psycholog-

ical phenomenon relevant to the processing of misinformation in the

context of reliability. In particular, the illusory truth effect should be

examined given that it was shown to be more likely to be elicited with

low-reliability items. More generally, our results suggest that it is cru-

cial for future research into misinformation to (a) use reliable measures

and when possible boost reliability by using multi-item measures, (b)

report the reliability of their measures, and (c) take reliability into

account in analyses. Considering reliability could also help the broader

field of misinformation and produce more replicable findings. For

instance, knowing measurement reliability could allow researchers to

put greater weight into effects observed with highly reliable measures,

avoid overinterpreting measures with low reliability, and prevent

researchers from planning new studies based on noisy measures.

With regard to real-world applications, these findings suggest

that fact-checkers should not avoid giving corrections to any

groups due to concerns surrounding the worldview backfire effect,

given that we still do not know what motivates it and indeed it

may not occur at all. Additionally, fact-checkers should not avoid

giving corrective information to groups that they assume will find

the information important or believe the information strongly.

Fact-checkers may wish to avoid correcting misconceptions that

are largely unknown, given that people are likely to have no firm

belief on the matter, so time will be better spent on different fact-

checks.

A limitation of the current study is that we did not have sufficient

items where novelty and reliability were dissociated. Additionally,

there may be some constraints on the generalizability of our findings

given our participants and materials (Simons et al., 2017). For

instance, our population was slightly more educated and more liberal

than the general U.S. population (see Berinsky et al., 2012). Further-

more, our experimental setting differed from real-world scenarios

such as fact-checking websites or social media platforms. It would be

important to validate the current findings in these real-world settings,

potentially targeting theoretically favorable groups such as those with

strong antivaccination sentiments. However, our sample was rela-

tively large, had a good age range, and included a wide array of

items, suggesting some degree of generalizability of the current

findings.

In sum, the current study uses a powerful framework to examine

belief change and the correction of misinformation. The results

provide unequivocal support for the benefits of correcting misin-

formation and suggest that backfire effects are driven substantially

more by measurement error or inconsistencies in beliefs rather

than the psychological mechanisms proposed to explain them. The

contemporary study of misinformation continues to advance the

understanding of issues vital to fostering informed citizenries and

democracies, and the accumulating evidence is that media and in-

formation workers and their institutions should not hesitate to

intervene and correct misinformation.

Context of the Research

The idea for this study originated when writing Searching for the

Backfire Effect: Challenges and Recommendations (Swire-Thomp-

son, DeGutis, & Lazer, 2020) and was conceptualized by Drs. Swire-

Thompson and DeGutis. While reviewing the backfire literature, we

found that the backfire effect was more likely to occur in studies

using single item measures, which are often less reliable, in compari-

son to multi-item measures. Based on these findings, we sought to

more directly assess how item reliability contributes to the likelihood

of observing a backfire effect. The current work is related to the

research program of Dr. Swire-Thompson as she investigates why

certain individuals are predisposed to refrain from belief change even

in the face of good corrective evidence and how corrections can be

designed to maximize impact. It is related to Dr. DeGutis’s interests

in the contribution of measurement reliability to individual differen-

ces and effects of interventions. The current study is relevant to Dr.

Wihbey’s research which focuses on news and social media from a

journalistic perspective, and to Dr. Lazer who investigates misinfor-

mation online. This work can be extended in the future by investigat-

ing other psychological phenomena relevant to misinformation and

accounting for reliability.
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