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In a seminal article, Rosenthal (1979) introduced the 
concept of the file drawer, a term coined to describe 
unpublished studies. The concept of the file drawer 
was developed to assist in framing discussions of earlier 
concerns that published studies may be unrepresenta-
tive of the total population of studies conducted by 
scientists (McNemar, 1960; Smart, 1964; Sterling, 1959). 
A strong version of this concern is that a disproportion-
ate number of statistically significant results in published 
studies are due to Type I errors. Rosenthal called this 
the file-drawer problem, and the greater its extent, the 
less confident psychologists can be in their theoretical 
understanding of phenomena when that understanding 
is derived from the results of published studies.

Over the past 40 years since the term file drawer was 
coined, contributors to psychological science have 
expanded their repertoire of ways to frame study results. 
In addition to null-hypothesis statistical testing (NHST), 
study results are now widely reported in terms of indi-
vidual study effect sizes and confidence intervals, as well 
as aggregated study effects computed via meta-analysis 
(Cumming, 2014). As approaches to summarizing study 
results have broadened, so too has the conceptualization 
of the file-drawer problem. The more contemporary 

conceptualization of the file-drawer problem, also 
referred to as publication bias, considers it a more gen-
eral problem of bias in published effect sizes because 
of the disproportionate representation of more extreme 
results in the published literature (Borenstein et al., 2009; 
McDaniel et al., 2006; Paterson et al., 2016). This bias is 
typically considered directional such that effect sizes of 
published studies are thought to be larger than effect 
sizes of unpublished studies (Banks et al., 2014; Bradley 
& Gupta, 1997; Dalton et al., 2012; Franco et al., 2014), 
although there are cases in which larger effect sizes of 
unpublished studies have been suggested (Murad et al., 
2018). Regardless of the direction of publication bias or 
whether a more nuanced elaboration of publication bias 
is considered, the major implication of the file-drawer 
problem remains essentially unchanged. The greater its 
extent, the less credible are theoretical conclusions 
derived from the results of published studies.
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Abstract
A typology of unpublished studies is presented to describe various types of unpublished studies and the reasons for 
their nonpublication. Reasons for nonpublication are classified by whether they stem from an awareness of the study 
results (result-dependent reasons) or not (result-independent reasons) and whether the reasons affect the publication 
decisions of individual researchers or reviewers/editors. I argue that result-independent reasons for nonpublication are 
less likely to introduce motivated reasoning into the publication decision process than are result-dependent reasons. I 
also argue that some reasons for nonpublication would produce beneficial as opposed to problematic publication bias. 
The typology of unpublished studies provides a descriptive scheme that can facilitate understanding of the population 
of study results across the field of psychology, within subdisciplines of psychology, or within specific psychology 
research domains. The typology also offers insight into different publication biases and research-dissemination practices 
and can guide individual researchers in organizing their own file drawers of unpublished studies.
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The Extent of the Problem Depends on 
the Population of Studies

It is important to note that the file-drawer problem 
exists only to the extent that published studies are 
unrepresentative of the population of studies in a sys-
tematic manner that lessens confidence in scientific 
results. For instance, if published studies are unrepre-
sentative of the population of studies in that they are 
of disproportionately higher methodological quality, 
then one should have greater confidence in theoretical 
conclusions based on published results. If upward bias 
in the results of published studies relative to the results 
of unpublished studies is due in part to higher meth-
odological quality, then the degree of upward bias that 
is problematic may actually be quite low. To identify 
the extent of problematic bias, one would have to dis-
entangle sources of beneficial bias from sources of 
problematic bias by comparing results of published 
studies to only the subset of unpublished studies that 
are of equivalent methodological quality. Another pos-
sibility given recent concerns raised by some about the 
dependability of results of published psychology stud-
ies (Funder et al., 2014; Kepes & McDaniel, 2013; McBee 
& Matthews, 2014; Motyl et al., 2017) is that published 
studies are of lower methodological quality than unpub-
lished studies because of a higher reliance on question-
able research practices (see John et al., 2012). In this 
instance, the upward bias in published effect sizes 
would indicate that the file-drawer problem is grave 
indeed. Finally, even if published and unpublished 
studies of a given phenomenon are matched in terms 
of methodological quality, there may be other factors 
that distinguish between published and unpublished 
studies that are responsible for discrepancies in results 
that may be of theoretical value to identify.

To draw firm conclusions regarding the extent of the 
file-drawer problem, one must ultimately have a clear 
understanding of the population of studies, which includes 
studies that are published and studies that are unpub-
lished. On the basis of this understanding, one may then 
identify potential characteristics of published and unpub-
lished studies that are similar or different to better evaluate 
the extent to which problematic bias in published studies 
may exist. Knowledge of published studies is readily 
obtainable by perusing the empirical literature. Unfortu-
nately, knowledge of unpublished studies is either more 
difficult to obtain (e.g., studies reported in dissertations, 
theses, or professional conferences) or unavailable (e.g., 
unanalyzed study data or unreported studies).

The goal of this article is to facilitate a systematic 
understanding of unpublished studies by presenting a 
working typology for classifying different subsets of 
unpublished studies and the reasons for their nonpub-
lication status. This typology can then be used as a 

descriptive framework to (a) summarize and organize 
one’s own unpublished studies, (b) inform understand-
ing of different publication biases and research-
dissemination practices, (c) build theoretical models of 
psychological and behavioral processes that explain 
publication decision-making, and (d) guide an accu-
mulation of knowledge pertaining to the structure and 
nature of the population of studies across and within 
psychology subdisciplines and research domains.

Reasons for Nonpublication

What prevents scientific studies from being published? A 
number of possibilities exist, reflecting several factors.

Result-independent versus result-
dependent reasons

One factor relevant to understanding why a study is 
published or not and which is of particular relevance 
to the file-drawer problem is whether circumstances or 
decisions for publishing are based on factors external 
to the final pattern of study results (i.e., circumstances 
or decisions are independent of study results) or 
whether the pattern of study results is used as the basis 
for publication or attempted publication (i.e., circum-
stances and decisions are dependent on study results). 
Considering result-independent reasons versus result-
dependent reasons for publication is important because 
problematic bias is more likely introduced in the pub-
lished literature if empirical outcomes of studies unre-
lated to conceptual or methodological quality are used 
as the basis for publication. For instance, assuming all 
other factors for publication are held constant, if 
researchers decide to submit for publication only high-
quality studies that produce relatively large effect sizes, 
but not high-quality studies that produce relatively 
small effect sizes, then published findings will tend to 
have an upward bias. In contrast, assuming all other 
factors for publication are held constant, if researchers 
decide to submit for publication high-quality studies 
regardless of effect-size magnitude or statistical insig-
nificance, then upward bias in published effect sizes 
would be less likely.

The publication decision maker

A second factor relevant to understanding why a study 
is published is who makes the publication decision. Is 
the decision made by the researcher who conducted the 
study or by reviewers of the presentation or report in 
which the study is included? If published studies are 
unrepresentative of unpublished studies, then it is worth-
while to know where in the publication process bias or 
unrepresentativeness is introduced. Is it produced by the 
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decisions of researchers, reviewers, and editors or by a 
combination thereof? How are the reasons for deciding 
against publication by researchers, reviewers, and editors 
similar or different?

Accessibility of unpublished studies 
and severity of evaluation

In addition to considering result-independent and 
result-dependent reasons for publication and who 
makes the publication decision, it also is important to 
note that unpublished studies are not homogeneous in 
terms of their accessibility to individuals other than the 
researcher. Some studies, although unpublished, may 
still have been reviewed for publication at one time, 
professionally presented (e.g., as conference presenta-
tions or talks), or documented in some formal manner 
(e.g., in research reports, dissertations, or theses). Even 
studies lacking formal presentation or review may have 
moderate accessibility if submitted to searchable online 
research repositories or archives. Consequently, some 
files in the drawer have been shared and exist in a form 
more readily available to others. In contrast, some files, 
consisting of data that have not been formally pre-
sented, or perhaps even analyzed, are not readily avail-
able to others and are known only to the researchers 
who acquired them.

The accessibility of unpublished studies is important 
to consider because the reasons for their degree of 
accessibility may provide insight into subsets of unpub-
lished studies that are more or less representative of 
published studies. For instance, studies that are of 
higher conceptual and methodological quality may also 
have a higher degree of accessibility in terms of having 
been presented at professional conferences or docu-
mented in a dissertation or thesis than studies that 
possess major conceptual or methodological flaws. 
Indeed, the process of professional review is predicated 

on the idea that studies should be screened to “weed 
out” those of lower conceptual and methodological 
quality. The goal is to make accessible the study results 
most worthy for use in advancing science by ensuring 
a high severity of evaluation. Of course, a higher sever-
ity of evaluation would be expected to promote quality 
only if the evaluation is done in an objective manner 
and is grounded in sound conceptual and methodologi-
cal reasoning. Otherwise, a higher severity of evaluation 
may have little bearing on the quality of professionally 
presented or published studies and perhaps might even 
promote the presentation or publication of conceptually 
and methodologically inferior studies. Table 1 provides 
a scheme for conceptualizing various categories of 
unpublished studies, the relative degree of accessibility 
of results within those categories, and the relative sever-
ity of evaluation to which the results within those cat-
egories are subjected.

A Working Typology of Unpublished 
Studies

Table 2 presents definitions and examples of 12 reasons 
for unpublished studies and whether the reasons are 
specific to researchers, reviewers,1 or common to both. 
This list was derived in the following manner. First, 
reasons for nonpublication were identified and devel-
oped intuitively on the basis of personal experience, 
conversations with colleagues, and casual reading of 
the psychology literature pertaining to the file-drawer 
effect and publication bias. Next, a more focused search 
for and examination of empirical studies and commen-
taries concerning factors related to the nonpublication 
of studies was undertaken by considering work in psy-
chology and psychology-related fields (Cooper et al., 
1997; S. Kerr et al., 1977; Reyson, 2006; Rotton et al., 
1995). However, work in medical and related fields was 
also considered to acquire a broader sampling of 

Table 1.  Publication Status of Studies, Relative Degree of Accessibility, and Relative Severity 
of Evaluation

Publication status
Degree of 

accessibility
Severity of 
evaluation

Never entered or analyzed Low Low
Analyzed but no formal presentation Low to moderate Low
Formal but no professional presentation Low to moderate Low to moderate
Professional presentation but no attempted publication Low to moderate Low to moderate
Attempted but unsuccessful publication Low to moderate High
Published High High

Note: Degree of accessibility refers to the typical ease of obtaining studies within a publication-status category 
relative to studies within other publication-status categories. Severity of evaluation refers to the typical 
stringency of evaluation by researchers and reviewers of studies within a publication-status category relative to 
studies within other publication-status categories.
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possible factors related to the nonpublication of studies 
(Bailar & Patterson, 1985; Chalmers et al., 1990; Hartling 
et al., 2004; Okike et al., 2012; Scherer et al., 2015; Ter 
Riet et al., 2012; Timmer et al., 2002; Toews et al., 2016). 

Much of this work involved surveys of researchers 
regarding reasons for the nonpublication of their stud-
ies. The focused examination of the literature resulted 
in the identification of many reasons and specific 

Table 2.  Reasons for the Nonpublication of Studies

Reason Description

1. Statistical concerns Concerns with statistical properties or analyses thought to undermine the scientific 
value of study results

  Examples: statistical insignificance; estimate imprecision; ambiguous or equivocal data 
analytic outcomes

2. Unanticipated results Study results that are contrary to theoretical or personal expectations, hypotheses, 
predictions, or assumptions

  Examples: failure to find evidence of a favored hypothesis; finding evidence of a 
nonfavored hypothesis

3. Unimportant results Study results thought to provide little theoretical or empirical clarity, advancement, or 
direction for the field

  Examples: similarity of results to already published results; a theoretical question under 
investigation that has already been addressed

4. Conceptual concerns Concerns with correct identification or sampling of theoretical constructs thought to 
undermine the scientific value of study results

  Examples: poor operationalization of focal constructs; poor or ambiguous theoretical 
inference from measures to focal constructs; theoretical inference that does not 
cohere with mainstream theoretical accounts or established empirical findings; poor 
formulation of theoretical explanation for study results

5. Methodological concerns Concerns with procedural elements of a study that are thought to undermine the 
scientific value of study results

  Examples: instrumentation/technology errors; problems in study design features; 
participant recruitment problems; unexpected ethical problems; inadequacy of 
specific research paradigm

6. Sequence incompletion Studies are considered part of a larger study sequence that must be completed before 
analysis, presentation, or publication of study results

  Examples: additional direct replication studies are required; follow-up studies must be 
conducted

7. Field contention Competition, disagreement, or conflict within a field or domain of investigation that 
discourages or deters professional presentation or publication of studies

  Examples: Not submitting a manuscript to avoid hostile reviews; more critical 
evaluation or obstruction of studies when reviewing work of competitors or 
scientists with opposing theoretical viewpoints

8. Collaborator opposition (researcher 
only)

Resistance to presentation or publication of studies by collaborators or research 
sponsors

  Examples: interpersonal or ethical conflict among collaborators; sponsor prohibition of 
publication

9. Loss of interest (researcher only) Lack/loss of interest or timidity in professional presentation or publication of studies by 
the researcher or collaborators

  Examples: change in research focus; career change; fear of the review process
10. Resource limitations (researcher 

only)
Lack of resources to adequately pursue data analysis, presentation, or publication of 

studies
  Examples: insufficient funds, time, or personnel
11. Alternative focus (researcher only) Focus of research directed at outcomes other than professional presentation or 

publication of studies
  Examples: pilot studies; educational/training opportunities; organizational assessment/

evaluation; sponsor prohibition of publication; personal curiosity
12. Manuscript concerns (reviewer only) Characteristics of proposals or manuscripts under review that undermine professional 

presentation or publication of studies
  Examples: poor writing; manuscript length; author or institutional prestige; author 

demographics/background; journal incompatibility; lack of grant funding
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examples of those reasons that overlapped with the 
initial intuitive list of reasons and so were conceptually 
integrated together. Two additional reasons identified 
in the more expansive literature review that were not 
easily assimilated into reasons identified intuitively 
were also added to the list (collaborator opposition, 
loss of interest).

Table 3 lists the reasons for unpublished studies as 
a function of the following characteristics: (a) whether 
the reason may be attributable to researchers or review-
ers, (b) in what publication status category the reason 
may block advancement toward the presentation or 
publication of studies, and (c) whether the reason is 
dependent or independent of the result (or both). The 
potential reasons for nonpublication are cumulative in 
that the number of potential reasons for nonpublication 
and their evaluative severity generally increase as one 
moves from studies that tend to be inaccessible (i.e., 
results never entered or analyzed) to results with high 
accessibility (i.e., published results). The 12 general 

reasons for nonpublication are described in more detail 
below.

Statistical concerns

The failure of results to achieve statistical significance 
may lead researchers to avoid seeking publication of 
their results. This is the classic explanatory reason for 
the file-drawer problem in psychology (Cooper et al., 
1997; S. Kerr et al., 1977; Reyson, 2006; Rosenthal, 1979; 
Rotton et  al., 1995). Reviewers may find statistically 
insignificant results unconvincing, increasing the likeli-
hood of manuscript rejection even if a researcher 
attempts to publish the results. Why does bias against 
statistically insignificant results exist? First, in the con-
text of NHST, rejection of the null hypothesis is typically 
linked to the confirmation of a theoretical hypothesis, 
whereas failure to reject the null hypothesis is linked 
to the disconfirmation of the theoretical hypothesis. 
Given that the error rate for rejection of the null 

Table 3.  Researcher and Reviewer Result-Dependent and Result-Independent Reasons for Nonpublication 
by Publication Status

Reason for nonpublication

Publication status

Never 
entered or 
analyzed

Analyzed but 
no formal 

presentation

Formal but no 
professional 
presentation

Professional 
presentation but 

no attempted 
publication

Attempted but 
unsuccessful 
publication

Researcher  
  Statistical concerns D D D D
  Unanticipated results D D D D
  Unimportant results D D D D
  Conceptual concerns D D D D
  Methodological concerns I D/I D/I D/I D/I
  Sequence incompletion I D/I D/I D/I D/I
  Field contention I I I
  Collaborator opposition I D/I D/I D/I D/I
  Loss of interest I D/I D/I D/I D/I
  Alternative focus I I I I I
  Resource limitations I I I I I
Reviewer  
  Statistical concerns D D
  Unanticipated results D D
  Unimportant results D/I D/I
  Conceptual concerns D/I D/I
  Methodological concerns D/I D/I
  Sequence incompletion D/I D/I
  Field contention I I
  Manuscript concerns I I

Note: The severity of evaluation (i.e., the typical stringency of evaluation by researchers and reviewers of studies within  
a publication-status category relative to studies within other publication-status categories) of each reason is assumed to  
increase from left to right along the publication-status continuum. D = result-dependent; I = result-independent; D/I =  
result-dependent/result-independent.
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hypothesis is usually set very low (typically p < .05), 
rejection of the null hypothesis is often interpreted as 
highly convincing evidence of support for a theoretical 
hypothesis. In contrast, given the insufficient statistical 
power of many psychology studies (Maxwell, 2004; 
Sedlmeier & Gigerenzer, 1989), failure to reject the 
null hypothesis with correspondingly high likelihood 
of Type II error is often interpreted as unconvincing 
evidence that a theoretical hypothesis has been dis-
confirmed. Second, Greenwald (1975) identified a 
number of “cultural truisms” regarding the null hypoth-
esis that lead psychologists to (sometimes errone-
ously) perceive a failure to reject the null hypothesis 
as a less convincing statistical outcome than a rejec-
tion of the null hypothesis. Consequently, rightly or 
wrongly, statistical insignificance is often perceived as 
an equivocal study outcome by both researchers and 
reviewers.

Even if one adopts an estimation approach to the 
interpretation of empirical results, the conditions that 
prove problematic for NHST can also prove problematic 
for the generation of confidence intervals and estima-
tion of effect sizes. Studies without relatively large 
sample sizes may produce imprecise estimates of effect 
size and wide confidence intervals. Indeed, interpreting 
confidence intervals that include mean-difference or 
effect-size values distributed near zero can be particu-
larly challenging to interpret because one must enter-
tain the possibility that a population parameter has a 
value that is zero, positive, or negative. Although the 
inclusion of such results may prove beneficial in the 
context of a meta-analysis, researchers may find it dif-
ficult to persuade reviewers that one’s results justify 
publication as a single study.

Unanticipated results

When researchers have a priori hypotheses or expecta-
tions about the outcome of a study, unanticipated 
results may deter publication. Unanticipated results may 
conflict with researchers’ own previous findings or the 
well-accepted results of others. They may be inconsis-
tent with well-supported and accepted theory. In such 
instances researchers and reviewers may be inclined to 
assume the presence of some unrecognized method-
ological flaw is responsible or that the results are atypi-
cal or extreme as a result of random error. Moreover, 
unanticipated results may not conform to the hypothet-
ical-deductive ideal when post hoc explanations are 
necessary for drawing plausible conclusions from 
results. Given psychologists’ strong adherence to this 
ideal (N. L. Kerr, 1998), researchers and reviewers may 
conclude that the findings should not be published. 
One special case of unanticipated results is when 

results that are inconsistent with or disconfirm research-
ers’ favored theoretical model are strategically filed 
away to maintain the credibility of the favored model. 
Result suppression of this nature involves a motivated 
attempt to hide clearly unfavorable results as opposed 
to resisting publication because of confusion, lack of 
clarity, or doubt.

Unimportant results

It is assumed that before observing study results 
researchers always believe that their studies have the 
potential to provide important insight into some phe-
nomenon or answers to important questions. However, 
after observing study results, researchers or reviewers 
may conclude that the results are theoretically equivo-
cal and raise more questions than they answer. The 
results may suggest implications that are less impressive 
or provide less theoretical clarity than anticipated when 
considering the merits of the study design or the ratio-
nale for conducting the study. Even if researchers 
believe their study is important regardless of the results, 
reviewers may be less convinced. They may conclude 
that regardless of the results, the phenomena under 
investigation or the questions to which the researchers 
are seeking answers have already been addressed or 
provide little theoretical clarity and so preclude profes-
sional publication or presentation.

Conceptualization concerns

The nonpublication of studies may result from authors 
or reviewers having identified one or more conceptual 
problems or flaws with the study generating the results. 
A conceptual flaw may involve incorrect matching 
between a construct of interest and the measure used 
by the researcher to operationalize that construct. It is 
assumed that before observing study results researchers 
always believe that they have correctly or reasonably 
linked their operationalizations to their constructs of 
interest, which is why they selected them for use in the 
first place. However, researchers may change their mind 
after observing the study results. They may conclude that 
the measure of a construct of interest is a poor opera-
tionalization on the basis of its empirical characteristics 
(e.g., its statistical reliability or factor structure) or its 
empirical association with measures of other constructs 
with which the construct of interest should converge or 
diverge. Reviewers may also conclude that there are 
conceptual flaws in a study after observing the study 
results, but, unlike individual researchers, they may also 
identify conceptual problems for reasons independent 
of the study results (e.g., a belief that the measure is an 
invalid operationalization of the construct in general).
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Methodological concerns

Studies may go unpublished if they suffer from one or 
more methodological flaws or problems. Methodologi-
cal flaws can range in degree from relatively minor to 
fatal, and they may be identified by either individual 
researchers or reviewers. All studies likely possess one 
or more methodological flaws, but the more serious 
they are the more the validity of the results are called 
into question. For example, identifiable unsystematic 
mistakes in acquiring measurements from a few par-
ticipants may not seriously undermine the validity of 
the final study results, but a systematic mistake in 
acquiring measurements from all study participants may 
completely invalidate the final study results. Method-
ological flaws may be either result-independent or 
result-dependent. A researcher may identify a method-
ological flaw before conducting analyses, such as when 
research personnel identify an error in the random 
assignment of participants to experimental conditions 
or a key dependent measure is erroneously excluded 
from study materials. Alternatively, a methodological 
flaw may be identified as a result of conducting analyses,  
such as when a primary dependent measure exhibits a 
floor or ceiling effect or an experimental manipulation 
is found to have little influence on a valid manipulation-
check measure. The higher the number and severity of 
methodological flaws and the sooner in the dissemina-
tion process they are identified, the lower the likely 
accessibility of the results because researchers and 
reviewers will tend to be more resistant to allowing 
access to results the greater their perceived invalidity.

Sequence incompletion

Many published reports of studies are built around a 
sequence of studies that as a set form the basis from 
which conclusions of the report are drawn. Thus, one 
reason studies may go unpublished is that they are 
conceived as one in a sequence of studies, of which 
not all studies in the sequence have been completed. 
Once all studies in the sequence are complete, research-
ers will attempt to publish the entire sequence of stud-
ies in a single research report. Researchers may plan 
for a sequence of studies in advance of conducting the 
studies or decide after knowing the results of initial 
studies that more studies need to be added to the 
sequence to address limitations or questions raised by 
the initial studies. Moreover, whether reviewers know 
the results of the studies or not, they may require 
authors to expand a sequence of studies as a condition 
for publication, which can then delay publication of 
earlier studies in the sequence. Regardless of the spe-
cific rationale for the sequence of studies, any study in 

the sequence may remain unpublished until all studies 
in the sequence are complete.

Field contention

Researchers may avoid seeking the professional pre-
sentation or publication of studies if the results concern 
a phenomenon in an area of investigation in which 
debates are highly contentious and uncivil. Likewise, 
although they may conduct research on the phenom-
enon to satisfy their own curiosity or for objectives 
other than publication (see alternative focus below), 
researchers may opt to forgo seeking publication to 
avoid exposure to hostile or belittling reviews of their 
research or to avoid feeling beholden to meet publica-
tion demands of partisan reviewers. Reviewers may 
evaluate more critically submissions of work by 
researchers with opposing theoretical viewpoints or 
researchers they dislike for personal reasons (assuming 
reviewers can determine researchers’ identities). 
Reviewers may seek to undermine the publication of 
results by competitors engaged in research similar to 
their own to facilitate the “scooping” of findings. Field 
contention is notable because it is one reason for non-
publication that is assumed to be independent of study 
results.

Collaborator opposition

After the completion of data collection, studies may go 
unanalyzed, may never be presented formally, or may 
never be submitted for publication, because of conflict 
or disagreement among collaborators about what to do 
with study results. Alternatively, sponsors who sup-
ported the research may prohibit the presentation or 
publication of results. Collaborator opposition may be 
either a result-dependent or result-independent reason 
for nonpublication that is contingent on whether the 
source of opposition is due to the pattern of study results. 
Moreover, it is one reason for nonpublication that is 
solely attributable to researchers and not reviewers.

Loss of interest

The nonpublication of studies sometimes (maybe even 
often) occurs because researchers or their collaborators 
lose interest in the study or the phenomenon examined 
in the study. Loss of interest may be due to burgeoning 
interest in another area of investigation or to a career 
change that transitions researchers’ focus to activities 
other than scholarship. Anxiety and apprehension 
about subjecting one’s work to critical review may also 
foster loss of interest, especially in seeking publication 
given its high severity of evaluation. Like collaborator 
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opposition, loss of interest is solely attributable to 
researchers but may stem from a consideration of study 
results (e.g., given the outcome of the study the phe-
nomenon no longer seems appealing to investigate) or 
not (e.g., a shift in emphasis from research to teaching 
or administration for an individual in an academic 
institution).

Resource limitations

The nonpublication of studies may result from insuf-
ficient availability of resources in terms of time, finan-
cial support, access to participants, research personnel, 
or any other tangible resource necessary for researchers 
to adequately analyze, present, or publish study results. 
For example, academic researchers with higher time 
commitments to nonresearch activities (e.g., teaching, 
administration, service) may be less likely to publish 
their results than those with lower time commitments 
to such activities. Perhaps researchers with fewer or 
less experienced research personnel may find it more 
difficult to formally publish the final results of a study 
that would permit accessibility to study results. Limited 
resources is one potential reason for nonpublication 
that is specific to individual researchers and, like col-
laborator opposition, is solely independent of results.

Alternative focus

Research is not always conducted with the ultimate goal 
of publishing or disseminating one’s results to the sci-
entific community. Goals of the research may instead 
be directed toward other important outcomes not neces-
sarily tied to publication. Examples of these types of 
goals include generating educational research experi-
ences, training, or culminating projects for students 
(e.g., theses, dissertations); assessing programs, pro-
cesses, or products of one’s institution or organization; 
or evaluating clinical or public-health interventions. 
Goals with an alternative focus may also be more per-
sonal in nature, such as satisfying one’s curiosity. Once 
these goals of the research are met, the professional 
presentation or publication of results may be perceived 
as unimportant or unnecessary. In some cases the dis-
semination of results outside of internal formal presenta-
tions may even be forbidden depending on the institution 
supporting the researcher. In other cases, formally pre-
senting the results may be deemed unnecessary (e.g., 
creating research experiences, satisfying one’s curiosity). 
Focusing on alternative goals of research is another 
reason for nonpublication that is specific to individual 
researchers and not reviewers. Moreover, this reason for 
nonpublication is considered result-independent in that 
the focus on alternative goals may be met regardless of 
the pattern of results discovered.

Manuscript concerns

Reviewers may undermine the publication of results 
because the manuscript reporting the results is unap-
pealing in some manner independent of the results. 
The manuscript may be poorly written, boring, or struc-
tured in a nontraditional format that reviewers find 
problematic. Perhaps the manuscript fails to provide a 
“good story” for readers and so is judged an inadequate 
contribution to the journal. Moreover, the manuscript 
may lack certain heuristic cues that reviewers perceive 
as indicative of strong results or superior scholarship, 
such as manuscripts with notable authors or authors 
from prestigious institutions or manuscripts that indi-
cate the research was supported by grant funding. It is 
also possible that certain perceived demographic char-
acteristics of authors (sex or gender, country of origin) 
may trigger biases in reviewers who possess negative 
stereotypes or prejudices toward authors possessing 
those characteristics.

Assumptions of the Typology

Before considering specific features and implications 
of the typology of unpublished studies it is important 
to acknowledge it as a working typology. Although it 
may provide useful insights, implications, and applica-
tions, it may also require reduction, expansion, or revi-
sion on the basis of an empirical evaluation of its 
assumptions or features. With this in mind, what follows 
is a closer examination of the typology’s current 
assumptions and features.

The status of unpublished studies 
varies in accessibility

First, although cast as a tool for understanding why a 
study may fail to achieve publication, the typology con-
siders other forms of study dissemination in addition to 
publication that vary in their degree of formality and 
exposure to professional review. It can also be used to 
understand why studies may not be presented profes-
sionally or even formally presented to anyone. The vari-
ous reasons for nonpublication are arranged along an 
ordered publication continuum that reflects how gener-
ally accessible studies are to individuals other than the 
researchers who generate them. Although the contin-
uum is ordered in this manner, it is not assumed that 
studies necessarily pass through each subsequent status 
category along the continuum. It may be that after ana-
lyzing data a researcher formally presents the study in 
a manuscript that is immediately submitted for publica-
tion without the results ever being formally presented 
in another format. Likewise, studies may be submitted 
for professional presentation without ever having been 
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formally presented in a nonprofessional context (e.g., 
as a dissertation or formal colloquium presentation).

Reasons for nonpublication are 
cumulative

A second assumption of the typology is that the number 
of potential reasons for nonpublication accumulate with 
increasing movement along the publication-status con-
tinuum toward publication. As shown in Table 3, the 
number of potential reasons typically increases as one 
moves from the never entered or analyzed category to 
the attempted but unsuccessful publication category. The 
increase in number is due to both the actual number of 
potential reasons and how many individuals may gener-
ate those reasons. For example, there are six result-
independent reasons attributed to the researcher for why 
study data may never be entered or analyzed (method-
ological concerns, sequence incompletion, collaborator 
opposition, loss of interest, alternative focus, and resource 
limitations). In contrast, all 12 reasons are possible expla-
nations for attempted but unsuccessful publication of 
results in a peer-reviewed journal, some of which may 
be attributed to multiple individuals (researchers, editors, 
multiple reviewers) and based on both result-independent 
and result-dependent considerations.

Reasons for nonpublication increase 
in severity

Like the number of reasons for nonpublication, the 
severity of evaluation by individual researchers or 
reviewers to overcome certain reasons for nonpublica-
tion (e.g., statistical, conceptual, or methodological 
concerns) is assumed to increase with movement 
toward publication. For example, concerns over minor 
methodological or conceptual flaws may be less prob-
lematic for reviewers considering whether to permit the 
professional presentation of studies, but those same 
flaws could be major obstacles to journal reviewers 
granting publication recommendations for the same 
studies. Likewise, statistical concerns such as statistical 
insignificance or imprecision may be considered less 
problematic for reviewers of professional presentations 
than for journal reviewers.

Reasons for nonpublication may be 
causally related and interactive

A fourth assumption of the typology is that reasons for 
nonpublication are distinct, yet they can be causally 
related or affect nonpublication in interactive ways. For 
example, sometimes resource limitations may cause 

sequence incompletion. Subsequent studies in a 
sequence may be impossible given limited time, money, 
or availability of research personnel. Unanticipated 
results or statistical concerns may lead researchers or 
reviewers to decide that the results are ultimately unim-
portant. The extent to which unanticipated results or 
statistical concerns influence reviewer or editor evalu-
ations of unimportance may depend on manuscript 
concerns (e.g., a researcher’s reputation, the prestige 
of a researcher’s institution).

Reasons for nonpublication may stem 
from researchers or reviewers

A fifth assumption of the typology is that the decision 
to present professionally is a critical threshold. As soon 
as one decides to seek professional dissemination of a 
study one exposes it to professional review, which 
means that decisions to publish or present the study 
are no longer solely imposed by the researcher. Review-
ers now influence the process and, like individual 
researchers, may choose to limit publication or presen-
tation for a variety of reasons.

Potential Limitations of the Typology

In addition to considering what the typology of unpub-
lished studies provides in terms of a descriptive frame-
work, it also is important to consider several potential 
limitations of the typology.

Reasons for nonpublication are 
redundant

One possible limitation of the typology is that some 
reasons for nonpublication are redundant or represent 
special cases of other reasons. For instance, certain 
statistical concerns may be conceptualized as method-
ological concerns because they arise from similar study 
features, such as sample size, which can affect the 
quality of participant sampling, quality of random 
assignment, and imprecise estimation of descriptive 
statistics. However, these two concerns are kept distinct 
because statistical concerns can also arise for reasons 
unrelated to study characteristics or features (e.g., use 
of incorrect data analyses). As noted earlier, certain 
reasons for nonpublication may seem redundant 
because they produce causal effects on other reasons, 
such as when resource limitations produce sequence 
incompletion or statistical imprecision produces unan-
ticipated but equivocal results. Indeed, one could argue 
that unimportant results is a reason for nonpublication 
that stems from a combination of many of the other 
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reasons for nonpublication, including the perception 
of conceptual flaws, methodological flaws, and statisti-
cal concerns. Yet many times results are considered 
unimportant despite having high conceptual, method-
ological, and statistical quality. Alternatively, there are 
times when studies are considered important yet lack 
high quality in one or more of these characteristics.

Reasons for nonpublication are 
nonexhaustive

Another but opposite potential limitation is that the list 
of reasons for nonpublication is incomplete. Reason cat-
egories were selected to make them general enough to 
capture a wide range of potential reasons for nonpubli-
cation that cohere around common themes. For instance, 
there is no reason dedicated to author or institutional 
prestige, which (at least anecdotally) seem like factors 
with the potential to bias nonblinded reviewers in the 
manuscript review process. However, these two factors 
seem to cohere with other factors pertinent to the written 
presentation of studies (e.g., author demographics, jour-
nal incompatibility), which may influence the likelihood 
of their publication. Thus, when determining whether a 
reason for nonpublication is missing from the typology 
a key question to consider is whether the reason repre-
sents a more concrete example of any of the general 
categories of reasons identified in Table 2.

The typology lacks strong theoretical 
or empirical grounding

Perhaps the most significant potential limitation of the 
typology is that its formulation is not based on a specific 
set of theoretical principles. Or perhaps the typology 
does not offer an unequivocal set of empirical criteria 
for establishing a consistent classification of unpub-
lished results on which all would agree. For instance, 
although the typology hints at certain motivational fac-
tors that may underlie some reasons why researchers 
and reviewers decide against publication of a study, the 
typology offers no deep systematic account of the moti-
vational or reasoning processes that drive publication 
decision-making within or across individuals. Moreover, 
when evaluating the reasons for nonpublication of the 
same study, it is possible that different judges might 
arrive at different conclusions regarding these reasons. 
Researchers may emphasize or perceive different rea-
sons for their own unpublished studies than judges not 
personally involved in conducting the studies. Conse-
quently, as is the case with any self-report measure, one 
would need to be cautious of method biases if using the 
typology to develop self-report measures of nonpublica-
tion reasons (see Podsakoff et al., 2003).

Although these potential theoretical and empirical 
limitations may seem problematic to some readers, it is 
important to emphasize that the typology was not 
designed to provide a comprehensive theoretical expla-
nation of publication decision-making or behavior. 
Rather, the typology was designed to offer a rich and 
comprehensive descriptive framework for classifying 
unpublished studies, a framework that could then be 
used to explore and develop useful questions that might 
guide the formation of such explanations. Examples of 
such questions include the following: What are the moti-
vational and reasoning processes that guide publication 
decision-making by researchers and reviewers? Are they 
more focused on result-independent or result-dependent 
concerns of the study? How are these motivational and 
reasoning processes similar or different in individuals 
when evaluating their own work versus the work of 
others in determining whether to pursue or permit pub-
lication? When seeking to determine whether a study 
should be sent to reviewers, do editors focus more on 
result-independent concerns, result-dependent con-
cerns, or both? When preparing a manuscript, what are 
different ethical or unethical strategies researchers may 
adopt to overcome various anticipated reviewer reasons 
for nonpublication? What are the factors that minimize 
manuscript concerns in reviewers? What are the factors 
that affect the perceived importance of studies? When 
evaluating the same study, for which reasons is there 
more or less consistency in perceptions between 
researchers and reviewers and among reviewers? As I 
argue in the next section, such questions not only can 
guide theoretical explanations or models of publication 
decision-making but also can illuminate strengths and 
limitations of peer-review practices and approaches to 
the dissemination of study results.

Applications of the Typology

The typology of unpublished studies is a descriptive 
framework that offers a number of useful potential 
applications. It provides a conceptual scheme that may 
be useful in a number of ways. First, the scheme can 
offer more concrete direction into the investigation of 
the structure and nature of the population of studies 
across the field of psychology, within psychology sub-
disciplines, or by phenomena of study. Second, it can 
further a more nuanced understanding of different pub-
lication biases. Third, the scheme can facilitate building 
theoretical models that describe and predict researcher 
and reviewer publication decision-making and behavior. 
Fourth, it can provide insight into practices that enhance 
or deter the dissemination of rigorous or nonrigorous 
studies. Fifth, the typology can guide the organization 
of one’s own file drawer of unpublished studies.
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Mapping the population of studies

Discussions of the file-drawer problem have historically 
lacked a nuanced descriptive account of the population 
of studies. The population is usually understood by 
relying on a coarse division of results into those that 
are published and those that are unpublished. Unfortu-
nately, this traditional descriptive scheme offers little 
insight into the potential diversity of the unpublished 
side of this division. This state of affairs in turn proves 
problematic for a confident evaluation of the file-drawer 
problem because one cannot evaluate whether pub-
lished studies are unrepresentative of the population of 
studies if characteristics of a large portion of that popu-
lation are unknown.

A major benefit of the typology of unpublished stud-
ies is that it provides a means for understanding how 
characteristics of unpublished studies and published 
studies may be similar or different. Are published stud-
ies acquired using more methodologically and concep-
tually rigorous research designs? Do published studies 
differ from unpublished studies in terms of their statisti-
cal precision or level of statistical significance? Are pub-
lished studies more likely to reflect less controversial 
or contentious findings? Do published studies reflect 
their inclusion in manuscripts that are more attractive 
or appealing to reviewers than unpublished studies? Is 
the status of studies along the publication-status con-
tinuum primarily a result of decisions made by authors 
or reviewers? Depending on who makes those deci-
sions, are those decisions primarily made for result-inde-
pendent or result-dependent reasons? Depending on 
whether the decisions are based on result-independent 
or result-dependent reasons, what are the implications 
for understanding and addressing publication bias? 
These and other questions regarding the similarities and 
differences between published and unpublished studies, 
and their implications, can be formulated using the 
typology. In other words, the typology of unpublished 
findings permits an exploration and mapping of what 
the population of studies actually looks like.

Conceptualizing publication bias

By offering a more fine-grained descriptive scheme for 
classifying studies, the typology of unpublished studies 
in turn permits a more nuanced understanding of pub-
lication bias and the potential file-drawer problem. As 
noted earlier, publication bias is traditionally consid-
ered problematic for empirical integrity and scientific 
advancement because it introduces unrepresentative 
study results into the published literature (see Ferguson 
& Brannick, 2012). The primary culprit of publication 
bias is assumed to be reliance on a specific type of 

result-dependent interpretation of studies as the basis 
for publication: failing to attempt publication or rejec-
tion from publication of statistically insignificant study 
results or study results indicating small effect sizes, 
regardless of their methodological or conceptual rigor. 
The unrepresentative nature of this basis for publication 
proves problematic when relying on published study 
effects to draw conclusions about the existence of asso-
ciations among constructs or the magnitudes of those 
associations. For this reason, the more concrete term 
magnitude bias is used to describe what is meant by 
this traditional notion of publication bias.

However, one interesting implication of the typology 
of unpublished studies is that consideration of the vari-
ous reasons for nonpublication suggests a more expan-
sive and nuanced view of publication bias that includes 
at least two other variations of publication bias in addi-
tion to magnitude bias. Consider rejection from the 
publication of results because of legitimate conceptual 
concerns or methodological concerns. It is possible that 
nonpublication of studies for these reasons may lead 
to unrepresentative published effect sizes if the mag-
nitude of published effect sizes of a phenomenon are 
systematically linked to the degree of methodological 
or conceptual rigor of the studies that generate them. 
For example, studies of a phenomenon with poor meth-
odological or conceptual designs may tend to produce 
lower (or higher) effect sizes than well-designed studies 
of the phenomenon, but well-designed studies may 
have a higher likelihood of publication. In such cases, 
publication bias is best conceptualized as a rigor bias, 
which is beneficial for science because high accessibil-
ity of rigorous results leads to higher-quality theories 
and higher-quality tests of theories. Indeed, perpetuat-
ing rigor bias is (or should be) a major aspirational goal 
of a peer-review system in science. A legitimate rigor 
bias creates a file-drawer benefit, not a file-drawer 
problem.2

In addition to magnitude and rigor bias, the typology 
suggests at least one more form of publication bias. 
Consider researchers employed outside of academia 
who work for private or public organizations. Such 
researchers may conduct higher numbers of field stud-
ies relative to laboratory studies than researchers 
employed in academia. However, researchers outside 
of academia may be less likely to publish their studies 
than academic researchers because their research is 
directed toward outcomes other than professional pub-
lication (alternative-focus reasons). If the field studies 
and laboratory studies of a phenomenon possess meth-
odological characteristics that generate study effects 
that vary systematically as a function of some moderat-
ing variable, then the absence of the field studies from 
the published literature blinds scientists to a body of 
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empirical work from which to construct and evaluate 
theory. A similar issue may arise with regard to cross-
cultural research if nonpublication reasons entail manu-
script concerns regarding the writing style or quality of 
nonnative-speaking authors or if researchers are intimi-
dated by navigating the review process of journals pub-
lished in a country other than their own (a form of loss 
of interest). The consequence is an unrepresentative 
sampling of published studies that offer only limited 
insight into the impact of cultural variation on psycho-
logical processes and behavior.

The previous two examples of potential publication 
bias are best conceptualized as instances of method-
ological context bias (for other examples, see Coburn 
& Vevea, 2015). Context bias entails the publication of 
studies that are systematically unrepresentative of the 
full range of possible study characteristics (e.g., study 
populations, settings, and operational variables) that 
could be used to investigate a specific phenomenon. 
Context bias may occur for either result-independent 
reasons (as in the two previous examples) or result-
dependent reasons (e.g., nonpublication of unantici-
pated results that differ from previously published 
results because of novel nuances of the methodological 
context sampled). Context bias is problematic because 
it creates an impoverished sampling of results from 
diverse methodologies from which to build or evaluate 
theories.

Note that unlike magnitude bias, which is considered 
to stem solely from result-dependent reasons pertaining 
to statistical concerns, both rigor bias and context bias 
may stem from either result-dependent or result-inde-
pendent reasons pertaining to methodological, concep-
tual, or statistical concerns. Whereas rigor bias is 
beneficial, context bias, like magnitude bias, is prob-
lematic. However, context bias can be problematic in 
ways that would not be expected of magnitude bias. 
Like magnitude bias, context bias can introduce unrep-
resentative study effect sizes into the literature that are 
atypically low or high, which undermines accurate 
assessment of the strength of associations among con-
structs and the influence on associations of moderating 
variables. However, context bias proves problematic for 
theoretical construction and evaluation even if nonpub-
lished study effects are of equivalent magnitude to 
those that are published because it does not permit 
scientists to see the full extent of theoretical generaliza-
tion that a broader awareness of different methodologi-
cal contexts may permit.

The differentiation of publication bias into magni-
tude, context, and rigor bias is likely only one possible 
expansion of the concept of publication bias suggested 
by the typology of unpublished studies. Other reason-
able expansions may be evident to some readers, but 

it is anticipated that alternative publication-bias schemes 
would expand to include both result-dependent and 
result-independent sources of potential bias and the 
possibility for beneficial and problematic influences on 
the body of published study results. Moreover, regard-
less of the scheme championed, it would be important 
to empirically evaluate whether the forms of publica-
tion bias identified by the scheme do indeed account 
for actual systematic differences between published and 
unpublished studies.

Implications for meta-analyses

The typology of unpublished studies calls to attention 
reasons for nonpublication that can result in both prob-
lematic and beneficial publication biases. These biases 
are important to consider when evaluating the primary 
outcomes of meta-analyses and the interpretation of 
quantitative techniques often used to detect or investigate 
potential publication bias. Examples of techniques used 
to detect the potential for publication bias include funnel 
plots, cumulative meta-analysis, and p-curve analysis; 
examples of techniques that may be used to investigate 
the nature of suspected publication bias include sub-
group comparison and model-selection analysis (e.g., 
Borenstein et al., 2009; Coburn & Vevea, 2015; Jin et al., 
2014; Lipsey & Wilson, 1993; McKay & McDaniel, 2006; 
Simonsohn et al., 2014; Vevea & Woods, 2005).

Methods for detecting publication bias seek to deter-
mine whether the results of published studies conform 
to a pattern that is suggestive of a potential empirical 
discrepancy between published studies and unpub-
lished studies. When methods for detecting publication 
bias do suggest a potential discrepancy, magnitude bias 
is typically the inferred culprit (see Carter et al., 2019). 
However, it may be important to consider the potential 
influence of rigor bias and context bias, as well as the 
extent to which existing methods for detecting publica-
tion bias are sensitive to these different types of pub-
lication biases. For example, when considering a funnel 
plot of published studies in which study effect sizes are 
plotted as a function of study precision (i.e., sample 
size or standard error), magnitude bias may be sus-
pected if the frequency of low-precision studies with 
large effect sizes is higher than the frequency of low-
precision studies with small effect sizes. Yet it may be 
for some phenomena that studies with higher concep-
tual and methodological quality produce larger effect 
sizes (e.g., rigorous studies involve more effective 
experimental manipulations with higher construct valid-
ity) even if the precision is low (e.g., small sample size). 
It is also possible that some types of theoretically mean-
ingful study characteristics may produce larger effect 
sizes but necessitate lower precision because of the 
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cost or difficulty of implementing them (e.g., some 
types of field-study interventions). If only low-precision 
studies that meet severe conceptual and methodological 
standards are published, or if the use of certain types 
of procedural characteristics entail low precision, then 
funnel-plot asymmetry may instead reflect a combina-
tion of magnitude bias, rigor bias, and context bias. 
Differentiating among these biases may be possible 
with moderator or subgroup comparison analyses pro-
vided that they are guided by a consideration of these 
different forms of publication bias.

More perplexing is when results of published studies 
conform to a pattern that is suggestive of no empirical 
discrepancy between published studies and unpub-
lished studies. Although the lack of discrepancy makes 
it seem reasonable to rule out magnitude bias or a 
combination of magnitude bias and rigor bias, method-
ological context bias remains a source of publication 
bias worth considering. The reason for this is that con-
text bias may create an unrepresentative sampling of 
study characteristics among published studies that 
undermines theoretical understanding in terms of the 
generalizability of a phenomenon. Thus, given the wide 
range of result-dependent and result-independent rea-
sons for nonpublication identified by the typology of 
unpublished studies and the different forms of publica-
tion bias they might propagate, it would be prudent in 
any meta-analysis to undertake a qualitative examina-
tion of published studies and any obtainable unpub-
lished studies of a phenomenon if possible. And this 
would be prudent even if publication-bias detection 
methods suggest no systematic discrepancy in the 
results of published and unpublished studies to ascer-
tain the possibility of context bias.

Result-dependent reasons and motivated 
reasoning

One important distinction in determining whether a rea-
son for nonpublication is likely to introduce problematic 
bias is whether the reason involves result-independent 
or result-dependent decisions by authors and reviewers. 
Result-dependent reasons for nonpublication can intro-
duce publication bias that is more problematic because 
they are more likely to involve decision-making by 
authors or reviewers that is influenced by motivated 
reasoning (see Kunda, 1990). Decision-making driven 
by an awareness of study results may also increase 
adherence to publication norms that promote selective 
publication of certain patterns of results that are unre-
lated to the methodological or conceptual quality of 
the study that generates the results (see Maner, 2014; 
McBee & Matthews, 2014). For instance, authors or 
reviewers may become more severe in their evaluations 
of a study’s conceptual quality, methodological quality, 

or importance when the study results violate their 
expectations or seem inconsistent with a favored the-
ory. They may then justify a decision not to publish on 
the basis of this more severe standard. Study results 
that are statistically insignificant, equivocal, imperfect, 
or complex despite high conceptual, methodological, 
or statistical quality may lead authors or reviewers to 
decide against publication of the study results because 
they do not make for a “nice story” or make it difficult 
to devise an empirical article that would be attractive 
to journal readers.

Further complicating issues is the possibility that 
result-dependent reasons for nonpublication can lead 
to decision-making that is objective and devoid of moti-
vated reasoning. Sometimes patterns of results illumi-
nate legitimate conceptual or methodological concerns 
that would be unidentifiable in the absence of knowing 
the results (e.g., questions concerning the construct 
validity of primary dependent measures or effectiveness 
of experimental manipulations). The point is not that 
result-dependent reasons for nonpublication are neces-
sarily problematic or necessarily worse than result-inde-
pendent reasons for nonpublication. The point is only 
that result-dependent reasons for nonpublication are 
more likely than result-independent reasons to have 
involved decision-making that serves the ulterior goals 
of authors or reviewers other than the accurate identi-
fication of studies for publication that meet reasonable 
standards of scientific importance and quality.

Building theoretical models of 
publication decision-making and 
identifying factors that contribute to 
reasons for nonpublication

The typology of unpublished studies offers a rich 
descriptive scheme from which to build theoretical 
models of researcher and reviewer decision-making 
regarding the dissemination and publication of study 
results. One could investigate which nonpublication 
reasons are most predictive of individual decisions to 
disseminate or publish studies among researchers or 
reviewers. Those reasons most predictive of nonpubli-
cation decisions would then be used as theoretical pre-
dictors in an additive model. For example, if research 
suggested that methodological concerns, resource limi-
tations, and statistical concerns were most predictive of 
nonpublication decisions, then these reasons may offer 
a relatively parsimonious theoretical model for explain-
ing nonpublication decisions. The conceptual predictors 
in these models may be relatively general, relatively 
concrete, or a mix of both. In the previous example, 
perhaps the amount of time available to write manu-
scripts and the degree of estimate imprecision are 
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identified as the specific resource limitation and specific 
statistical concern that drive nonpublication decisions.

Given that certain reasons likely relate to other rea-
sons in a causal manner, theoretical models in which 
reasons are causally or interactively arranged may bet-
ter explain nonpublication decisions. Perhaps nonpub-
lication decisions of editors are ultimately determined 
by an evaluation of the perceived unimportance of 
results (general), which is in turn determined by the 
extent of methodological concerns (general) identified 
by reviewers and the prestige of the manuscript authors 
(a specific manuscript concern). Maybe similar meth-
odological concerns influence evaluations of perceived 
unimportance to a lesser extent when authors have 
higher rather than lower prestige.

Instead of seeking to predict nonpublication deci-
sions, empirical and theoretical work could focus on 
understanding factors or conditions that contribute to 
specific reasons for nonpublication. What factors lead 
to losing interest in the publication of studies? What 
factors determine whether studies are considered unim-
portant? What conditions contribute to field contention 
in some domains of research but not others? What fac-
tors or conditions promote evaluations of conceptual, 
methodological, or statistical concerns that are least 
influenced by motivated reasoning of authors or review-
ers? These and many other interesting theoretical ques-
tions can be derived and investigated using the typology 
of unpublished studies by creative and inquisitive 
scientists.

Evaluating research dissemination 
and peer-review practices

Identifying reasons for the nonpublication of studies 
offers potential insight into how different types of pub-
lication and peer-review practices may systematically 
promote or deter the dissemination of research results 
and may thus promote or deter beneficial and prob-
lematic publication biases. Two contemporary practices 
are worth considering. The first is the increased use of 
online academic and scholarly repositories by individu-
als and institutions that permit the dissemination of 
study results as open-access raw data or preprint manu-
scripts that bypass or supplement traditional journal 
peer review (see Martone et  al., 2018; Mellor et  al., 
2019). As may be apparent from the typology of unpub-
lished studies, online data and manuscript repositories 
can increase the accessibility of unpublished studies. 
This potential is reflected in the “moderate” accessibility 
classification of several of the publication categories 
listed in Table 1.

Given that data and manuscript repositories offer 
access to a potentially broader subset of unpublished 
studies for those conducting systematic reviews and 

meta-analyses, the inclusion of such studies would be 
expected to affect the influence of publication bias on 
conclusions drawn from them. On the one hand, this 
may be beneficial for a review or meta-analysis because 
problematic magnitude bias introduced into the pub-
lished literature by reviewers may be reduced by the 
inclusion of unpublished studies found in repositories. 
On the other hand, beneficial rigor bias may also be 
reduced because researchers may set a less severe 
threshold for evaluating studies that they opt to submit 
to data and manuscript repositories but do not publish. 
Certain researcher reasons for nonpublication such as 
loss of interest, resource limitations (e.g., time), and 
alternative focus may also not be addressed by the high 
availability of data and manuscript repositories because 
these reasons would be expected to undermine any 
form of dissemination of study results by researchers. 
For instance, a researcher with limited time to prepare 
and submit manuscripts for publication may also have 
limited time to prepare and submit data and manu-
scripts to repositories. Moreover, to the extent that these 
types of reviewer reasons for nonpublication are also 
linked to the systematic use of different types of meth-
odological procedures and measures, data and manu-
script repositories may not protect against the influence 
of context bias on the conclusions of systematic reviews 
and meta-analyses either.

A second contemporary practice worth considering 
is the preregistration of study hypotheses and research 
protocols before data collection (Nosek et  al., 2018; 
Wagenmakers et  al., 2012). The primary benefit 
espoused by proponents of preregistration is an 
increased transparency to reviewers (and possibly 
researchers themselves) regarding the formulation of a 
priori hypotheses and research plans, which should in 
turn help deter the use of questionable research prac-
tices and exploiting researcher degrees of freedom 
when analyzing and reporting study results (see John 
et al., 2012; Simmons et al., 2011). However, a second 
proposed virtue of preregistration is reduced publica-
tion bias if preregistration is combined with peer review 
as a part of the journal submission process (van ‘t Veer 
& Ginger-Solla, 2016; Wagenmakers et al., 2012). Spe-
cifically, before collecting data, researchers submit a 
proposal manuscript that articulates the study purpose 
and a priori hypotheses and describes the study materi-
als, procedural protocol, and data-analysis plan that 
will be used to evaluate the hypotheses. Reviewers then 
make preliminary result-independent acceptance deci-
sions relying only on this information. After data col-
lection, a final acceptance decision is based on the 
extent to which researchers adequately follow the pro-
cedural and data-analytic plan presented in the initial 
proposal. Given that acceptance decisions rest mostly 
on result-independent evaluations of the conceptual 
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and methodological quality of the research, rejections 
of studies based on result-dependent outcomes of stud-
ies (e.g., statistical insignificance) should be less likely.

The typology of unpublished studies suggests that 
preregistered peer review should generally reduce the 
nonpublication of studies for result-dependent reasons 
and thus help mitigate publication bias in the form of 
magnitude bias. For example, Scheel et al. (2020) found 
that authors reported finding full or partial evidence of 
their stated a priori hypotheses at much higher rates in 
studies published using traditional peer review (96.05%; 
146/152) than did authors of studies published using 
preregistered peer review (43.66%; 31/71). Given that 
support for a priori hypotheses is typically cast in terms 
of finding directional study effects of appreciable mag-
nitude or that achieve statistical significance, these 
results may indicate a reduction in magnitude bias in 
the preregistered peer-review sample. However, this 
interpretation is speculative because the authors did 
not examine study effect-size magnitude.

What is not clear is how preregistered peer review 
would affect rigor bias and context bias. Rigor bias may 
be increased because research is reviewed twice 
(Yamada, 2018), and the initial evaluation of the 
research would focus more on potential result-indepen-
dent conceptual and methodological weaknesses of 
studies. At least initially, result-dependent reasons for 
nonpublication, which are more likely to involve moti-
vated reasoning and decision-making, would be elimi-
nated. But rigor bias may be reduced in other ways. 
Legitimate result-dependent weaknesses identified at 
the final stage of peer review may be disregarded or 
deemphasized because reviewers may be resistant to 
rejecting a manuscript they provisionally approved 
before data collection. Moreover, it is unclear whether 
preregistered peer review would address context bias. 
Indeed, there may be systematic differences in the types 
of methodological contexts implemented by researchers 
who have more or better resources to successfully navi-
gate the preregistered peer-review process than 
researchers who do not, which may increase context 
bias. Finally, it is worth considering how preregistered 
peer review would affect other reasons for nonpublica-
tion even if it does not increase or decrease different 
forms of publication bias. For instance, resource-
limitation reasons for nonpublication may be increased 
if researchers find preregistered peer review more tax-
ing or burdensome than conventional peer review. 
Other reasons for nonpublication, such as alternative 
focus, collaborator opposition, loss of interest, and 
manuscript concerns may also be unaffected by an 
increased implementation of preregistered peer review.

The descriptive framework that makes up the typology 
of unpublished studies offers one means for understand-
ing the myriad and complex reasons for nonpublication 

and thus may prove informative in evaluating the impact 
of different publication and peer-review practices on the 
nonpublication of studies and publication bias. The 
reverse also is worth considering. Examining the reasons 
why studies or manuscripts in repositories are not pub-
lished or why manuscripts submitted for preregistered 
review are rejected either initially or after reporting 
results can inform understanding of the classification 
scheme proposed in the typology. Tracking whether stud-
ies or manuscripts in repositories are submitted for pub-
lication can offer insight into result-independent reasons 
and result-dependent reasons that are most prevalent or 
most important in researcher decisions to submit for pub-
lication. Tracking the publication outcomes of manu-
scripts submitted for preregistered peer review can offer 
insight into reasons for nonpublication that are most 
prevalent or most important in reviewer publication deci-
sions. Also informative is the possibility of more clearly 
distinguishing between reviewer result-independent rea-
sons and result-dependent reasons for nonpublication by 
examining reviewer publication decisions at the initial 
proposal review and reviewer decisions at the postdata 
collection review, respectively.

Organizing the file drawer

A final valuable application of the typology of unpub-
lished studies would be to provide a scheme for research-
ers to label and organize files in their own file drawer of 
unpublished studies. As is the case with self-report mea-
sures of reasons for nonpublication, caution would be 
warranted when interpreting researcher-imposed organi-
zation of their file drawers. Nonetheless, researchers will-
ing to consider the reasons for their unpublished work 
would likely gain meaningful insight into their scholarly 
research activities, the functions and goals these activities 
serve, and the reasons why these activities lead to suc-
cessful publication or not. Researchers could use the 
typology to develop research portfolios. Perhaps these 
portfolios could be included along with traditional evi-
dence of publication as evidence in job performance, 
renewal, tenure, or promotion evaluations. Documenting 
reasons for nonpublication would be highly beneficial 
information for meta-analysts requesting unpublished 
studies and may facilitate more openness to sharing data 
when such requests are encountered. In addition, if 
researchers regularly documented the reasons for the 
nonpublication of their studies, then this information 
could be collected to yield better descriptive understand-
ing of the population of study results in various domains 
of psychology research. As noted earlier, better descrip-
tive understanding of the population would assist in iden-
tifying which publication biases to consider when 
evaluating meta-analytic findings. Finally, organizing file 
drawers using a common descriptive scheme generates 
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a potential database for those interested in systematically 
investigating the psychological and behavioral processes 
involved in various research-dissemination practices in 
psychological science.

Conclusion

Despite long-standing concerns regarding the file-
drawer problem and the representativeness of pub-
lished studies, what makes up the population of studies 
remains largely unknown. The dearth of understanding 
stems in large part from a lack of knowledge about the 
unpublished portion of the population. This portion of 
the population remains mysterious because no clear 
descriptive scheme for organizing different types of 
unpublished studies exists. The working typology of 
unpublished studies presented here seeks to remedy that 
problem. By considering unpublished studies as falling 
along a publication-status continuum, and the nonpub-
lication reasons for the location of studies along that 
continuum, the typology provides a more nuanced 
descriptive scheme for classifying the unpublished por-
tion of the population of studies. Moreover, the typology 
offers insight into different publication biases that may 
prove problematic, and in some cases even beneficial, 
for drawing conclusions from the more accessible body 
of published studies. Thus, the typology may prove use-
ful in mapping the population of studies within the vari-
ous research domains of psychology, guiding and 
informing analyses of publication bias, and assisting 
researchers in better organizing their own individual file 
drawers of studies to the benefit of themselves and the 
field.
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Notes

1. The term “reviewer” is used to encompass both reviewers and 
editors from this point forward to simplify discussion. Potential 
reasons for nonpublication should usually apply consistently 
to reviewers and editors, although sometimes this may not be 
true. For example, unlike editors, reviewers usually are blinded 
to author identity. In this instance, editor publication decisions 
may be influenced by a wider range of manuscript concerns 
than the publication decisions of reviewers (e.g., author or insti-
tutional prestige; see Table 2).
2. Others have acknowledged previously the possibility that 
studies of low methodological quality may lead to nonpubli-
cation (see Ferguson & Brannick, 2012; see also Rothstein & 
Bushman, 2012); however, some doubt this is an important 
factor (see Borenstein et al., 2009). The claim advanced here 
is that the methodological quality of studies constitutes one 
of many potential reasons for the unrepresentative publication  
of studies and thus should be considered a potential source 
of publication bias in its own right. The concept of rigor bias 
advanced here encompasses both methodological and concep-
tual reasons for excluding studies from publication.
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