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THE APPLICATION OF THE «LAW OF ERROR”
TO THE WORK OF THE BREWERY.

3rd November, 1904.

The following report has been made in response to an inereasing necessity
to seb an exact value on the results of our experiments, many of which lead to
conclusions which are probable but not certain. It is hoped that what follows
may do something to help us in estimating the Degree of Probability of many of
our results, and enable us to form a judgment of*the number and nature of the
fresh experiments necessary to establish or disprove various hypotheses which we
are now entertaining,™ - - :

When a quantity is measured with all possible precision many times in
succession, the figures expressing the resnlts do not absolutely agree, and even
when the average of results, which differ but little, is taken, we have no means
of knowing that we have obtained an actually true vesult, and the limits of our
powers ave that we can place greater or lesser odds in our favour that the results
obtained do not differ more than a certain amount from the truth.

Results are only valuable when the amount by which they probably differ
from the truth is o small as to be insignificant for the purposes of the experiment,
What the odds selected should be depends— ‘ : '

1. On the degree of accuracy which the nature of the experiment
allows, and )

2, On the importance of the issues ab stake.

. It may seem strahge that reasoning ef this nature has nol been more

g widely made use of, but this is due— ..

' 1. To the popular dread of mathematical reasoning.
2. To the fact that most methods employed in a Laboratory are
capable of such refinement that the results are well within
, the aceuracy required.
Unfortunately, when working on the large scale, the interests are so great; that
more accuracy is required, and, in our particular case, the methods are not always
. eapablo of refinement. Hence the necessity for taking a number of inexact
determinations and of calculating probabilities.

In any sevies of determinations of a simple quantity there are three kinds
of errors which prevent all the resulfs being the same. These three kinds of
errovs are— A

1. Mistakes, often of a whole number of integers, as, for instance, of
reading a saccharometer 5° too high, or of multiplying two
numbers together and getting the wrong resulb. These can
often be found out by checking, or can be conjecturally
corrected, and need not concern us further, as they can be
eliminated by taking sufficient care. l

* A supplement is given at the end of this report bringing some matbers in it up to a later date,
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9. Clonstant errors, where, for some reason or other, some instrument
is invariably read wrong in the same divection ; thus, in
determining the gravib " of a sample of fermenting wort
which has nob been “tossed,” the gas in the liquid will
always cause the saccharometer to read too low. Or again,
an incorrech saccharometer will always give a yesult tbo high/
‘or too low, as the case may be. This form of error can be
corrected by taking a sufficient. number of instances, and’
finding out the average amount wrong, by checking against
another method, in this case by weighing “ tossed” samples,
This, tllerefore, need not concern us either, event though the’

L , ~_piocess of making the correction may be difficult, in Some cages.

o ' 8. When all corrections have beén applied ,ti:ié"i‘eéﬁlté‘ Wﬂl‘ still ngt*he

1 quite uniform, though the mote 'héi;refﬁlly the deternifiations -

ave cartied out the neaver will tha‘:;ﬁa’sulté' bé to each other,
and to the truth. .
Thus, any number of weighings of an unfermented’ wort with a’
saccharometer will probably, if sufficient care be taken, come
within one degree of one another. Tf weighed with a bottle’
they will very likely come within "1 of a degree, e.g. 4 wort
at about 1035 is weighed with a saccharometer, and an en- -
deavour js made to read as accurately as possible: the regults”
. will mostly lie between 10345 and 10355, with a bottle,’
. between 1034:95 and 103505, It will be impossible with the
first instrument to say bhis weighs 10348, or with the second;
. 108502, though, perchance, these may actually be correct.
Hence we see that according to the ‘precisions of the ingtruments employed, and
the care with which they can be used, the accu,racy"obtained‘is steater "ok <lesg!
The use of the theory of ervor is, primarily, to find a measure of the aceuracy of
a given method; when this is found, the probability that the true value lies
within a given amount of an observed value can easily be caleulated. ' '
If we consider a number of deferminations of a ‘quantity, all corrections

o having been made, it is obvious thab it is more likely that a result will lie close

L to the real value than far off, so that most of the results will be grouped around

the true value, and the numbers further out will tail off on either side. E.g. if the

real specific gravity of the sample of worts be 103502, more of the determinations
by the specific gravity bottle will give results between 103502 and 103508, than
between 1035:22 and 108523, and few, if any, will lie between 1036°02 and

103608, though it is not impossible that such might occur. o '

Mathematicians have discovered an equation * which defines a curve such

.
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* The equation is 9 e .l: 9 e_g
N v
where y is the frequency with which a given error of size vecurs o and e are wellknown constants, the
e former being the ratio of the circumference of & cirele to the diameter (3-14159), the latter the base of
1 the Napierian system of logarithms (2718 . . . ), da * i the unit in Which @ is expressed. ¢* is the
“ Modulus of Frror,” a number which varies with the aceuracy of the methods under consideration.
As most of the terms in books are expressed in terms of the modulus, it is not possible to avoid
mention of the modulus, nor, beyond saying thet it is a measure of the precision of the observation,
is it possible to define it in popular language. Seo Airy, Theory of Brrors of Observations, p. 17 et seq.
Tupton, Notes on Observations, p. 75 et seq. ; Merriman, Method of Least Squares, 16 ot seq.

e —————

* In measuring & mile da might be 1 yord and ¢ 20 yards., By a more accurate method, ¢ might be broughy!
down to § yards.
(4)
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that if any giwen ervor be the abscissa, the conesponding ordinate vepresents,
very approxmately, the frequency with which the error in question will ogeur,
and have found that, though the shape is similar for all series of determinations,
the ‘size of this curve depends on what is known as the Modulus of Error.
This number is constant for determinations made by the same method

. with the same care, but larger for coarse, and smaller for more delicate

mea,surements
In the case above given, the modulus of error for a geries of saccharometer

weighings might be ten times the modulus of error of a system of bottle
weighings,

In diagram No 1 are three curves 1eplesent1no the frequency of error of
systems whose modulus of error are 2: 1: & These moduli of error are repre-
sented by the lines M,0, M,0, M,O.

(They may be imagined as belonging to three methods of estlma,tmg a
quentity. No. 1 belongs to a rough method, like pacing a
distance. No. 2 belongs to a better method, such as chaining the
same distance, No. 8 to a still more refined method, such as
measuring with a tape.)
Since the curves are drawn bo scale, the total area enclosed by each curve is
the same, and if we draw an ordinate, XY, Y, Y; to cut all three curves, the
probability of obtaining the error OX in the three systems are as XY,:
XY,: XY,
: Agam the probability of obtaining an error between OX and O in the
the. area Xuy, Y,
the area enclosed by the whole No. 1 curve’

g the area Xoy,Y.
the area enclosed by the whole No. 2 eurve’

the area Xay,Ys
the area enclosed by the whole No. 8 curve’

Or, since the areas enclosed by the three curves are the same, the probability of
obtaining an error between OX and Oz in the three systems is as the area
Xy, Y, : the area Xawy,Y,: Xay,Y, By inspection of the diagram we sec that,
roughly speaking, it represents the fact that a small error, such as OX, is much
more likely to ocour in the series with the small modulus of error; whereas the
Iarger the error the greater, in proportion, is the chance of its oecurring in the
series with the large modulus of error, though in each series the smaller the area
the greater the chance of its occurring.

I have indicated in the three curves the points P,P,, P,P,, and PP, such

firgt curve is

in the 2nd curve is —-

in the 3rd curve is

. that the odds are 20 : 1 that an ervor will lie between P;P; in the first curve,

between PP, in the second curve, and PP in the third curve.

Again; the nature of some expériments obliges ms to work with rough
measurements, and so a large ervor, and yet to know the result with some
certainty. This is effected by taking a mean of a number of observations,. .The
means thus obtained are of course subject to similar, though smaller, errors, and
the greater the number of observations of which the means are taken, the smaller
the error, and the curve which represents their frequency of error becomes taller
and narvower, In these curves, if No. 1 represents the frequency of error of a
single observation, No. 2 will represent the frequency of error of the average of
a-group of four, and No. 3 will represent the frequency of error of the average of a
group of 36.

(5)




e

»

In practice, the first step is to find what is known as the mean e\,rror,”‘= and,
as the modulus of error has been found to be 1777 times this, a measure is

obtained of the size of the curve of frequency of error.

To obtain the mean exror we must fust find the mean (average)h of all the
Jdeterminations under consideration, then the difference between this and each of
the determinations, and add together all the positive differences and divide by

their number. This will give the mean positive error.
all the negative differences and divide by their pumber, which
negative error.

We likewise add together

will give the mean-

If sufficient determinations have been made, these will probably

be the same, but if they are not, we musp take half their sum a8 the mean

eyror.

Jifference between the various results and the grand average.

The mean error may therefore be. described as the average amount of

1

4
L
Extract%lfdé}fcendmg No. of Cases, D1ff'e§:[1;:;'from Total. Squares.
1229 1 —17 17 2:89
123'1 1 -15 15 225
1232 1 - 14 14 196
12346 1 -10 10 -100
1237 1 - 9 0, 81
1239 1 — 7 v 8 49
124°0 8 ~ 6 &8 H 288
1941 2 . 10 @ 50
1242 6 — 4 24 P 96
1243 B - 3 1B a 45
1244 3 -2 4 T 18
1246 b ~ -1 b g ‘05
%}.
No. of negative cases 3543 =38. ‘ 38)18'0(°4T 14-36,
T
Mean 1246 b 0 0
1247 8 + 1 46 06
1248 ] + 2 1-8 . 36
1249 3 4 3 9 27
1250 .7 + 4 28 1-12
12671 3 - + B 15 & 75
. 1252 6 + 6 36 & 216
1253 1 + 7 T3 49
1254 4 + 8 39 @ 256
1256 1 +10 10 8 1:00
1257 1 +11 11 8 121
1263 1 B L 17 g* 289
. 2 ]
| LA .
No. of positive cases 42 +2=44. 44)189(48 1287

44)18'9(°43 14'36
‘47, 12-87
2)90

‘45 mean error.
/836 =58 X '8
= *46 mean error.

% Wide, however, supplement,

(6°

27:928 + 81 = 8'36 mean square of error.
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As @ check on this, it is usual to find the “error of mean squares,” &
number which should be about ‘71 times. the modulus, and from which another
value of the mean error may be found by multiplying by ‘8. This number is
found by squaring each of the differences from the mean, dividing the sum of
the squares obtained by the number of determinations less 1, and taking the
square root.
(Thie value thus obtained is the better value of the two in the proportion

114 :100.) .

E.g. 82 analyses of a malt were done in the Brewery Office Laboratory
with the intention of defining the accuracy with which the produce could be found.
The results are displayed in the tables on previous page, and the mean error
obtained by both methods.

. We see then that the mean error is defined by the 82 cases with sufficient
accuracy, thus, we have— '
| Mean of negative error . . . 47 |
pogitive ,, . . . ‘43 Average "486,
,»  calculated from errors of mean squares 46
Diagram No. 2 compares the theoretical and actual digtribution of these results.®
From the mean error we can pass, as mentioned above, to the modulus by

s o

L

multiplying by 1'77 and can construct the curve of the frequency of error, and

thus (or more simply by the use of tables) calculate the chances of our observation
having an error between any given limits, .For this purpose we musb first decide—
1. Within what limits of accuracy-we desire to know.the result.
2. What certainty we require.that it will fall within those limits.

E.g. it might be maintained that o Laboratory produce should be within 5
of the true result with a probability of 10 to 1. The mean ervor being "46, the
: ' 5
modulus is ("46 x 177)="8 roughly. Our '5 error= g
By consulting the table t we see that 60°4 per cent. of the observations (say 3 out

of the modulv:s, say 6.

of 5) have an error less than this, s.e. the odds are not 10 : 1 but 3 :2. Anyone

demanding 10 to L in favour of an error less than '5 could not therefore rely on a

gingle observation. ~
As will be shown later, the modulus varies inversely as the square root of

the number of observations, the mean of which is considered, Thus with—

Limit of error 0dds in favour
New desired ('5) of smaller
modulus, -+ modulus. error than °5.
. 80
‘ 2 observations = 72 57 9 4:1
*80
‘ 3 » =73 46 109 7:1
. _0 o, . .
3 - ‘\/4 0- . 1 25 ]. . 1
80 ‘
5 » = /5 36 | 149 19:1
82 _80 550 tically infinit
5 ~1\/82 b . pracuica Y mnnite.

# Besides the 82 analyses of the same malt, there were three other series of analyses each with
its own malt, giving 77 more analyses, or 169 in all; these were all corrected to the same mean and
plotted in red ink on Diagrem 14 to show how increasing the number of observations tends to smooth
off the curve, .

1 Appendix L.
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In order to get the accuracy we: require, we must, therefore, take the mean of four
determinations. Practically, we have held the position that the- Lahoratory
extract gives a result within one degree of the truth, and the odds in our fayom’”
that this ie the case arve about 12 :1. This theovetical conclusion is almogb
exactly justified by the series quoted above, in which 6 out of a2, or &, 124 to 1,
exceeded this limit, ) : -

In the daily calculation of Laboratory produce, for comparison ‘with the
Brewery, several determinations are bfought into play, on account of several malts
being used, and the ervor is much lesg. The experimental brewings, resting‘on :
the malt drawn from several bing, have also more than one determination made -
for the caleulation of their Laboratory produce. ' L

In all experiments it is a questicn to be decided by the comparative labour
how far we should repeat experiments, or refine the method, as it is by taking the
mean of the first few experiments, that the accuracy is most increased, Thus, tp
halve the error, four, but fo reduce it to }, 16 experiments aré necessary. The
sable of odds that the ervor will not exceed ‘1 in the Laboratory, i as follows :(—

Qdds in favour

Number of of error smaller
observations. , Modulus. than ‘1.
1 ‘8 ' 1:86
4 4 1:3
9 27 ' %:3
16 2 18 :12
64 ‘1 5:l
82 09 | 7:1

100" S 08 12:1

' A further proposition dealt with by mathematicians * is that connecting the
errors affecting a quantity with the known errors of two quantities of which it is
composed, -

Suppose the mean exrvor of determining a quantity X to be e, and that of
determining another quantity Y (quite distinct from X), f, and suppose Z to be
the sum or the difference of X and Y, then if } be the mean error of Z, e, fand B
are connected by the equation B =e*+/%  fng. it has lately been shown that the
mean error of an 0.G., as determined by the Laboratory, is, ronghly, '38. Again,
the Brewery aims at a constant O.G. subject to an crror altogether unconmected
with the error of the Laboratory determination, which we will suppose to be 2.
Our Taboratories now return us results giving us the so-called 0.G.’s of brewjngs sub-
ject, of course, to both these ervors. The mean error of such a series will be found,
according to the above equation, to be E when BR=(2P+(3); . B= /13 =36,
not much greater than the larger of the constituent errors. . .

Another example was furnished while considering the figures in the report
«The Grind Bxperiments in 1904.” The question arose as to the increase in the
ervor introduced by a correction for half the difference in the Laboratory produce
so as to allow for inequalities in malt. The mean error of an average of two
Laboratory determinations =82 : only half this came into the caleulation = say 2.
Now the eiror of a single brewing =say 6, and the calculation therefore becomes

FP= 6242 ="86+04;
o B=,/040 =63,
the Laboratory correction has, therefore, only introduced an additional ervor of 03,
# Airy, Theory of Evrors of Olservations, Part IL.

(8)
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Agein, in the same report it became importent to determine the mean
orrar of the Brewery extract. In this work every result was determined in
duphcate and we may consider that we have ‘two series, an A series and a B
series ; the first of two determinations belonging to the A series, -the second fo
the B series. We can thus obtain & third. series. by tfaking the differences
between the A’s and the B, - Now the mean errors of the A and B determinations
are the same, and as they are quite independent, the proposition I =e*+f*
applies. In this case e (mesn ervor of the A determinations)=j (mean error of
the B determinations), E* (the mean error of the diﬁ’erence geries) = 2¢*; '

e;\/z, 4/2

Now Il has been determmed directly,® ¢ and so we deduce e.

This proposition carries with it the important corollary that a sevies of
small errors can be added to a large one without materially incressing the original
error. E.g. the slide rule introduces a small exrror of ‘03 into the O.G., but the
error of the O.G. is '2, which gives a combined error of only '202—a quite
immaterial inerease.

As a further extension of this ploposfnmn we have the cases—

(1) When there are more than two sources of errors, for example

e, f, h, ete.,, when the equation becomes I = *4 /%427 ete.

(2) Where several, say n, determinations are made subject to the
same error when e = f=/, ete., then B2=ne?; ,", E=ey/n, t.e. the
ervor of a sum of n experiments is 7 times the error of a single
experiment. But, since to find the average we divide by n, we
get the formula— 3

. /!
| Erro’r of average = E =.e«;bn = :/%,
3.e. the error of an average is equal to the error of » single determination divided
by the square root of the number of ex'peri:ments made, as exemplified above,

The proposition t cannot be extended to observations which have any
mutual dependence; but we have, by investigation of .the errors, a method of

estimating the amount of this dependence, 1f any, and of discovering if two

phenomena, which are supposed to be mutually related, are actually so. E.g. the
determination of the 0.G. on Settling-back in the Brewery Office Laboratory was
inaugurated in the hope of showing that high O.G. was a result of under-calcula-
tion of the Brewery Produce, and, consequently, that a low Laboratory difference
should go with a high O. G and vice versd. The methods, however, carry a high
experimental error, while "the error common to the two is comparatively small.
Hence ordinary attempts at correlation gave negative results.

When attacked with the aid of the #bove proposition, the connection can
be shown by means of the following argument \—

Any increage in the OG due to misealculation of the “quantlty, will
cause a decrease of about twice B much in produce, and, consequently, in the
Lahoratory difference, and vice versd. Therefore, if the O.G. be added to ap-
proximately half the Laboratory difference, this error will disappéar. There are,

- of course, other errors in the O.G.-and Laboratory difference.

* Appendix IT. k +
% The full formula is B2 == ¢2 + /2 + 2r¢f where r is the correlation bebween the quantities X and ¥
which have mean errors ¢ and /. Hence the above is only trus if r=0. E, ¢, and f would generally

. be taken nob as the mean error, but as ‘the Standard Direction or error of mean squares, and the

proposition is then true for any type of distribution, and not only for the normal ¥ type.

B o (9)




. Now if we find the mean exror of—

1. Half the Laboratory difference.

2. The Original gravity. :

3. Of a series obtained by adding them togebhér, day by day, we"‘i.f 4
should find, if there had been no:connection between them, the °
square of this last ervor equal to the squares of the ofher two.

As a mabter of fact, it is found to be considerably less, thus -
showing that the error common to the two is appreciable, Thers
is, thevefore, a connection between them. By taking sufficient
observations, the extent of this connéetion can be ascertained. o

Ll T

There ave two further points which may be here considered. The Frst is
the rejection of doubtful observations, and the second the degree of accuraty of
the number found as the mean Brror. y . A

It is & matter of colmmon knowledge that often, in the midst of many -
concordant observations, one occurs very far from the mean. Sometimes it'is
pbssible to assign aknown cause for this extreme variation, and then, if the cause
is found to be adequate, and one peculiar to that observation, we can either
reject the observation, or correct it for the extraordinary error. Very frequently,
however, no particular reason can be found to account for the discordant observa- -
tion, and then the question arises, whether we are to accept the result or no. .

In the first place, it is clear that if we have only a few observations, one «
with & very large error will be apt to introduce altogether too large an error into
the mean ; whereas the mean of a great number of observations will be but litfle
influenced by a single error, even if much greater than the others, ' S

On the other hand, it is generally agreed that to leave the rejection of
experiments entirely to the discretion-of the experimenter is dangerous, as he 18
likely o be biassed. Ience it has been proposed to adopt & eriterion depending on
the probability of such a wide error oceurring in the given number of obsérvations.

The eriterion proposed by Chauvenet is the simplest of these, and is as.
follows :— '

If, in the number of observations made, an error occurs of such a size that,

& priori, less than half an observation, with i large an error, might be expected
o oceur, the observation is to be rejected. In prachice, this is applied as follows:—

Tf % be the number of observations and P the probability that all but half

ah observation oceurs, then . ‘
2n—1
P= 2n

If, then, we look out in the table (Appendix I) the size of the error
corresponding to P, this will give us the limit within which all but half an obser-
vation may be expected to oceur, and all observations with larger errors may be

B

(since 7 —nkP = §).

rejected.
In the case of the 82 observations of Laboratory produce, n=182;
163
S P= 6= 994,

This corresponds to 1°94 times the modulus (which is '80). Hence any observa-
tion with a greater error than 155 must be rejected in determining the mean of
the series. Two would be rcjected, one positive and one negative, so that the
mean would not be affected. '

In the case of the whole 159 observations, n =159,

317
P = ‘3-1—8” ﬂ‘ 997.

(10)
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(with 1000 : 1 certainty), to

b R R etk s

' This corresponds to 209 times the modulus, or 1°67. Hence, any observation

with a gréater ervor than 1'67 should be rejected. As the grentest is 17 these
would probably be retained, but might, strictly, be rejected,
Now, suppose we had only 5 obse!vatlons-m

P=ck="9,

ThlS corresponds to 1+17 times the modulus or, in the Laboratory produce series,
‘94 of a degree. Therefore, in a series of 5 observations of a Laboratory produce,
one which varied a whole degree from the mean should be rejected,

If this test be applied to the grind experiments, only one pair is rejected,
since the limit found for the difference between a pair is 2'6 degrees, and only one
difference is higher than this (30).

This pair included one experiment which was, in other ways, doubtful ;
but as it wag not one of the important results, and it was not possible to repesdt
the experiment, the earlier criterion was used, viz., that any experiment not called
in question before the result was obtained, was to be ineluded.

(This rule is practically being applied by Mr, Jackson to the case of .

two, three, and four determinations of extracts.) g
The other point is the uncertainty of the number found as the mean 8ITor,
This is found to have an unceltamty of such a kind that a modulus of exror can
be found for it, and odds given that it lies within given limits,
The formula. by which this is determined is as follows —If C be the

‘ - . c :
m‘odulusf of error found from » experiments, then Ton will be the modulus of error

for this figure. Or, assilming that 1000 : 1 is certainty, the moduius of error will

. ) 2+32

l%e between C{(1 +iz7g~%) and O(1 ?/—ii) and the mean error between (1 +«/_2)
232, . | : . .

and (1—7:) bimes its value. This is the uncertainty attached fo the error

fdund by the method of mean squares: the other method gives a larger error

( '\/Zn)

As our results ave taken as the ‘mean of these two, it is clear that our

. . 2-32
accuracy will be greater than either. It will lie somewhere between (1 —l— t 7on

and(1~i- )say( +«/2n *

In the 82 Lahoratory ploduce experiments, the mean error, 45, is accurate

x 45 or ‘07, t.e., it is 1000 ; 1 that it lies

V164 1 64
between ‘38 and ‘52. In the 159 experiments, between '40 and 50,
If the probable error (even ehances) be taken, the limits ave divided,

roughly, by 4.

The odds are even thmt the mean error of a Laboratory produce lies
between 43 and ‘47 from the first series, from all 159 experiments between
‘44 and -46.

Similarly, the figure found for the mean error of a produce in the grind
expeuments ‘67, has a probable error of 04, e, it is an even chance that it
lies between '63 and -71. '

S ' * Vide Appendix L.
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1% 1n conclusion, then, we have gone through the principal methods by which
the Law of Frror can be applied to our work in the Brewery. We believe that it
may become valuable in many directions. _ &

We may point out that, although the proof of the law rests on higher
mathematics, the application of it only demands quite simple algebra.. We havée
been met with the difficulty that none of our books mentions the odds, which are
conveniently accepted as being sufficient to establish any conelusion, and it might
be of assistance to us to consiilt some mathemabical physicist on the matter. h

W. 8. GOSSET.

CONCLUSIONS. 5
_Ar St
Discusses the utility of applying the Law of Error to our hypoth'eseé@s a
measure of their probability. '

Clasgifies Frrors, . . .

States, A, The Liaw of Error, and defines * modulus ¢ mean error,” ebc.
i ] 4] »

-

Gives instances—

1. Of the caleulation of the mean ervor of the determination of
Laboratory HExtract.

9. Of-the number of determinations of Laboratory Extract necessary to
déterming this figure within certain lmits, with certain
degrees of probability. ' ' ‘ '

B, the equation K?=e?4-f* where K is the error ¢t a quaq_ltity compounded
of two quantities having errors e and £, the two quantities being determined quite
independently, showing that this equation is useful in various ways, e.g.—

1. As proving that errors can -bo added with comparatively slight
_inerease of total errvor. '

9. When ¢ and f are the exrors incidental bo similar determinations of
the same constant e =/, leading to the law thab where deter-
minations are made the mean s more accurate than a single
determination inversely as the square root of the number of

-determinations made.
’

3. To prove the error of the Brewery produce.

4. As a means of investigating phenomena which are supposed to be
conneeted, but in which the connection is obscured by large
experimental errors, Such cases follow the equation if not
connected, but depart from it if connected, but many instances
must be averaged. ’

(Gives a rule for rejecting a doubtinl ohservation. -

Explains that we have no information of the degree of probability to be
accepted as proving various propositions, and suggests referring this question to &
mathematician. ' S

. ' (12 )
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APPENDIX I*

Limit of Error Per cent. of cases Limit of Error Per cent. of cases
infomsof | withinthegven | e | B
01 112464 19 99-2790
02 222703 2:0 995322
0'3 328626 21 997020
p 04 | 428392 292 998136
05 52:0500 | 93 998856
06 603856 24 . 999310
07 677802 - 25 99:9592
08 742102 26 999764
0-9 796908 247 99-9866
- 1:0 842700 28 99-9924
11 88:0206 29 99-9958
12 91-0314 30 99-9977
13 934008 311 ~ 99-0988
EI 0 14 952286 39 99-9994
! | 15 966106 33 99-9997
16 976348 34 -+ 99-0998
" ' 17 983790 35 - 999999
T 18 989090
If we consider only the + or the — ecases the perceniage is helved.
' 1 # Adapted from Lupton, Notes on Observation, Appendix Table I, p. 128,
S (13)
.
, .
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TABLE SHOWING THE .
IN THE WHOLE SERIES OF BREWINGS,
LATE THE MEAN ERROR OF THE DIFFERENCE,: AND §

APPENDIX 1L

DIFFERENCES BETWEEN THE PAIRS OF OBSERVATIONS
WITH THEIR SQUARES. TO CALCU-
0 OF THE BREWING.

2

Experimental Brewery.

No. 1, Brewery. No. 2. Brewery,
Difference. Square. Difference. Square, Difference, -Bquare. ’
v 49 B 2b 9 81
13 169 4 16 13 169
3 9v 21 441 1:0 100
*2 4 12 144 4 16
14 196 ‘8 64 13 169
1-8 324 6 39 14 196 -
7 49 7 49 0 e N
11 121 0 7 49
il 36 22 484 e A
0 -8 64 870 7)780
9 81 15 225 87 111
20 400 0
4 16 7 49 (Mean error =106
6 36 7 49 of  differ- x 8
9 81 — e ence.) = ‘B4
G 14)122 18)1646
b 2b 87 I T
12 144 4
2 4 {Mean errer =119
9 81 of  diffor % 8
7 49 ence.) = 89 '
20 400
16 226
0
14 196
31 961
3 9 -
14 196
1-4 196
16 266
30)29-1 2014313
97 149
122
x 8
= 97
.*» Mean error o,f gingle brewing, No, 1 Brewery, = ‘69
3 5 No. 2 . = ‘62,
» 5 Txperimental " = 02,
(14)
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SUPPLEMENT.

The two statistical reports included in this volume were both of an interim
character, and in consequence it may be as well to point out a few exaggerations
such as are inherent in edsays of that kind. This supplement is written, then, to
correct the wrong impressions which the reports might be expected to produce.

To GODSlde}. first “The Application of the Law of Error to the work of the
brewery.”

Nowhere in this report is there any mention of ‘any other distribution of
errors then that given by the “ Normal” curve of errors discovered by La Place and
Gauss, and a few words seem negessary o explain why it is suitable for representmg
errors of observation. .. -

The assumnptions made in the first place to reach this ecurve were that an
indefinite number of independent sources of error are present, all of which produce
an equal deviation from the correct result and all of which are equally likely to be -
positive or negative, It was subsequently shown that the number of*sources of
error need not-be very great if only they are equal, independent, and equally likely
to be positive or negative.

Hor example, the distribution of heads if only ten coins be tossed up
repeatedly will be very closely given by the normal curve even though there are
but ten causes present.

But it is quite clear that the necessary conditions of equahty, independ-
ence, and equal likelihood of being positive or negative are very rarely absolutely
fulfilled.

Let us consider, by way of illustration, the curve representing the frequency
of the average time of sparging. Let the time of sparging be plotted against the
occurrence during the year. There would be a point of time, say 54 hours, below
which the kieves never sparged over, then a fow cages would oceur, then rapidly

- »more and more, till at, say, 63 hours there would be more cases than before or after,

then the number would decrease again, probably more slowly, till at 11 or 12
hours there would again be no cases. The point where most cases occur is called
the mode (the fashionable point), and must be distinguished from the mesan or
average, which may not coineide with it

The causes which confribute to a day’s average time of sparging oceurring
in any one five minutes are ‘many, but e may instance—the modification of the
“various malts, the fineness of the grind, thé temperature of the mashing liquor,
the occurrence of breakdowns at first mash, the attention bestowed on the kieves,
the demand for worts in the copper, ete, ete. It will abt once be noticed that the
*effect on the average time of sparging of these various factors is likely to be quite ‘

unequal, .
Next, they are not mdependent the malts ave mixed and ground with an eye

- to their modification, more attention is bestowed on the kieves on a bad day, the

kieves are run more slowly than they could be on a good day owing to their being
ahead of the coppers, and so forth.

Tinally, they are not equally likely to act either way ; in point of fact the
larger and rarer causes actin the direction of increasing the time of sparging over.

( 15 )
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And so instead of a symmetrical distribution we get one in which the mode
is less than the mean, and there is a long “tail” stretching out towards relatively
large average times of sparging, which, however, occur but rarely.

This is an instance of what may be called an unsymmetrical “cocked hat”
type of Frequency curve, but it is clear thab there are other possibilifies, such as—
(1) The mode being right at: one end, e.g. ericket scores, or the number of publicans
returning 0 1 2 8 ete. casky casks in a month. (2) There may be two modes, #hich,

may be due either to a mixture of observations or to an inherent relative absence'.
of the mediocre, e.g. the amount of cloudiness present, which has a mode’ at “‘ no’
L} -

clouds” and another at ““all clouds.” - - C

Bus there i§ another point : it is only when very large numbers are taken
that any frequency curve becomes anything like smooth : there are .always irre-
gularities due to “random sampling,” which only decrease slowly relatively to: the
number of the observations, absolutely of course they continually increase, as e
take larger and larges samples. ‘

Now, owing to these irregularities of random sampling it is often impossible -

to say that a given distributioh was not taken from a population distributed
according to the normal law, although if we could analyse a larger sample we
might find that this was not the case.

And so although all large samples which have been investigated have
been found to deviate in some way or other ffom * normality,” yet for small
samples it is practically convenient to use a curve to describe them which has been
thoroughly investigated, of which the values have been tabulated, and which
in the majority of cases describes them * within the error of random sampling.”

In the case of a large population distributed according to the normal law
it is quite immaterial whether we fit the curve from the * mean error " or “gtandard
deviation” (error of mean squares) or any other moment co-efficient, but since our
samples ave small it is better for us to use the Standard Deviation ” (tables have
been published in terms of this in place of the “modulus”), as we obtain greater
accuracy from the same number of observations. F urther, the relation (mean
error =8 standard deviation) only holds in the case of the normal curve, and in
that the values obtained from the mean ervor and the standard deviation are so

closely correlated that we gain very little by debermining thé mean exvor at all, and

it is best to work from the standard deviation nlone,

Passing on to the second report on the Pearson Co-efficient of Correlation,
what has been said above as to the error -of random sampling and the con-
sequent general use of the normal curve, which will approximately fit most

small samples, applies also to the use of straight vegression lines. ~ We require, as

a rule, & large number of cases in order to show that any given regression line is
nob straight, and so for practical purposes we can generally assume it to be
straight. ¢ '

But at the same time other possible kinds of correlation must be kept in
mind in which the regression lines are not straight, and can be shown to be curved
by the examination of large niimbers of cases. '

W. 8. GOSSEL.

(16 )
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