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Selection .

HAROLD P. BECHTOLDT
The State University of Iowa

The development of techniques and pro-
cedures to be used in selecting individuals
for various jobs, training opportunities, or
forms of therapy has become a major ac-
tivity for many psychologists, and has re-
sulted in an extensive body of knowledge,
a multitude of techniques, and a few gen-
eralizations of theoretical value.

The objective of this discussion is to sum-
marize the current work in this field and to
present some of the general problems and
theoretical considerations. No attempt will
be made to list the various devices used in
selection, to review the literature, or to treat
the standardization of tests, the preparation
of norms, or the office procedures required
for the proper protection and utilization of
classification materials.  Statistical proce-
dures will be discussed, but the formulas and
computing procedures have been omitted.

Definition of Selection

Selection is defined by Warren (1934) as
“the picking out or emergence of a character,
an object, or a phenomenon from a group of
alternatives in accordance with some stand-
ard or principle,” and vocational selection is
presented as “the process of choosing from
a group of applicants for a vocation those
most likely to succeed in that vocation.”

Four characteristics of selection may be
distinguished.

The writer gratefully acknowledges the exten-

sive assistance and constructive criticisms given
by Dewey B. Stuit, State University of Iowa.

First, selection of a few individuals from
among many is a process. This process may
be applied only once, as in the selection of
a given number of punch-press operators for
an individual plant, or it may be a recur-
ring process, as in the periodic grading and
elimination of graduate students. The
process either may be formalized, with def-
initely stated critical levels of performance,
or it may appear only as an attitude indica-
tive of continuous serutiny of an individual’s
behavior.

Second, the selection process always in-
volves selection for some purpose: for speed
of response, for capacity to lead men, or for
any of the nearly limitless activities of
human beings.

Third, selection requires procedures for
assigning individuals into classes appro-
priate to the objective of the selection
process. The development of these pro-
cedures constitutes the classification prob-
lem. The classifications may be made in
terms of any relevant attribute of the indi-
vidual. The procedures utilized may re-
quire (1) the obtaining of responses, verbal
or nonverbal, from an individual, (2) re-
ports from observers or “judges,” (3) rec-
ords of past performances, or (4) direct ob-
servation by the experimenter.

Fourth, selection implies prediction. The
goal of a selection process is the prediction
of an individual’s “success” or his behavior
at some future time. Success, of course,
must be defined in terms of attributes other

1237



1238 HAROLD r.

than those used in the “sorting” operations
of the selection process. The forecasting of
future behavior constitutes the prediction
problem.

Selection typically involves two inde-
pendent assessments separated by a temporal
interval. On the basis of the first assess-
ment we set up “predictor categories.” The
second assessment leads to “criterion cate-
gories.” The problem, then, is to predict the
criterion categories. The predictions repre-
sent estimates of the expected wvalues, and
the estimates are determined from empirieal
investigations of the relations between the
two sets of categories. From these investi-
gations we determine the most probable cri-
terion categories corresponding to the vari-
ous predictor categories.

Because the behavior of the individual is
continuously modified by external events,
predictions of future behavior are usually
made conditional upon the occurrence of a
specific state of affairs. When predictions
are hedged in this manner, they are said to
be conditional predictions (Horst, 1941).
For example, predictions of parole success
may be conditional upon whether or not the
parolees return to their previous environ-
ment. The isolation of the conditional fac-
tors that are relevant to the criterion classi-
fications is a crucial problem in prediction.
The relations between such factors and the
“success” categories are analogous to the
stimulus-response “laws” sought in experi-
mental studies.

The criterion category is a classification
based on a performance characteristic. In
contrast, the predictor category may repre-
sent any attribute of the individual, de-
fined by how he appears to others, what he
can do, or what he has done. Either of the
two classifications (predictor or ecriterion)
may be expressed in terms of a single char-
acteristic or in terms of a set of measures,
as in a multiple regression problem. How-
ever, the ecriterion attributes are usually
combined to provide a single composite
“measure of success” in terms of which the
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prediction statements are tested. When the
selection process is a recurrent one, the cri-
terion classification at an intermediate stage
may be considered a predictor category for
a later stage, and the final measure of suc-
cess is then designated the “ultimate”
criterion.

SELECTION AS AN ASPECT
OF PERSONNEL PSYCHOLOGY

Unfortunately, there are few ocecasions in
personnel selection when ready-made tech-
niques can be applied. The personnel psy-
chologist must meet most situations armed
only with a method of approach. He must
first study the problem in terms of the pur-
pose of the selection, then formulate work-
ing hypotheses, devise the necessary proce-
dures, try them out experimentally, check
on the validity of his hypotheses, and finally
revise his procedures in accordance with his
findings. Each of these steps is a separate
problem to be solved before the actual se-
lection of individuals is undertaken.

The psychological analysis of behavior
has not progressed to the point where direct
application of general laws to the “engi-
neering problems” of selection can be made.
Each new problem has a few elements in
common with old ones, plus a number of
novel aspects, the effects of which can rarely
be accurately predicted. Hence there is a
demand for continued patient research in the
applied field —a demand that usually runs
counter to the demands for immediate re-
sults. This conflict is probably responsible
for a concentration of effort on formalized
tests of aptitude and achievement, and for
the use of linear prediction equations.

Individual differences, which are often as-
sumed to be a mere source of error in other
problems, are the meat of the selection busi-
ness. If individuals are homogeneous with
respect to the predictor attributes, no dif-
ferential classification in terms of these at-
tributes can be made. If individuals are



SELECTION

homogeneous with respect to the criterion
categories, there is no selection problem.

Individual prediction, it should be pointed
out, is to some extent a misnomer. Pre-
dictions are properly applied to classes of
individuals homogeneous (within limits)
with respect to a set of characteristics (Sar-
bin, 1944). The personnel psychologist is
concerned with assigning individuals to
classes and with making statements about
the expected performances of members of
the classes.

Similarity of selection research to other
psychological research. Between selection
and other areas of psychological endeavor
there is a similar objective and a similar
point of view. The objective is the formula-
tion of empirical rules based upon observed
consistencies in the attributes of individuals,
and in the effects upon behavior of various
stimulus conditions. The point of view is a
behavioristic one in the sense that observa-
tions of overt behavior, verbal and non-
verbal, and discriminable attributes of indi-
viduals are the terms related.

In pushing toward this objective of dis-
covering relations among variables, person-
nel psychologists are tending to consider
their problems strictly in empirical terms.
This extreme empiricism is largely a reflec-
tion of the specific problems formulated in
selection studies, and a reaction against the
unwarranted generalizations frequently used
in the past. The typical selection project
has some specific purpose, and its success is
evaluated strictly in terms of the accuracy
of its predictions. The empirical relations
between the criterion and predictor cate-
gories are the pertinent observations; no ab-
stract or theoretical constructs need appear
in the expression of these relations. If the
procedures work, they are accepted. This
justification of selection techniques by a
pragmatic criterion may explain Guthrie’s
characterization of the test movement in ap-
plied psychology as “. . . highly useful and
practical work, but it has not contributed to
psychological theory” (1946).
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This is not to suggest, however, that the
applied psychologist can make no theoretical
contributions and achieve no important gen-
eralizations. He appeals to psychological
principles when he chooses predictor vari-
ables and estimates the effects of situational
factors. The agreement between the ob-
tained and predicted observations consti-
tutes a partial test of these principles.
Furthermore the applied psychologist ac-
cumulates observations on the empirical
regularities in human behavior. These regu-
larities may form the basis for wuseful
hypotheses and generalizations.

Both trait concepts and descriptions of
stimulus conditions are used by the person-
nel psychologist, but trait concepts are prob-
ably given the greater emphasis in selection
because of the difficulty of manipulating en-
vironmental conditions.

Trait concepts develop from the obvious
fact of conspicuous individual differences.
“Few jobs exist which can be performed
equally well by practically all of the par-
ticipants” (Flanagan, 1948). Although some
differences among individuals are subject to
change, other differences are quite stable.
Furthermore, a high degree of specificity is
found in the traits associated with the per-
formance of various tasks. This specificity
in performance is not explicable in terms of
some unreliability of evaluation, for a high
degree of consistency within each single area
of activity can often be demonstrated.

Consistency of performance in a given do-
main and independence of performances in
different areas have given rise to the notion
of functional unities, i.e. traits expressed as
abilities, motives, interests, and tempera-
mental variables. The provision for more
adequate operational definitions of these
postulated traits is one of the outcomes of
the factorial approach. It has been sug-
gested that the number of traits necessary to
account for the various occupational per-
formance measures may be relatively large
(Flanagan, 1947a). It should perhaps be
noted also that the factorial methods do not
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always sustain the initial hypotheses con-
cerning the characteristics of a given trait;
as often as not these hypotheses are subject
to drastic modification in the light of the
intercorrelations obtained among the tasks
selected to represent the trait (Thurstone,
1947).

The definition of these traits by a set of
test situations involves no assumptions about
the origins of the traits; their source may
lie in the social or in the physiological struc-
ture. The traits may be acquired or in-
herited, easily modifiable or resistant to
change, specific to a given situation or com-
mon to many situations. Traits having the
greatest stability and generality are of the
greatest interest, of course, and the person-
nel psychologist seeks to isolate and define
them and to establish relations among them.

Steps in Selection Research

The preceding discussion has emphasized
two operations: the eclassification of be-
havior and the prediction of behavior. Be-
fore these operations can be carried out it is
necessary that certain basic research be com-
pleted. The following five steps, modified
from those listed by Horst (1941) and Sar-
bin (1944), represent the tasks involved in
selection research:

1. The establishment of the criterion cate-
gories of “success,” which involves the defini-
tion of the behavior to be predicted and the
development of procedures for the classifica-
tion of performance.

2. The selection of the attributes on which
prediction is to be based, and the establish-
ment of the several predictor categories for
each of the attributes (for a representative
sample of the population). These prediction
attributes are those that are expected to
have significant relations with the ecriterion
attributes.

3. The determination of the relations be-
tween the criterion categories and the sev-
eral predictor categories. These empirical
relations are then used to predict the ecri-
terion category for each individual.
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4. The verification of the relations de-
termined on the basis of the original sample
by the application of the classification pro-
cedures to a new sample of the population.
This verification, or cross-validation, consti-
tutes a crucial step that is too often
omitted.

5. The application of the selection pro-
cedures in the routine situations for which
they were developed, provided the stability
of the prediction in the cross-validation step
has been sustained.

Simplifying assumptions. In carrying out
the selection process, we make certain as-
sumptions for the purpose of simplifying the
operational procedures. The first of these is
that human attributes that differ in magni-
tude can be represented by numbers. Cer-
tainly numerical operations are used in the
statistical procedures of selection, but are
these statistics justified? Two replies have
been given to this question. The first an-
swer is based upon the logical implications
of measurement in science: that the repre-
sentation of empirical magnitudes by num-
bers requires that certain empirical opera-
tions be performed (see Chapter 1). “Ad-
ditive” (or ratio) scales exist for some of
the physical properties of responses but not
for the more ubiquitous aspects known as
qualitative attributes because the operations
for the determination of zero and for the
process of addition are not available (Berg-
mann and Spence, 1944; Richardson, 19415).
Psychological scales that are more than
simple rank-order scales (Gulliksen, 1946;
Stevens, 1946) can be constructed for some
psychological properties, but they are rarely
used in selection problems.

The second answer is that the use of nu-
merals to represent the discriminal differ-
ences in attributes serves a practical pur-
pose. Qualitative dichotomous attributes
are often assigned numbers, as 0 and 1, and
various statistics are computed. Multiple-
category qualitative variables representing
intensive dimensions are “scaled” in various
ways, and numerical scores are determined.
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Since the results are useful, these practices
will continue. And the continued search for
operations that will meet the logical require-
ments of measurement may eventually place
these procedures on a sound basis.

The second of the simplifying assumptions
is that attributes differing in magnitude can
be considered as continuous variables.
Classification categories are considered to
represent intervals along a continuum. Of
course, there is no assurance that the phe-
nomena under consideration are continuous
and not discrete. For example, only com-
pleted responses on a test are scored. Such
responses are usually discussed, however, as
though any given response might be repre-
sented by some value between zero and one.

The third simplifying assumption current
in selection work is that the criterion mag-
nitudes can be expressed as linear functions
of the predictor variables. Horst (1941) has
pointed out that increased accuracy of pre-
diction may require the use of nonlinear re-
lations. Such functions are current in the
formulations of other psychological prob-
lems, for example, in the various mathe-
matically stated learning theories. However,
for a variety of monotonic functions within
the range of values conventionally used, a
linear equation provides a useful first ap-
proximation. For selection purposes, non-
linearity of relations is not crucial since
linearity can often be secured by a modifica-
tion of the measuring devices or by a trans-
formation of the scales or scores. Further-
more, empirical evidence indicates that
sampling fluctuations of regression param-
eters are of such magnitude that very large
representative samples would be required to
provide accurate estimates of nonlinearity
(Flanagan, 1948).

Necessary Characteristics of Classification
Procedures
An acceptable categorizing procedure is
one that provides stable differentiations be-
tween individuals with respect to a char-
acteristic of performance. Differentiations
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with respect to a single variable are desired,
but for many selection purposes complex
“multidimensional” sets of attributes are
useful. In every case, however, the classi-
fication procedures are expected to show
discrimination and reliability (Adkins, 1947;
Thorndike, 1949).

Discrimination is the aspect of a classi-
fication procedure that is reflected in the
number of categories to which significant
proportions of individuals are assigned. A
procedure that assigns all individuals to a
single class fails to discriminate. If each
individual is assigned to a separate class,
diserimination is maximal. Most classifica-
tion procedures exhibit a discrimination
intermediate between these two extremes.

An index of discrimination has been de-
veloped in terms of the obtained number of
differentiations between pairs of individuals
(Ferguson, 1949). The number of possible
differentiations is the number of combina-
tions, n(n — 1)/2. The index §, derived in
terms of s different possible score categories,
ranges from zero for the test on which every-
one has the same score to unity for the test
providing a rectangular distribution extend-
ing over the entire range of scores. The
formulation is

s 8
(- )
s—1 1 ];pi

where s = the number of possible score
categories, and p; = the proportion of indi-
viduals in the jth category, j ranging from
1 tos.

The effectiveness of the classification pro-
cedure can also be considered in terms of the
possible number of differentiations, ie. when
each individual is assigned to a separate

class. In this case, an index § is pro-
vided by
n 8
§ = ( — .2)
m—1 1 72 Di
where m = number of individuals in the

sample, and the other symbols have the
same meaning as before. A value of unity
for § is obtained only when s=n and
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pj=1/n. The index § expresses the pro-
portion of the total possible number of dis-
criminations that is provided by the classi-
fication procedure.

If the number of discriminations made by
a classification procedure is used as a cri-
terion of “goodness of discrimination,” the
best procedure is one that provides a rec-
tangular distribution of scores (or categori-
zations) for the group. Since a single item,
scored correct or incorrect, can be consid-
ered as a “test,” the most discriminating
item (§ = 1.00) is one that has 50 per cent
of the cases in each of the two categories
(Adkins, 1947). For sets of two or more
items, however, the maximum number of
discriminations made by the s total test
scores (each item scored 0 or 1) may or may
not be obtained with items at the 50-per-
cent level of difficulty. The intercorrelations
of the items and their reliabilities, as well as
the difficulty level of each item, must be
considered (Brogden, 1946b; Carroll, 1945;
Flanagan, 1939b; Gulliksen, 1945; Richard-
son, 1941a). It has been shown that the
variance of the total score (the score de-
fined as the sum of unit-weighted items
scored 0 or 1) varies directly with the aver-
age intercorrelation of the items and with
the average item variance, and varies in-
versely with the variance of the distribu-
tion of item difficulty values. Since a large
variance is associated with a flat distribu-
tion of test scores, the relations that tend to
maximize the test variance will also tend to
increase the index of diserimination of the
test. A decrease in the average interitem
correlation for a given difficulty distribution
will lead to a more nearly unimodal distri-
bution of scores and to a smaller test-score
variance and fewer discriminations. When
the maximum diserimination is desired, a
wide range of difficulty values is recom-
mended in order to secure an approximately
rectangular distribution of scores (Adkins,
1947; Loevinger, 1947).

If the function of a test is to measure some
hypothetical trait or “ability” common to
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its several items, the difficulty level of the
test providing the maximum discrimination
will vary with the ability of the subjects.
Easy items (p > 0.70) will give the greater
number of discriminations for subjects having
low ability, and difficult items (5 < 0.30)
will be more appropriate for subjects having
high ability (Adkins, 1947; Richardson, 1936a).

The fineness of discrimination required
may, however, vary from time to time, de-
pending primarily upon the purpose to be
accomplished. If the problem is simply one
of accepting or rejecting each individual on
the basis of some requirement, only a
dichotomous classification is needed. In this
case the test-score distribution would be
bimodal or U-shaped. When fine diserimi-
nations are desired only among individuals
at either extreme of the range of ability, the
test-score distributions can be definitely
skewed or J-shaped, with the flat section of
the distribution occurring in the region
where the differentiations are to be made.
Rectangular distributions are the goal when
the number of classes desired is limited only
by the errors of measurement and by the
range of the sample.

It should be emphasized that this concept
of discrimination does not refer to the rela-
tion between the assessments of two inde-
pendent classification procedures. Such re-
lations are used to provide an indication of
the “validity” of one of the classifications.
A classification procedure may diseriminate
without being valid (for a given criterion).

Reliability is the consistency or stability
of the evaluations obtained from repeated
observations. Repetitions of a reliable pro-
cedure lead to similar scores. Either the
score (or classification) can be shown to be
“essentially” the same on repeated trials, or
the position of the individual relative to the
group remains “relatively” constant. The
terms “essentially” and “relatively” indi-
cate that some variation is always expected.
The nonsystematic or “chance” variations in
repeated observations are termed “errors of
measurement.” If only a small fraction of
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the total variance of the scores is associated
with these errors, the test is reliable; if the
fraction is large, the test is less reliable.

Two common indices of reliability are used
in selection studies, the standard error of
measurement and the reliability coefficient.
The square of the standard error of meas-
urement is an estimate of the variance of the
repeated measurements (error variance) of
the same individual’s performance. The re-
liability coefficient is defined as one minus
the ratio of the average error variance
(estimated from the entire set of obser-
vations) to the total variance of the test.
This coefficient, ranging between zero and
unity, is an index of the stability of a classi-
fication relative to the classifications of a
group of individuals. The standard error of
measurement, at least for a given score or
classification, is independent of the range of
performance in the sample of individuals
(Adkins, 1947; Cronbach, 1947; Jackson
and Ferguson, 1941; Thorndike, 1949).

The basic assumption made in estimating
the reliability of a procedure is that the re-
peated observations can be considered as
measures of the “same thing.” The behavior
observed is assumed to remain constant;
variations are attributed to extraneous fac-
tors that operate in a nonsystematic fashion.
The definition of the sources of error vari-
ance, the development. of experimental pro-
cedures for securing the relevant data, and
the formulation of statistical techniques for
the evaluation of the error variance are
three general problems of test reliability.

Since the variance included as “error” by
the psychologist may arise from many
sources, there are several different relia-
bility concepts. They concern repeated
measurements in situations involving (1)
samples of the individual’s behavior, (2)
samples of the tasks or operations, and (3)
samples of the performance of observers or
scorers evaluating a given behavior or at-
tribute. Estimates of the stability of classi-
fications (relative to the variability of the
group), over a sample of similar tasks, over
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a period of time, or over both, are provided
by three coefficients: (1) equivalence, (2)
stability, and (3) stability and equivalence
(Cronbach, 1947).

Three different experimental procedures
are used to obtain the data for these three
coefficients. The coefficient of equivalence
is estimated from the data obtained with a
single sample of items presented at one time
to a group of individuals. The coefficient of
stability is determined from the results of
two or more administrations of the same test
at different times. The coefficient of sta-
bility and equivalence is estimated from two
or more samples of items (parallel forms
representing samples from the same universe
of items) presented at various intervals of
time. As the time interval decreases, the
coefficient of stability and equivalence for
two or more tests approaches the coefficient
of equivalence for a single measurement con-
sisting of the combined samples of items.

The statistical operations used to com-
pute these various coefficients stem from the
assumption that the error factors are inde-
pendent of the systematic factors, or that
the responses to any item on any trial are
independent of the responses to other items
on other trials. The mathematical details
are presented by various writers (Adkins,
1947; Cronbach, 1947; Guttman, 1945,
1946; Horst, 1949; Hoyt, 1941; Kuder and
Richardson, 1937; Jackson and Ferguson,
1941; Loevinger, 1947; Rulon, 1939).

The pertinent sources of variance can be
classified in terms of the duration and gen-
erality of their influence. These factors may
operate in a persistent or in a temporary
fashion (duration) and may be specific to
one task or common to two or more tasks
(generality). All reliability formulations
consider the systematic nonerror (true) vari-
ance to include common persistent factors
such as general skills and abilities. Such
factors as luck in guessing or the influence
of momentary stimulus conditions are as-
signed to the error variance. The three
formulations of reliability, however, assign
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different combinations of the remaining fac-
tors to the error variance.

The coefficient of equivalence assigns all
the specific-factor variance, either temporary
or persistent, to the error variance. The
specific factors include all characteristics of
the individual (skills or information) or of
the task (form of item or terminology) that
may cause the performance on one item
alone to be more or less satisfactory. Since
the data are obtained in a single test ad-
ministration of the sample of items, the true
variance will include any common factors
that persist over the time required for the
test. The Kuder-Richardson (1937) formu-
lation of the reliability concept (and its
variants) provides an exact estimate of the
coefficient of equivalence if the specified as-
sumptions are met. If the assumptions are
not sustained, the Kuder-Richardson for-
mulas provide conservative estimates of this
coefficient. The coefficient of equivalence is
often determined by splitting the test into
halves (as odd versus even items). The
estimate obtained from the Spearman-
Brown formula in this case may provide
either an overestimate or an underestimate
of the coefficient, depending upon the com-
parability of the halves (Kuder and Rich-
ardson, 1937). All these estimates assume
that all items of the test have been at-
tempted, and they are not applicable to
time-limit testing procedures.

This general equivalence formulation of
the problem of the consistency of responses
to a given set of items has been termed the
internal consistency hypothesis and is uti-
lized in the factorial methods, in the prin-
cipal-axes solutions for combining measures,
in the definitions of homogeneous tests, as
well as in the estimation of a reliability co-
efficient (Burt, 1936; Horst, 1941; Loev-
inger, 1947; Wherry and Gaylord, 1943).
The concept of a homogeneous test as de-
veloped by Loevinger (1947) provides an
alternative formulation of the internal con-
sistency of the responses to a single sample
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of items ordered with respect to the pro-
portion of correct responses to the items.
An index of homogeneity is then provided by
the ratio of ‘he obtained interitem covari-
ances to the maximum interitem covariances
for an ordered arrangement of the items.
For both the Kuder-Richardson and the
Loevinger formulations the concept of the
total variance of the scores, as a function
of the item variances and the interitem cor-
relations, is important; these functions also
provide an indication of the close relation
between discrimination and reliability.

The error variance for the coefficient of
stability includes all temporary sources of
variance; these are the common and specific
factors that do not persist from one test ad-
ministration to another. The temporary
factors may include the individual’s degree
of motivation, health, or degree of skill in
the mechanics of taking the test. An esti-
mate of this coefficient is provided by the
correlation between repeated presentations
of the same test. The estimates tend to
vary with the time interval between test
administrations. Guttman’s (1945, 1946)
formulations are based on this concept, al-
though he provides estimates of the lower
limits of this reliability coefficient from a
single trial. Two of his estimates are com-
parable to those secured from the more pre-
cise of the several Kuder-Richardson for-
mulas.

All temporary factors, common and spe-
cific, as well as the persistent specific factors,
are included as error variance in the co-
efficient of stability and equivalence. This
coefficient is estimated from the correlations
between two (or preferably three) parallel
or comparable tasks separated by a time
interval. The coefficient is affected by the
length of the time interval as well as by the
degree of comparability of the forms of the
test. This coefficient has been considered
most appropriate for evaluating the relia-
bility of the classification procedures used
for selection purposes.
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Basic Concepts of Prediction

In their prediction procedures, psycholo-
gists have made extensive use of the con-
cepts of probability and of wvalidity. The
relative-frequency concept of probability
provides the basis for the mathematical pro-
cedures used to forecast future behavior and
to evaluate these forecasts.

Probability. A degree of probability at-
taches to any estimate of future behavior.
The best estimate is the one yielding the least
error, i.e. the most probable values, for the
population as a whole (Bridgman, 1932;
Guttman, 1941). For qualitative data these
estimates are the criterion categories having
modal frequencies at each predictor cate-
gory in the bivariate or multivariate dis-
tribution. For quantitative data the most
probable criterion values are the arithmetic
means of the criterion variables determined
for each predictor interval (Guttman, 1941).
These mean values are computed from the
line of regression of the criterion on the
predictor variable. When the linearity as-
sumption is accepted, these means are de-
termined from the usual single or multiple
regression equations. When the ecriterion
represents a dichotomized variable (scored
0 or 1), the linear prediction equation (for
quantitative variables) is Fisher’s diserim-
inant function (Garrett, 1943; Travers,
1939).

Because predictions are always inexact, an
estimate of the error of prediction is re-
quired. This takes the form of a proba-
bility statement expressing a relation be-
tween a proposition and a set of data (Jef-
freys, 1937; Sarbin, 1944). The data are
the criterion classes into which the indi-
viduals fall; the proposition is the statement
that such and such criterion classes are as-
sociated with each of the various predictor
measures. The relative frequencies of the
successes of these propositions then provide
an index of the accuracy of the prediction.

These probability statements properly
refer to predictions made about members of
classes. A class may be defined, for ex-
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ample, by the consistent behavior of an in-
dividual in a given situation over a period of
time or by the similar behaviors of the indi-
viduals in a group (Sarbin, 1944). The state-
ment that the probability of John Brown’s
success is 80 per cent is inappropriate; the
probability properly refers to the accuracy
of our predictions about individuals in the
same class as John Brown, say Class X,
rather than to John Brown himself. Veri-
fication of probability statements is pos-
sible only in terms of relative frequencies.
If additional relevant data are available, a
more useful designation of John Brown may
be as a member of Class Y rather than X,
where the relative frequency of successes
may be different for the two classes. A class
designation for an individual can be modified
by extending or reducing the attributes used
to define the class. Augmented class defini-
tions are of value if the additional data are
relevant to the criterion measures (Sarbin,
1944).

Validity. The discussions of validity by
Mosier (1947), Rulon (1947), and Thorn-
dike (1949), among others, have differenti-
ated among several different concepts of
validity encountered in. selection.

The first of these has been termed “val-
idity by definition” (Mosier, 1947). It re-
quires a judgment concerning the pertinence
and comprehensiveness of the operations
used to define the characteristic to be meas-
ured (Bechtoldt, 1947; Rulon, 1947). This
concept of validity involves the acceptance
of a set of operations as an adequate defini-
tion of whatever is to be measured. The
concept appears in two logically similar
phases of selection research, namely, in the
choice of an ultimate criterion measure and
in the development of tests for a specified
trait or quality of performance. If the eri-
terion is defined as the ability to use a lathe
to machine a steel screw within a given
period of time, a work sample involving ex-
actly this task would be an “obviously”
valid measure of the skill, although it might
not necessarily be a reliable one. A valid
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test of skill in arithmetic could be defined,
likewise, as one requiring the execution of
addition, subtraction, multiplication, and
division. In selection studies that use ecri-
teria such as these, agreement among com-
petent observers constitutes a measure of
the validity of the criterion.

The second type of validity concerns the
agreement between evaluations of the same
individuals by two nonequivalent measures,
one of which is termed the criterion (de-
pendent) variable and the other the pre-
dictor measure. The basic similarity be-
tween the statistical concepts of validity and
reliability is evident in this formulation; the
difference between them rests with whether
the measures are nonequivalent or equiva-
lent.

Obviously the statistical concept of val-
idity, since it refers to a relation between
a criterion measure and some other assess-
ment, is dependent upon the particular cri-
terion used. For each different objective or
purpose a different ecriterion is required.
The statistical validity of a measure varies
then from one activity to the next. In this
sense a test has no intrinsic validity; it has
as many validities as there are criterion
measures to be predicted.

Validity by assumption, involving “com-
mon-sense” judgments about the abilities
measured by the test, is both common and
dangerous in selection (Mosier, 1947). The
blithe disregard of empirical evidence of
validity in favor of the appearance, the title,
or the reported factorial composition of the
test and of the criterion is seen too fre-
quently. Tests entitled “mechanical abil-
ity,” that have proved useful in selecting
lathe operators, may, for example, be applied
to the selection of engineering students under
the assumption that they are valid for that
purpose also, but this assumption must be
verified.

Still another type of validity has been
termed “palatability,” or “face wvalidity”
(when the term does not refer to validity by
definition) (Mosier, 1947). Since this con-
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cept concerns the way in which the re-
spondents react to the appearance of the
test, it is not an important phase of validity,
as the concept is used here.

Validity coeffictents. When two variables
are continuous and linearly related, the
product-moment  correlation coefficient is
the index of validity most frequently used.
The multiple correlation coefficient is used
for the index of validity of sets of predictor
variables under similar conditions. When
the relations are to be determined between
attributes and between both qualitative and
quantitative variables, agreement as to the
appropriate statistic is not so widespread.

When there are artificial or true dichoto-
mies in the criterion and predictor variables,
the point biserial, the biserial, the pht, the
phi biserial, or the tetrachoric correlation co-
efficients are used. The point biserial and
phi coefficients represent the product-moment
correlations for true dichotomies (scored zero
and one) for the cases of one and of two
dichotomous measures, respectively. The
biserial and tetrachoric coefficients represent
estimates of the product-moment -correla-
tions under the assumptions of continuous
and normal distributions and linear relations
for the cases of one and of two artificial
dichotomous variables, respectively. The
phi biserial coefficient is derived for the
case of one artificial and one true dichotomy
scored 0 and 1, using the assumptions re-
quired for the biserial coefficient (Thorn-
dike, 1949).

The point biserial and phi coefficients are
regarded as the appropriate statistics for the
determination of regression coeflicients, in
place of the biserial and tetrachoric coef-
ficients, even for artificial dichotomies, since
these coefficients indicate what the effective
relation is for the case of linear prediction
(Wherry and Taylor, 1946). The magnitude
of the point biserial coefficient, however, is a
function of the proportions in each part of
the dichotomy (e.g. the difficulty level of
a test at the point of division). This char-
acteristic has led some workers to prefer
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the biserial, tetrachoric, and phi biserial co-
efficients for those cases involving artificial
dichotomies (Burt, 1944; Thorndike, 1949).
If the analysis is concerned with the homo-
geneity or factorial complexity of a set of
observations, the dependence of the point
biserial and phi coefficients upon the diffi-
culty level may lead to the appearance of
“difficulty” factors if the measures are not
homogeneous with respect to proportion
passing (Carroll, 1945; Ferguson, 1941;
Wherry and Gaylord, 1944). For purposes
of item analysis or of analysis of the inter-
relations of measures in a single sample, the
biserial or tetrachoric coefficients are more
appropriate, since the difficulty of the items
can be established by the proportion of cor-
rect responses.

When the qualitative predictor variable
contains three or more categories, the multi-
serial eta coefficient, with the categories as-
signed scale values equal to their means on
the continuous criterion variable, is recom-
mended for purposes of prediction (Bittner,
1945; Wherry and Taylor, 1946). When
these scale values are used, this coefficient is
equal to the product-moment correlation be-
tween the two variables. One degree of free-
dom for each category is lost, provided the
categories are ordered and weighted in terms
of the differences in the criterion means of
the category samples.

THE CLASSIFICATION
PROBLEM

In the preceding sections selection has
been treated as two interrelated activities:
classification and prediction. The present
section is concerned with the specific aspects
of the classification problem as they arise in
the development of the criterion and of the
predictor “variables.”

Detailed discussion of the development of
classification procedures for educational,
governmental, and military applications
have been presented by Adkins (1947),
Crawford and Burnham (1946), Davis
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(1947a), Flanagan (1948), Guilford and
Lacey (1947), Melton (1949), Stead, Shartle,
et al. (1940), Stuit (1947a), and Thorndike
(1949). Earlier and somewhat more general
discussions by Bingham (1937), Horst
(1941), Hull (1928), Symonds (1931), and
Viteles (1932) provide valuable reference
materials. Additional publications of spe-
cial interest, other than the numerous
journal articles, include the eritical reviews
in the several Mental Measurement Year-
books (Buros, 1949), the Manual of Ez-
amination Methods (Board of Examinations,
1937), and the Assessment of Psychological
Qualities by Verbal Methods (Vernon, 1938).

Statement of objectives. A first step in
selection is the determination of the char-
acteristics to be used in classifying indi-
viduals. For each classification we must de-
termine (1) what traits or performance char-
acteristics are to be evaluated, (2) what
standards of success are to be used, (3) what
attributes should be present or absent, and
(4) what relative importance is to be as-
signed to the characteristics. When these
aims have been defined by the pooled judg-
ments of competent persons, general agree-
ment can be expected on the areas of per-
formance to be included in the success con-
tinuum (Flanagan, 1948).

For simple activities the problem of selec-
tion is straightforward enough. But when
success is defined as a “flying officer compe-
tent as a leader and as a pilot or navi-
gator,” we face a difficult problem of an-
alysis. Success so defined, although consid-
ered as a unitary variate, is actually multi-
dimensional (Bechtoldt, 1947; Horst, 1941;
Toops, 1944). It is rare, therefore, that as-
sessments on a single trait will provide the
required ranking of the individual with re-
spect to the total success variable.

Job analyses. In locating the areas of
performance to be assessed, the selection
psychologist uses several methods to secure
the information he requires. These methods
of analyzing an activity are discussed in de-
tail by Horst (1941, Chapter III), Hull
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(1928, Chapter IX), Stead, Shartle, et al.
(1940, Chapter X), Thorndike (1949, Chap-
ter II), and Viteles (1932, Chapter IX).

The major hazards of job analysis are (1)
the possible omission of relevant aspects of
the activity, (2) the introduction of extrane-
ous factors through the biases of observers,
(3) the inability of the observers to make
accurate descriptive observations, (4) the
differential effect of experience or training on
the performances of successful and unsue-
cessful individuals, and (5) the relative
contributions of previous training to the per-
formances of novices and experienced per-
sonnel.

The methods of collecting the data re-
quired for job analyses may be grouped, for
convenience of exposition, into (1) those
based on the judgments of individuals other
than the investigator, and (2) those involv-
ing direct observations by the investigator.

Sources of information concerning an ac-
tivity include the published literature on the
problem, records of performances of indi-
viduals, reports of causes of failure and of
common complaints, formal job classification
materials, and technical or training manuals.
Other sources include interviews with ex-
perts, supervisors, and independent observ-
ers. Valuable data are often had from in-
terviews with individuals engaging in the ac-
tivity, including those just entering the
field, those still in the learning phase, and
those who have been judged relatively suc-
cessful or unsuccessful. These sources must
not be used uneritically.

Of more value are the direct observations
by trained persons of individuals engaged in
the activity and of situations characteristic
of the activity. Systematic, recorded obser-
vations directed by a variety of hypotheses
are usually necessary to determine those
traits or characteristics in which the suc-
cessful and unsuccessful individuals differ
most significantly. Participation in the ac-
tivity is often helpful to the investigator.

General forms for the summarizing of job
duties, essential knowledges, specific infor-
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mation, characteristic activities, and typical
inadequacies have been described (Adkins,
1947; Stead, Shartle, et al., 1940). Such
forms or trait lists may prove to be de-
ceptively exact, because operational defini-
tions of traits such as initiative or emotional
stability are by no means precise.

Tests of ability and skill. A test is de-
fined as one or more tasks presented to the
individual, together with the method of ap-
praising the response (Thurstone, 1947).
For each task some standard is provided by
which to appraise the performance and in
terms of which the individual is assigned to
a specified class. In the testing procedures
used in selection, research workers some-
times concentrate so exclusively on the “ac-
curacy” of a response that they ignore other
relevant properties. Such matters as vari-
ability, speed, frequency of omissions, fre-
quency of wrong responses, and the ratio of
correct to total responses may be indicative
of behavior tendencies important in predic-
tion (Coombs, 1948; Guilford and Lacey,
1947).

Tests are most frequently presented in
printed form. They may utilize photo-
graphs, drawings, maps, etc, as well as
verbal symbols, and may require that the
subject provide definitions, state purposes,
indicate causes or effects, recognize errors,
evaluate alternatives, point out differences,
rearrange materials according to some re-
quirement, or indicate a common principle
(Adkins, 1946; Mosier, Myers, and Price,
1945). Examples of the printed aptitude
and achievement tests are provided by
Brigham (1932), Crawford and Burnham
(1946), Davis (1947a), Guilford and Lacey
(1947), and by the publications of the sev-
eral commercial testing organizations.

For large-scale testing programs, items
calling for a limited response or a simple
recognition are favored over items that re-
quire an essay type of answer. The limited
response makes scoring objective; it min-
imizes the possible effects of fluency; and it
reduces the ambiguity of the task set for the
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subject. The construction of such items is
discussed by Adkins (1947) and by the staff
of the Board of Examinations (1937). Con-
siderable ingenuity, experience, and technical
preparation, bolstered by a thoroughly sys-
tematic procedure is necessary for the de-
velopment of items that require more than
trite verbalizations and the parroting of def-
initions.

Apparatus tests of the work-sample type
are utilized whenever the trait to be meas-
ured is defined in terms of manipulatory
skill. Examples of apparatus tests are those
that require the manipulation of peg or
form boards, the solution of mazes and as-
sembly tasks, or the judgment of speed and
direction of movement. The tasks may re-
quire the use of slide or motion-picture pro-
jectors, reaction-time equipment, complex
“training devices,” or actual pieces of mili-
tary or industrial equipment. Instructions
on the development of apparatus tests are
presented by Adkins (1947), Melton (1949),
and Stuit (1947a).

The demands of expediency and conven-
lence in large-scale testing are such that ap-
paratus tests tend to be used only when
forms that are easier to administer and to
score are unacceptable. The problems of
large-scale administration of apparatus tests
were solved fairly satisfactorily, however, by
the military services (Flanagan, 1948;
Thorndike, 1947a; Stuit, 1947a). The mili-
tary testers found it necessary to coordi-
nate the testing sessions, to duplicate ap-
paratus, to centralize controls and recording
devices, and to standardize instructions.

Attitude and interest questionnaires. Con-
siderable attention has been paid to atti-
tude questionnaires and preference inven-
tories because of the administrative conven-
ience of these devices. The development of
such questionnaires is discussed by Maller
(1944), Symonds (1931), and Vernon
(1938). Pertinent triennial reviews of the
general topic of “Psychological Tests and
Their Uses” are provided by the Review of
Educational Research.
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Ellis (1946) has pointed out that the
validity studies of these questionnaires are
equivocal. The authors of the devices
usually find their instruments useful, but
other investigators often fail to confirm their
utility. Some success in military screening,
where a psychiatric diagnosis was employed
as the criterion, has been reported for sev-
eral types of items (Ellis and Conrad, 1948;
Guilford and Lacey, 1947; Wexler, 1947).
However, the usefulness of questionnaires as
measures of psychological variables has been
questioned by Maller (1944) and by a
sample of 79 psychologists polled by Korn-
hauser (1945), among others. The major
objections to these devices appear to be the
lack of internal consistency in the set of
items, the influence of changes in mental set
on the part of the subjects, the instability
of the responses over samples of items and
periods of time, and the absence of sig-
nificant relations between such devices and
other aspects of behavior.

Improvements designed to reduce the ease
with which the “best” responses can be
determined by the subject include the use of
“forced-choice” items, with elements from
two or more different continua presented in
pair or triad form, and the application of
empirical scoring weights based upon the
performances of unlike groups (Fowler,
1947; Horst, 1941; Jurgensen, 1944; Meehl,
1945; Sisson, 1949; Wexler, 1947). Im-
provements in the stability of the validation
data can be expected from the consistent
use of cross-validation procedures. Modi-
fication of the usual ecriterion measures, so
that they may be made to include evaluations
of social and personal “adjustment” and
of job satisfaction, may result in increased
validity indices for these devices (Maller
1944).

Biographical or personal history forms.
Previous experiences of the subjects are
often collected by self-rating or biographical
data sheets as well as by the case history
and interview methods to be considered
later.  Although administratively conven-
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ient, these self-rating procedures have been
characterized by low validity in cross-valida-
tion. However, biographical items have
proved moderately useful in the prediction
of success in selling life insurance, in the
selection of army officers and pilots, and in
the admission of students to some educa-
tional institutions (Bittner, 1945; Guilford
and Lacey, 1947; Kurtz, 1941; Richardson,
1947). The importance of the empirical
determination of the weights to be assigned
to the items and the establishment of their
stability on new samples should be stressed,
for there is a widespread uncritical use of
biographical items scored on the basis of
small-sample results or a prior: judgments.

Personal history data can be criticized on
two counts: (1) the ease with which the
responses may be biased to the advantage of
the respondent; and (2) the inability of the
individual, even when favorably disposed, to
recall accurately his past experiences. The
procedure is most successful when the proba-
bility of falsification is low, when the re-
sponses are not regarded as accurate sources
of personal history data, and when item-
scoring weights are empirically determined.

Ratings. In selection, we usually want
classifications based on the attributes of the
subject and not on those of a rater observ-
ing the subject. In the rating processes,
however, the data obtained are the responses
of an observer to a situation of which the
subject and his behavior are only a part.
The observer, furthermore, is a complex
mechanism subject to both systematic and
variable errors. In spite of these weak-
nesses, ratings of one type or another are
widely used in the development of criterion
and predictor categories. Even such mat-
ters as salary and academic grades are
basically ratings (Jenkins, 1946; Patterson,
1946).

Two different functions may be served by
raters, namely, recording and evaluation.
The recording function is of particular im-
portance in tasks that leave no permanent
record as, for example, in interpersonal situ-
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ations or complex performance tasks. The
function of evaluation is less straightfor-
ward. Here the rater serves as a computer
presumed to possess the ability to synthesize
nonlinear data and to determine what sorts
of observations are to be included. These
svnthetic evaluations, characteristic of sum-
mary ratings and clinical judgments, are apt
to be affected by the biases of the observers
(Thorndike, 1949).

A variety of methods are used to secure
an analytical judgment of some aspect of a
performance or of a single trait, or to obtain
a summary evaluation of the individual.
These methods include paired comparisons,
rank orders, and designations of position on
a scale. Also, check lists on which specific
aspects of the performance are marked as
present or absent are used in rating a se-
quence of operations. The voting or nomi-
nating technique, as one form of rating device
has been called, may be used when a num-
ber of judges are available for evaluating
complex traits.

The problems involved in rating proced-
ures are mainly those of securing discrimi-
nating, valid, and reliable measures. Dis-
cussions of the problems of developing such
rating measures are contained in Symonds
(1931) and Vernon (1938). For additional
phases of the problems associated with rat-
ings of limited behavior units and sum-
mary ratings used as criterion measures,
see Adkins (1947), Cooper (1940), Flana-
gan (1948), Stuit (1947a) and Thorndike
(1949).

The observer’s biases pose the most diffi-
cult problem in the rating techniques. It
is possible to reduce these biases by training
the raters, by providing detailed descriptions
of the performance to be evaluated, by
specifying the standards to be used in the
evaluation, and by indicating the ways in
which the separate aspects are to be com-
bined. Pooling the independent observations
of several raters and securing repetitions of
the evaluations are other means of counter-
acting bias.
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Special mention should be made of the
synthetic evaluations characteristic of clini-
cal situations and interviews. The interview
routinely used in selection is an extremely
complex activity in which the interviewer
can be considered as (1) a variable part of
the social situation, (2) a recorder of the
specific types of behavior being evaluated,
and (3) an interpreter of the observations
(Flanagan, 1948; Rundquist, 1947; Sarbin,
1944). 1In the interview, the problems of
variability between individuals over samples
of behavior and over a period of time may
be entirely insignificant compared to the vari-
ability attributable to the situation and to
the interviewer.

Adequate studies have not been made of
the contribution of the evaluative type of
interview to the efficiency of the selection
process. Those that have been made indi-
cate that the interview contributes relatively
little to the other available techniques unless
it is carefully standardized, uses trained in-
terviewers, and is directed toward traits not
otherwise evaluated (Davis, 19476; Flana-
gan, 1948; Rundquist, 1947; Sarbin, 1944;
Stuit, 1947q).

For vocational and military selection, there
is little evidence of a significant increase in
accuracy of prediction because of the addi-
tion of clinical judgments. Davis (19470)
summarized a number of studies using clini-
cal tests and case history materials by say-
ing that the subjective evaluation of empiri-
cal data appears to add little or nothing to
the accuracy with which personnel can be
classified for selection on the basis of suitable
objective tests. The studies he reviewed
include those made for the Coast Guard, the
Army Air Forces, the Navy, and the Civil
Aeronautics Authority. These studies util-
ized the Rorschach test, various work meth-
ods, and clinical evaluations of other types.
A number of other investigators, working in
situations in which the accuracy of their pre-
dictions could be tested, have likewise con-
cluded that clinical judgments are of little
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use in classification techniques (Sarbin, 1944;
Stuit, 1947a; Wallin, 1941).

It should not be inferred, however, that
the interview is valueless in the selection
process. The interview is a method of col-
lecting biographical and preference data; it
also provides an opportunity to evaluate the
voice, the manner of expression, and the
poise of an individual. Whether the inter-
view is the most economical, efficient, and
accurate method of securing such data de-
pends upon the situation and upon the skill
of the interviewer. It may also provide an
opportunity for the interviewer to explain
matters to those being selected, and to estab-
lish desirable personnel relations.

CRITERION MEASURES

An acceptable criterion of success is eru-
cial because it constitutes the basis for
validation. It provides the standard in
terms of which the relevant predictor vari-
ables can be isolated, the efficient testing
procedures separated from the inefficient,
and the relative weights determined for use
in predicting future performances and in
combining sets of observations. The eri-
terion must provide an adequate definition
of the success continuum for the activity in
question.

The success measure is usually assumed
to lie on a single continuum. However, as
Toops (1944) has demonstrated, success is
not unitary; an analysis of any but the.
simplest activity will indicate that success is
often the resultant of a large number of
separate abilities, traits, skills, and knowl-
edges. We can resolve this difficulty if we
express the success continuum as a multi-
dimensional variable, with each dimension
an independent component. The success
measure can then be defined by (1) a single
overall evaluation, (2) a weighted composite
of the separately measured components, and
(3) a pattern or profile of these several vari-
ables (Adkins, 1937; Bechtoldt, 1947 ; Horst,
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1941; Toops, 1944). The first two proced-
ures are the ones most used.

The merits of criterion measures are judged
in terms of their validity, reliability, and
discrimination.

The validity of sets of criterion measures
is evaluated in terms of statistical evidence
of positive intercorrelations among the meas-
ures. The presence of significant correla-
tions cannot safely be assumed; some of the
psychologists working on military and in-
dustrial selection have found that individual
criteria may be quite independent of one
another, or, what is more pertinent, even
independent of, if not negatively related to,
the ultimate criterion (Flanagan, 1948; Jen-
kins, 1946; Stuit, 1947a).

The reliability and diserimination of cri-
terion measures are evaluated in terms of
statistical evidence of consistencies over pe-
riods of time and over samples of situations
and by the distributions of the assigned
values. Although no test can consistently
predict a criterion that has zero reliability,
high reliability in a criterion is desirable but
not mnecessary. Low reliability introduces
chance factors that attenuate the relations
but do not introduce systematic irrelevant
variables (Thorndike, 1949). Likewise, mul-
tiple classification categories of success per-
mit improvements in prediction, but a dichot-
omous criterion, if relevant and reliable, will
be superior, for validation purposes, to a
multiple-category criterion that is either less
valid or less reliable. An acceptable work-
‘ing procedure seems to be to utilize all the
categories that (1) are necessary for the pur-
pose of the selection situation, (2) can be
shown to be reliably discriminated, and (3)
meet the demands for accuracy of represen-
tation of the data.

THE PREDICTION PROBLEM

After the criterion and predictor classifi-
cations have been established, the next phase
is the determination of the empirical rela-
tions between them and the verification on a
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new sample of the forecasts based upon these
relations. These matters have been discussed
by Adkins (1947), Flanagan (1948), Horst
(1941), Hull (1928), Stead, Shartle, et al.
(1940), Stuit (1947 a), and Thorndike (1949).
These general references form the basis for
the following discussion of three major topics,
namely: (1) the evaluation of prediction
statements, (2) the factors influencing the
accuracy of prediction, and (3) differential
prediction.

Evaluation of Prediction Statements

Since predictions are based on probability
estimates, errors of prediction are to be ex-
pected. For the qualitative case, the effi-
ciency of prediction can be expressed in
terms of the proportion of individuals cor-
rectly assigned (Guttman, 1941). The ac-
curacy of quantitative predictions, on the
other hand, is usually expressed as a func-
tion of the correlation between the criterion
and the predictor measures.

The effectiveness of a given value of a cor-
relation coefficient is usually expressed in
terms of %, the coefficient of alienation, and
E, the index of forecasting efficiency (Hull,
1928; Horst, 1941). Validity coefficients,
corrected for attenuation, of less than 0.45
or 0.50 evaluated in terms of these indices
are considered by some workers to be of
little value in prediction unless a favorable
selection ratio is obtained.

This conservative view is appropriate when
a eriterion value is to be predicted for each
individual and the accuracy of the prediction
for all cases is to be evaluated. However,
for selection purposes, the utility of a pre-
diction may be assessed in terms of the rela-
tive number of correct predictions and in
terms of attaining or exceeding some critical
value of the criterion (Horst, 1941). A
higher validity coefficient means an increase
in the proportion of cases scoring above some
arbitrary criterion value. The magnitude of
this increase for the special case of linear
relations in a normal bivariate distribution
can be estimated from the tables provided
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by Peters and Van Voorhis (1940). The
correlation coefficient can be regarded as a
direct index of the efficiency of prediction,
according to Brogden (1946a). He shows
that, when the regression is linear and the
frequency distributions are similar, the cor-
relation coeflicient represents the ratio of
the mean criterion score of the group selected
from the top portion of the “combined pre-
dictor” distribution to the mean value that
would be obtained by selecting a group of
similar size by means of the criterion itself.
Still another method of indicating the effec-
tiveness of a selection device is provided by
Richardson (1944), who defines predictive
efficiency in terms of the increase in effi-
ciency due to the use of a selection device,
as compared with selecting the cases at
random (Jarrett, 1948).

These measures refer to the accuracy of
prediction in the original sample and not
necessarily to the accuracy of the procedure
when applied to a new sample. The value
of a prediction procedure must be demon-
strated on the new sample (Horst, 1941).
The ratio of the quadratic mean of the errors
of prediction in the new sample (based on
the regression weights from the initial sam-
ple) to the standard error of estimate of the
original sample provides an estimate of the
accuracy in new samples. The quadratic
mean of the errors is used, since both addi-
tive and multiplying constants based on the
original sample are required. The correla-
tion between predicted and obtained scores
in the new sample is a less effective measure
of accuracy because variations in the means
and standard deviations are automatically
corrected by the correlation coefficient
(Horst, 1941).

The use of a cross-validation sample for
the evaluation of the stability of a predic-
tion equation is desirable because of the
often unwarranted assumptions of (1) ran-
dom sampling, (2) normality of the distribu-
tion, (3) independent errors, and (4) con-
stant marginal frequency distributions on
the predictor variables that are used to pro-
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vide estimates of the sampling fluctuations
of various regression statistics (Guttman,
1941). The mathematical solutions for non-
normal population distributions are not yet
available.

Factors Influencing the Accuracy of
Prediction

The accuracy of predictions is affected by
a number of factors other than the intrinsic
relation (validity) between the predictor
variables and the criterion. In addition to
the reliability of the classification proced-
ures, such factors include (1) the selection
ratio, (2) the difficulty level of the activity,
(3) the method of selection, (4) the method
of evaluation, (5) the representativeness of
the sample, and (6) the number of measures
used.

Selection ratio. No selection problem ex-
ists unless some individuals are to be chosen
and some rejected. The ratio of the number
chosen to the number available is the selec-
tion ratio. The effectiveness of a selection
procedure in terms of the performance level
of those accepted will be inversely related
to the magnitude of this ratio. When the
selection ratio is low (when only a few indi-
viduals are to be accepted), moderate to low
validity coefficients may prove useful. On
the other hand, if only a few individuals can
be rejected, a much higher validity would be
required for the same effectiveness.

Difficulty level of activity. The possible
advantage of selection over mnonselection
varies tnversely with the proportion of satis-
factory individuals in a random sample. If,
for example, 80 per cent of the candidates
can be expected to succeed anyhow, there
is little value in a selection program unless
the proportion of successful individuals
among those selected can be significantly
increased over the 80-per-cent value (Toops,
1945b). When, however, the proportion of
successful candidates in a nonselected group
is 50 per cent or less, measures having valid-
ity coeflicients as low as 0.30 may prove
valuable.
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The theoretical effectiveness of a selection
procedure as determined by difficulty level,
selection ratio, and obtained validity has
been investigated by Taylor and Russell
(1939) both in terms of the expected pro-
portions of successful candidates among
those selected and under the assumption of
linear relations and normally distributed
variables. Their results indicate that ac-
ceptable efficiency can be achieved even
though the index of forecasting efficiency is
below the 10-per-cent point recommended by
Hull (1928) as a eritical level.

Method of selection. Selection may in-
volve a single hurdle or successive hurdles.
In the single-hurdle method, all individuals
are evaluated on all the selection devices;
with successive hurdles, the number of appli-
cants is reduced successively by separate
operations until at the final hurdle only a
few individuals need be considered. Suc-
cessive hurdles are often found in educational
programs where there are periodic rejections
for unsatisfactory performance. This pro-
cedure can be criticized, however, when there
is a drastic use of cutting scores on separate
tasks. It is sometimes assumed that failure
to perform well on each task warrants elimi-
nation, and that high performance on one
measure cannot compensate for failure on
another. As Toops (1932) has pointed out,
this disadvantage can be overcome to some
extent by a proper arrangement of the tasks
and the use of relatively high cutting scores
in the first measures. The tasks should be
arranged in decreasing order of validity, the
most valid first, etc. At the final stage,
the selection problem may be of little con-
sequence, since the group may by then be
quite homogeneous.

Method of evaluation. The predicted cri-
terion scores may be obtained in terms of
formal measures (linear regression equations,
cutoff scores, matched profiles) or in terms
of a clinical evaluation of the available data.

The more efficient procedures utilize all
available data, and the predictions are made
by a formal method. The linear regression
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equation and the multiple correlation tech-
nique are usually applicable (Thorndike,
1949). Since this process is basically one of
determining the “best” weights in a linear
equation, the special problems of this process
will be considered later in the section on the
combining of measures.

The methods of successive and multiple
cutting scores and of matched profiles have
been recommended for use whenever (1)
the relations between the criterion and pre-
dictor measures are conspicuously nonlinear,
(2) competence in one area cannot compen-
sate for weakness in another, or (3) a speci-
fied pattern of desirable and undesirable
traits has been established (Ruch, 1945;
Toops, 1945b). A convenient method of
utilizing these nonlinear relations or eritical
values, in case they exist, is to establish a
cutting score on each of the crucial attri-
butes. Individuals who fall below the suc-
cess score are then automatically eliminated,
regardless of their standing on other vari-
ables. The multiple-cutting-score method
selects the most efficient pattern of cutoff
values from a series of possible combinations
and eliminates individuals falling outside this
pattern.

These cutoff methods and the linear re-
gression techniques may not result in the
selection of the same individuals (Thorn-
dike, 1949). Individuals barely above the
cutting score on each of two predictor vari-
ables may be rejected by the linear regres-
sion or “summation of traits” method. Those
below the cutting score on one of the vari-
ables, but who score high on the other
measure, may be accepted by some linear
composite selection method, but rejected by
the successive cutoff procedure.

Additional work needs to be done on the
relative accuracy of the predictions made
by the methods described above. For large-
scale selection problems in which approxi-
mately linear relations can be found, the
composite score method is probably most
appropriate. Critical cutting scores on the
composite criterion are of greatest value
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when the proportion of individuals to be
selected and the proportion above a given
point on the composite score distribution can
be determined.

Representativeness of samples studied.
Perhaps the most insidious factor in selection
is the nonrepresentativeness of the validity
relations determined on a sample of indi-
viduals (Burt, 1944; Marks, 1947; Flana-
gan, 1948; Thorndike, 1949). Systematic
biases may be introduced by the sampling
procedure. The ideal sampling procedures
may be difficult to formulate, however, be-
cause of the uncertainty in the definition
of the population from which the selection
is to be made. The population to be sampled
includes not only those individuals available
at the moment but also those who will engage
in the activity in the future. When the
population cannot be defined accurately, an
estimate of the sampling variability may be
secured, with some degree of accuracy, from
the empirical results of successive large
samples.

Since the relations determined on a sample
are to be applied to some type of population
in a selection process, the heterogeneity of
the sample as compared with that of the
population is important, especially when suc-
cessive hurdles are used. As long as the
obtained coefficients are to be used with the
sample or with similar samples, no correction
for heterogeneity is necessary. However, if
the selection procedure is to be applied to a
more heterogeneous population, an estimate
is required of the correlation that would
have been obtained had the total population
been permitted to reach the final stage of
performance. The general formulation of
this problem has been presented by Burt
(1943), by Kelley (1947), and by Thorn-
dike (1949).

Another sampling question arises from the
use of special groups for validation purposes
and from the effects of experience on per-
formance. This type of sampling may intro-
duce irrelevant factors into the prediction
equation. Since training may modify dif-
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ferentially many of the traits used for pre-
diction, it cannot be assumed that perform-
ances before and after a given amount of
experience are comparable. A similar ques-
tionable assumption is frequently made in
the validation of personality tests and ques-
tionnaires through the use of hospitalized
and nonhospitalized groups (Wexler, 1947).
These assumptions should not be made unless
there exists positive evidence of their va-
lidity.

Number of predictor variables. The sta-
bility of predictions for new samples tends
to decrease with an increase in the number
of predictor variables in the original sample
when the regression weights are determined
by least squares. The addition of variables
to the original set of predictors will not,
however, reduce the accuracy of prediction
in the original sample (Horst, 1941; Reed,
1941). In an effort to increase the stability
of their predictions, psychologists try to
reduce the number of predictor variables to
a minimum. Two different procedures have
been used for this purpose. For the pre-
diction of a single complex criterion, batteries
of two to five complex predictor variables of
the broad “aptitude” type are developed.
For the prediction of several criteria, differ-
ent aptitude batteries would be required.
Another solution attempts to develop rela-
tively “pure” measures of the separate cri-
terion “traits” and to combine in various
ways the several tests from the single pool
of predictor measures. This second proced-
ure is defended on the basis of the increased
probability of differential prediction (see the
next section) as well as on the basis of gen-
eral efficiency in test construction.

The importance of comprehensive cover-
age of all the relevant criterion traits, how-
ever, runs counter to the desirability of re-
ducing the number of variables. The effec-
tiveness of a selection procedure will be less-
ened if any significant aspect of the criterion
is omitted from the predictor variables. This
has been one of the frequent sources of in-
accuracies of prediction (Horst, 1941).
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Differential Prediction

Selection can be extended to the situation
in which each individual is considered for
assignment to one of several activities. This
more general selection process has been vari-
ously termed multiple selection, classification
and differential prediction, or placement.
The present discussion will review the major
points regarding this problem that have been
raised by Brogden (1946¢), Burt (1943),
Flanagan (1947a, 1948), Horst (1941), and
Thorndike (1949); namely, (1) the charae-
teristics of the predictor variables used in
differential prediction, and (2) the proced-
ures used in effecting such classifications.

The basic assumption here is that a re-
stricted set of trait measurements, differen-
tially weighted, ecan be used to predict suc-
cess in two or more areas of activity. For
reasons of parsimony, the number of these
fundamental measures should be as small
as possible, and each one should be signifi-
cantly related to only a few criterion meas-
ures (Horst, 1941).

From this general point of view, the tests
developed for the prediction of single and
multiple criteria can be contrasted. For the
prediction of single criterion measures, com-
plex tests of the miniature job-sample type
resembling the criterion in content, materials,
tvpe, and complexity of task have proved
efficient. These are designed to measure the
hypothetical traits of the criterion in combi-
nations resembling those found in the activ-
ity itself (Thorndike, 1949). The tests rec-
ommended for use in differential prediction,
on the other hand, tend to be more nearly
homogeneous measures of a single functional
unity and have the advantage that, in com-
bination, the proper weight of each trait for
the prediction of each criterion can be deter-
mined. Such measures usually represent per-
formances on thoroughly learned materials.

At the present time, two methods are used
to determine the functional unities to be
represented by these homogeneous tests.
One involves the appraisal of the test ma-
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terials by sophisticated individuals. The
other method utilizes the intercorrelations
among the measures and defines the fune-
tional unities in terms of high intercorrela-
tions among those measures that may be
combined, and low correlations between sets
of such combined measures.

After the measures have been assembled
and the regression weights for the prediction
of each of the several criteria determined,
the problem of the most efficient assignment
of the individuals arises. The objective is
to maximize the selection efficiency for the
available group in terms of performance in
the several activities (Brogden, 1946c;
Thorndike, 1949). The attainment of this
objective involves consideration of (1) the
reliability of the differentiation between pre-
dicted scores as a function of the reliabilities
of the measures and their intercorrelations,
(2) the selection ratio and ecritical rejection
scores, and (3) the relative importance of
the activities.

For an accurate differentiation between
activities to which individuals are assigned,
the reliabilities of the separate scores should
be comparable and as high as possible, and
the intercorrelations of the measures should
be minimized. If significant differences are
to be located, the chance variations in indi-
vidual scores should be small in relation to
the between-score differences for the average
individual. If the obtained differences are
relatively small, as would be the case with
correlated composite scores or with uniformly
low multiple correlations, then relatively high
reliability is required (Thorndike, 1949).
The ratio of the standard deviation of a
difference (in standard score form) for a
given individual to the standard deviation of
standard score differences for the group has
been suggested for the evaluation of pairs
of profile differences used in differential pre-
diction (Kelley, 1947; Bennett and Doppelt,
1948).

Although the validity of each composite
score for its associated criterion should be
as high as possible, only one of the several
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validity coefficients (for the different com-
posite scores) for a single activity should be
high, and all the other coefficients should be
as low as possible (Thorndike, 1949). The
highest coefficient should be that between
the criterion measure of an activity and the
composite score used to select individuals
for that activity.

When the selection ratio is favorable and
critical rejection scores can be established,
a successive-approximation procedure for
maximizing the overall effectiveness of selec-
tion is applicable. Brogden (1946¢) has
demonstrated that, in the linear case, effi-
cient differentiation can be effected by estab-
lishing, first, a set of critical rejection com-
posite scores for each activity in terms of
the number to be accepted, and, second, a
set of ecritical assignment scores equal, in
each case, to the differences between the
critical rejection scores. For the individuals
above the critical values in two or more
activities, the assignment is made to the
activity “for which the difference in pre-
dicted standard score units is greatest in
terms of the critical difference scores. As
the number of activities is increased, the
complexity of this successive-approximation
solution is increased.

A solution has been proposed for several
special cases in which all individuals are to
be assigned and no screening can be accom-
plished (Flanagan, 1948). Whenever indi-
viduals are to be assigned in equal numbers
to equally important and equally difficult
activities involving independent sets of pre-
dictor traits, each individual is assigned to
the position for which his composite apti-
tude score is the highest. If cutting scores
can be used, say, at the mean of the pre-
dicted scores, then for the case of three
independent activities, seven-eighths of the
individuals could be assigned to one activity
with the expectation that their performance
would be average or better. If some selec-
tion can take place, the individuals above
the rejection values on two or more compo-
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site scores are assigned to the position for
which their predicted scores are highest.

In the practical situation involving differ-
ences in the difficulty levels and in the rela-
tive importance of the activities, as well as
in the number of individuals required, suc-
cessive selection in terms of the importance
of the activity may be sufficiently accurate
(Flanagan, 1948). This general problem,
however, has not yet been solved.

THE COMBINING OF
MEASURES

In the selection process it is often neces-
sary to combine several measures for the
purpose either of defining a single composite
criterion or of obtaining predictions of future
performance. The solutions to this problem
can be classified as: (1) the weighting of
predictor (independent) variables given
some single criterion (dependent) variate,
which is the ordinary multiple-correlation
procedure; (2) the weighting of measures
when there is no dependent variable and the
multiple-correlation procedures are inappro-
priate; (3) the simultaneous weighting of
sets of predictor measures and sets of eri-
terion measures to effect the maximum cor-
relation between two composite variables.
The first two of these solutions are those
most frequently used in selection problems.
The third procedure has been ecriticized as
inappropriate for practical selection prob-
lems (Horst, 1941; Thorndike, 1949).

Weighting with the use of a dependent
variable. Two situations that can be con-
sidered as a single problem are: (1) the
prediction of a single criterion measure from
a set of predictor variables, and (2) the
combination of sets of partial criterion meas-
ures when an ultimate criterion is available.
The general solution is to weight the several
measures in such a way that the weighted
linear composite will conform as closely as
possible to the values of the single criterion
observations. If the single criterion is a
quantitative one, the theoretically best solu-
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tion under the least-squares principle leads
to a multiple-regression equation. If the
criterion is a qualitative variate, the “best”
combination in the same sense is provided
by Fisher’s discriminant function which, for
a dichotomous criterion scored 0 and 1, can
be regarded as a regression-equation prob-
lem. These techniques take into considera-
tion the intercorrelations of the measures as
well as their correlations with the criterion.

The computational difficulties of multiple
correlation tend to restrict the applicability
of this method. Dwyer (1945), Guttman
(1941), and Hoel (1947), however, provide
both theoretical and computational simpli-
fications that should extend the usefulness of
the technique. Rapid approximations to the
exact solutions are provided by a modifica-
tion of the Kelley-Salisbury iterative solu-
tion of the regression weights developed for
use in the Army Air Forces research pro-
gram (Thorndike, 1949). In practice, the
exact weights determined by these methods
may be modified for computational conven-
ience.

Sets of more or less arbitrary, or intuitive,
weights representing the judgments of ex-
perts have been used in combining predictor
or criterion measures. In spite of the “sub-
jectivity” of such weights, the stability of
these solutions, as shown by the effective-
ness in new samples, may be comparable to
that of the more rigorous techniques (Reed,
1941). In any case the effectiveness in
prediction rather than the method of ob-
taining the weights is the crucial point at
issue.

Another important problem associated
with the multiple-correlation technique is the
“regression” effect in new samples as the
ratio of the number of predictor variables to
the number of cases in the samples increases
(see above). The generality of this fact,
together with the absence of a suitable cri-
terion for the number of variables to be
used, has led to the “rule of thumb” that
multiple-correlation problems should be re-
stricted to fewer than six predictor variables
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and that the regression coefficients, in any
case, should be based upon large samples
of individuals (Horst, 1941; Adkins, 1947;
Thorndike, 1949). The actual determination
of the stability of regression weights on new
samples will provide the evidence for the
justification of a larger number of variables.

The multiple-correlation techniques, or
approximations thereto, also provide a basis
for deciding which are the more “efficient”
items of a test (Richardson, 1936b; Adkins
and Toops, 1937; Flanagan, 1939b; Horst,
1941). The dependent variable may be
either the total test score or an “external
criterion” measure. For computational con-
venience, an assumption of equal or zero
interitem correlations is often introduced,
although the adequacy of the solution is
thereby reduced. Detailed discussions of
these techniques are given by Adkins (1947),
Conrad (1944), Davis (1946a), Horst
(1934d), and Toops (1941). The main
objectives of item analysis are (1) to in-
crease the internal consistency, as measured
by the average interitem correlation, of the
set of items, (2) to increase the predictive
efficiency of some external criterion by a
set of items, and (3) to locate specific faults
in the construction of the test items.

Whenever the purpose is to secure an
internally consistent set of items, as in the
development of a measure of a single trait,
the dimensionality of the set of item inter-
correlations and the “homogeneity” of the
responses should be considered. For the
practical purposes of selection, useful ap-
proximations to this objective are obtained
from the correlation of the item with the
total score, since this coefficient is propor-
tional to the average correlation of the item
with all the items in the set (Richardson,
1941a). Rejection of items with low item-
test coefficients will increase the average
intercorrelation and, in this sense, the homo-
geneity of the set.

If the original set of items measures two
or more factors, however, the final set of
items selected on the basis of high item-
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test correlations may contain one, two, or
more factors, depending on the number of
items representing each factor in the original
collecrion. There is no assurance that the
final set of items will measure only a single
trait (Mosier, 1936; Sletto, 1937). If the
item selection is to be accomplished through
the use of the item-test coefficient, an effi-
cient solution would be realized if the homo-
geneous subsets of items representing the
different factors in the test were first deter-
mined, and then the several scores on the
subsets and the item-subtest correlation were
used for the selection of the items (Wherry
and Gaylord, 1943; Davis, 1947a).

For purposes of prediction, the relation
between the items used as predictors and
an external criterion is determined. This
relation is usually represented either by one
of the correlation coefficients or an approxi-
mation thereto, or by some type of regres-
sion coefficient (Davis, 1946a; Adkins, 1947;
Thorndike, 1949). One procedure treats
each item as an individual test and neglects
the interitem correlations. More efficient
procedures using all the relevant data have
been developed by Horst (1934b) and Toops
(1941).

The sampling variation in item-discrimina-
tion statistics is appreciable even for samples
as large as 400 cases, although the difficulty
indices of items may be fairly stable (Davis,
1946b; Travers, 1942). Furthermore, un-
less the distribution of validity coefficients is
significantly greater than that expected by
chance, there is little reason to select any
particular sample of items from the total
test (Merrill, 1937). These sampling prob-
lems are sufficiently serious to warrant a
questioning of the often mechanical applica-
tion of item-analysis techniques in test con-
struetion.

Weighting without the use of a dependent
variable. The basic discussions of this linear
weighting problem are presented by Burt
(1936), Kelley (1947), Richardson (1941a),
and Wilks (1938). In general, there is no
one “best” method of weighting; the differ-
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ent methods accomplish different objectives.
The methods may involve the simple addi-
tion of arbitrary numerical values, the use
of values representing the judgments of ex-
perts, or some function of the intercorrela-
tions of the scores and of their reliability
coeflicients.

The distinction between effective and nom-
inal weights is important to the weighting
problem. The nominal weights are the co-
efficients, W, of the variables in the linear
equation, T; = > W,X;. The effective (or

functional) weigfhts have been defined as
“the proportion of the total variance of the
composite T; that is contributed by the par-
ticular (weighted) variable W;X;;” (Rich-
ardson, 1941a). The effective weight of a
variable depends upon the nominal weight
of that variable and its standard deviation
as well as upon the weighted correlations of
the variable with each measure (including
itself) in turn. The correlations are weighted
by the dispersions of the several measures,
and the self-correlation is defined as unity.

The simple addition of scores, as in the
case of a set of test items, is sufficiently
accurate for the combining of large numbers
of variates. The rationale for this simple
procedure is that, as the number of posi-
tively correlated variables increases, the cor-
relation between any two sets of weighted
scores approaches unity and the effect of
differential weighting tends to disappear.
However, if the number of measures to be
added together is not large, the dispersions
and intercorrelations of the measures will
influence significantly the effective weighting.

The method of weighting scores inversely
as their standard deviations is a common
practice. If the tests are considered to be
of equal importance and the dispersions to
be artifacts of the arbitrary characteristics
of the test, then the addition of the standard
scores of the individuals is appropriate.
Richardson (1941a) has pointed out two
important characteristics of this method. In
the first place, if the number of variables is
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three, or greater, the variance contributions
of the several variables to the composite are
not necessarily equal, even though standard
scores are added (i.e. the nominal weights are
unity). Differential weighting will occur
unless the variables are equally correlated.
The second point is that, in so far as the
differences in the variances of the measures
reflect differences in internal consistency
(and reliability, in this sense), the addition
of standard scores will, in effect, increase the
relative weight of the less reliable tests, since
the variance of the composite scores is di-
rectly related to the internal consistency of
the set of measures.

If the set of measures can be regarded as
parallel forms of a single test, such that the
intertest correlations corrected for attenua-
tion are unity, the measures may be weighted
in terms of a function of their respective
reliabilities (Kelley, 1947). This procedure
is justified on the grounds that an increase
in the size of the sample increases the reli-
ability of the composite. The effective con-
tribution of each measure so weighted to
the composite is directly proportional to its
reliability coefficient and inversely propor-
tional to its error variance (Richardson,
1941a).

A related problem is that of weighting the
measures so that the reliability of the com-
posite will be maximal. The solution, which
deals with a property of the composite, is
not the same, however, as that obtained
when the assumption is made that the in-
trinsic correlation coefficients are unity.
Thomson (1940) has shown that weighting
for the case of maximum battery reliability
is a function of the reliabilities and of the
intercorrelations of the measures.

Another theoretically important method
of determining a set of weights is applicable
to the combination of positively correlated
attributes that are considered as separate
aspects of a single variable. The same solu-
tion can be arrived at through three ap-
proaches; the scores may be weighted so
that: (1) the dispersion of the composite is
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as large as possible (Horst, 1936); (2) the
variations between the weighted scores for
each individual are minimized (Edgerton
and Kolbe, 1936), and (3) the composite
score for each individual best represents his
standing on all the measures of the compo-
site (Burt, 1936; Hotelling, 1933). Horst
(1941) indicates that the units of measure-
ment must be considered in these (principal
axes) solutions. Since the least-squares de-
termination of the principal axes requires the
solution of the characteristic equation, the
problem becomes computationally cumber-
some for more than five or six measures.
However, this weighting procedures has a
sound rationale and is considered appropri-
ate for the combination of a series of meas-
ures that represent different aspects of the
underlying variable.

The computational difficulties associated
with the principal-axes solution have led to
the introduction of weighting in terms of the
correlation of the variable with the average
centroid axis of the system or according to
the contribution to the total variance of the
composite (Burt, 1936; Richardson, 1941a).
Burt (1936) points out that another approxi-
mation can be secured by assuming that only
one variable is being measured and by using
a single-factor solution for the weights.
These solutions will not differ greatly, but
the accuracy of the centroid weighting as an
approximation to the method of maximum
variance may not be close (Edgerton and
Kolbe, 1936). The centroid method is com-
putationally feasible for relatively large
numbers of variables for which either the
intercorrelations of the measures or their
correlations with the sum of the variables
are available. The item-analysis procedures,
using the item-test correlation coefficient (an
internal criterion), represent applications of
this method (Richardson, 1941a).

Another method of weighting measures
representing various aspects of success uti-
lizes the judgment of a “competent” group
of individuals regarding the relative impor-
tance of the several elements (Horst, 1941;
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Toops, 1945b). These judgments can be
expressed in a number of ways. If there are
two or more judges, each may be required
to apportion among the several components
of the activity a given set of numbers or
“bids.” The number assigned to each ele-
ment represents the judge’s evaluation of
the importance of that aspect. The judges,
in turn, can be weighted by some estimate
of their competence or experience. The final
set of weights can then be reduced propor-
tionately to any desired total. The bids, in
turn, may be adjusted for the intercorrela-
tions and reliabilities of the measures. These
“rational” weights can now be considered as
representing the desired effective contribu-
tions of the separate measures to the com-
posite value, but the nominal weights must
still be determined. The determination of
the nominal weights requires the analysis of
a set of simultaneous equations that express
the nominal weights as a function of the
dispersions and intercorrelations of the vari-
ables and of the effective or rational weights
(Horst, 1941; Bechtoldt, 1947). The error
often made in the use of rational or intui-
tional weights lies in considering these judg-
ments as nominal weights rather than as the
effective weights.
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