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Publisher’s Note

C. H. Waddington died on 26 September 1975 shortly after completing
his revision to Tools for Thought but before he was able to see proofs.
His original plan was to write two books to cover the ideas that had
concerned him since the late 1960s. Tools for Thought was intended as a
popular guide to the new ways of perceiving and thinking about the
world and its intended successor, Man-Made Futures, was a working out
of those ideas in relation to what he called the world problematique, the
key ecological and political problems facing Earth. The second book was
finished in draft and he was completing revisions when he died. Alas, it
has not been possible so far to bring the second book to a sufficient state
where publication would be easy.

The present text of Tools for Thought has been left untouched except
for the deletion of minor references to the second book.

P. M. S. 1977
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Introduction

I doubt if there has ever been a period in history when a greater propor-
tion of people have found themselves frankly puzzled by the way the
world reacts to their best efforts to change it, if possible for the better.
We knock down some dilapidated slums and put up reasonably smart
new buildings in their place, only to find a few years later that the
inhabitants of the area are just as badly off and living in as great squalor
as before. We lend considerable sums of money to a tropical country and
show it how to organize public health, and even provide it with medical
staff for some years, and the result is that the level of nutrition falls
alarmingly and the babies are dying of starvation, instead of the infec-
tious diseases that killed them before. If things go unexpectedly wrong
once or twice, that is, one might say rather paradoxically, only to be
expected; but recently they seem to have been going wrong so often and
in so many different contexts, that many people are beginning to feel
that they must be thinking in some wrong way about how the world
works. I believe that this suspicion is probably correct. The ways of
looking at things that we have in the past accepted as common sense
really do not work under all circumstances, and it is very likely that we
have reached a period of history when they do not match the type of
processes which are going on in the world at large.

We have been trained to think, or have accepted as common sense,
that what goes on around us can usually be understood as some set of
simple causal sequences in which, for instance, a4 causes b and 4 then
causes ¢, then ¢ causes 4 and so on. This is only good enough when a
causes b but has very little other effect on anything else, and similarly
the overwhelmingly most important effect of 4 is to cause ¢. Many of our
own individual actions still have this character. That is really because
they are in some ways relatively feeble compared to the whole mass of
things and processes of which they are a part. The change which has
occurred, or is occurring now, is that the effects of human societies on
their surroundings are now so powerful that it is no longer adequate to
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concentrate on the primary effects and neglect all secondary influences.
When modern health care is applied to a primitive society, it is so
powerful that it is no longer a question only of curing a few cases of
illness; it drastically lowers the death rate, particularly of young chil-
dren, so that the numbers of the population increase rapidly and, of
course, demand more food. This effect on agriculture and imports,
which is quite secondary, and indeed negligible when medicine was
fairly inefficient and applied only on a small scale, becomes of real and
possibly decisive importance when the medical work is massive and
effective. We can no longer consider the field of medicine as isolated; we
have to see it as linked up in a complex with the numbers of the
population, the demand for foodstuffs, the sources of paying for food-
stuffs, and a whole lot of other factors.

The scale of very many of the impacts of mankind on the world
surrounding him is now so great that they go right below the surface of
things. At the deeper level, we find that most aspects of life and its
interactions- with its surroundings are interconnected into complexes.
No powerful action can be expected to have only one consequence,
confined to the thing it was primarily directed at. It is almost bound to
affect lots of other things as well. Our old-fashioned common sense has
not had to face such situations before, and is not well adapted to doing
so. We need nowadays to be able to think not just about simple
processes but about complex systems. Many suggestions have been
made, particularly in the last years when the problems have become
more pressing, of different ways of trying to do this. This book is an
attempt to bring together most of these proposed ‘Tools for Thought’.
Many of them were originally put forward accompanied by a lavish
decoration of technical jargon. Part of this may have been due to the
genuine difficulty of finding ways of formulating new ideas; part per-
haps for the less excusable reason that it might make the ideas look more
profound and novel than they really were. However, any idea that is
going to be really useful in this connection can, after adequate time to
digest it, be put into reasonably simple language. This book is one of the
first that has tried to do this with the whole range of present-day ideas
on thinking about complex systems. It demands absolutely no mathe-
matics from its readers, and I think there are not more than two
examples of mathematical symbols used in the whole book; and anyone
could understand the ideas involved even if he skipped those.

The ideas are in fact explained as far as possible in straightforward
English words. However, many people, including myself, find that it is
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often useful and enlightening to have visual illustrations of ideas. This
book is therefore provided with a large number of diagrams. These are
not intended to express facts about quantities of things, like the usual
graphs one sees in scientific books. They are strictly illustrations of
ideas, and their purpose is to stimulate your imagination to seize the gist
of what an idea is about. They are therefore not drawn in the way that
has become conventional for illustrations in technical or most other
intellectual books, but have been executed by someone whose main
interests are in painting and design. Yolanda Sonneband is a painter —
and there are rather few such, though more than suggested by the old
jibe, ‘béte comme un peintre’ — who combines the intellectual capacity
to grasp the ideas with the visual imagination to find a way of symboliz-
ing them in drawings which are always pleasant, and sometimes
beautiful.

At the end I have provided a list of books and articles about particular
methods, which I hope will be useful both to those who would like a
little additional explanation and discussion, and to those who want an
indication of how to enter considerably more deeply into particular
things which have caught their attention. Section A and part of Section
B of Chapter 11 are based on a report written for me by Robin Roy,
who is now with the Open University, while he was on my staff at the
State University of New York at Buffalo. I am grateful to him for
allowing me to use this.

The complexities revealed by the more powerful effects which human
societies are now exerting are now only within certain areas, such as food,
population and so on. We finally find ourselves driven to realize that
each of these major complex areas is in its turn related to the others. We
have found ourselves faced by a series of problems — atomic warfare, the
population exploion, the food problem, energy, natural resources, pol-
lution and so on — each complex enough in itself, but then it turns out
that each of these is only one aspect of, as it were, a Total Problem, in
which all aspects of the world’s workings are inter-related. One way of
beginning to approach it is briefly described in Chapter 12 of this book.
This Total Problem is sometimes called the World Problematique.

Edinburgh, Scotland C. H. Waddington
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1 Philosophies

‘For Heaven’s sake,” you’ll say, ‘just how systematic do you have to try
to be? Let’s skip this and get on to something that matters.” Okay, we
could, but you’d come back to it. Philosophy does matter. It matters
particularly to those — the great majority of mankind — whose life is
devoted to bringing about changes of some kind or other in the world
surrounding them; even if these effects are of no more import than
selling more of Messrs X’s refrigerators than Messrs Y succeeds in
unloading on to the market. The only people who, to some extent,
escape from the domination of a philosophy which they consciously or
unconsciously believe in are those few who devote themselves so
wholeheartedly to researching into new understandings of human or
inanimate nature that the sheer brute facts they come across impose
themselves regardless of the philosophical system with which they were
approached (see p. 17 ). And there are very few, even among the minor-
ity who try to do research, who are lucky enough to strike a bonanza
which sweeps them off their feet to that extent. For the rest of us, it is
just as well to know something of the main alternative philosophies, if
only to see why the other chap is talking such nonsense, and why he
simply does not seem able to get the drift of what you are saying
yourself. It is likely to be not his intelligence, but his philosophy, which
is responsible.

Philosophy used to be considered the queen of the sciences, the most
genuine expression of the humanness of man. But recently it has fallen
on bad days. At present the conventional wisdom of the dominant group
(the thirty-eights to fifty-eights) uses two kinds of brush-off. The scien-
tists say: ‘All this theorizing is purely speculative. All you need is com-
mon sense. Get down to the bench and measure something’, and the
Arts people say: ‘All this theorizing is arid logic-chopping or rococo
linguistic elaboration: All you need is common sense. Go out to the
arenas of life and feel something!’

Of course both these statements are highly philosophical. What is
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common sense except the philosophy which your parents or your peers
have soaked you in when you weren’t realizing what you were absorb-
ing? Philosophy of one kind or another cannot be avoided or evaded or
given up like sin in Lent. Perhaps the most convincing proof of this is to
look at the sad fate of people who have tried to programme computers to
see, or to use language, or even eventually to think in ways which they
hope would begin to resemble those of the human species. They started
off their task with the usual Conventional Wisdom of the Dominant
Group * — that we don’t have to fuss about philosophy. At the end of ten
or fifteen years, and a score or so million American dollars (mostly

* If you would like to contract this lengthy phrase to a set of initials, in the fashionable
way, COWDUNG is memorizable, appropriate and accurate enough.
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drawn from the US Department of Defense, which might easily have
used them for worse purposes), this is just what they are finding they
have to fuss about. The only way to make a robot anything more than an
adding machine is to provide him with a philosophy. He cannot even see
to any purpose, let alone use language, unless there is built into his
system some sort of model of the kinds of things or processes that he
may expect to encounter.

It’s only when someone endows him with a philosophy that a robot
begins to get within sight of even the simplest human capabilities. It’s
no good saying ‘Okay, but I’ve got beyond that stage. I can do without
one.” You can’t, any more than you can do without your DNA genes,

" although mankind has in important ways ‘gone beyond them’. Some

sort of philosophy is a prerequisite for humanity. Where you can do
better than the robot is to have either a better philosophy or more of
them.

Philosophies do not need to be detailed. In fact if they are too detailed
they become counter-productive. The essential function of a philosophy
is to provide a mental machinery for dealing with a large variety of
things — electro-magnetic vibrations (light), oscillations of air density
(sound), chemical substances (smells), pressures (tactile sensations) —
and interpreting them into something which has ‘meaning’, i.e. some-
thing to which we respond or react (of the light rays passing through the
lens of our eye at any moment we may respond to something between o
and 5 per cent, but not much more). But there is no reason why we —
and I suppose eventually our robots — should not have at our disposal
several alternative philosophies, which provide different ways of inter-
preting chaos into sense. According to COWDUNG, if we deign to
notice philosophy at all we ought to choose one or other of a number of
conflicting schemes. We will now discuss the main varieties, but it is not
quite frivolous to suggest that the best thing to do is to adopt all of them —a
bit — so as to have a nice range of tools amongst which you may find
something suitable for whichever situation you find yourself dealing with.

A. Natural Philosophy

Let us start by considering the two great philosophical alternatives
which are concerned with the kind of intellectual picture we have of the
world of nature — at the moment leaving on one side questions of
emotions, morals, etc., which we will discuss in the next section.
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Things and Processes

One view is that the world essentially consists of things, and that any
changes we notice are really secondary, arising from the way things
interact with one another. The alternative is that the world consists of
processes, and that the things we discern are only stills out of what is
essentially a movie. These alternatives go back to the earliest Greek
philosophers who lived before Socrates (about 600—500 BC). The ‘thing’
view is usually associated with the name of Democritus, who actually
used the word ‘atom’ as the name for the basic things — invisibly small
unchangeable and unchanging little lumps of something which could be
called matter, though they were not quite the same as what a modern
chemist or physicist would call an atom.

The classical spokesman for the other view was Heraclitus, who
argued that it is an essential feature of things that they are always in the
process of change, like a flame into which burnable substances pass, are
burnt, and hot gases come out. You can never step into the same river
twice, said Heraclitus, for the water is flowing, and when you step into it
again tomorrow it will not be the same water as it was when you stepped
in today.

The Democritean ‘things’ view is the most usual in present-day com-
mon sense. A great many of the things we have to deal with do not
change their nature much over the period of time with which we are
concerned with them. The sun, the moon, the earth and its rocks, do, of
course, undergo changes, and when pressed everyone will admit it. But the
changes are so slow that for most purposes it is alright to forget them.
Again, at the other end of the scale of size, the chemical atoms of iron,
carbon, oxygen, sodium and the rest, with which the chemist deals, will
not change in their essential nature within any period of time we are
normally concerned with. It seems much simpler to regard them not as
processes but as things, and to get down to the practical problem of
finding out how these things interact with one another, to bring about
the essentially secondary processes of chemical reaction. There are,
therefore, many contexts in which the ‘thing’ view is the sensible one to
adopt.

It is just in an intermediate range of subjects, between astronomy and
geology on the one hand, and chemistry and physics on the other, that
the weaknesses of the ‘thing’ view become apparent; and from many
points of view it is just this intermediate range that is the most inter-
esting. If one considers a living creature, for instance, one can take a
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‘thing’ view, and regard it as a set of chemical and physical interactions
going on between essentially unchanging things, namely the chemical
substances out of which it is built. But this attitude seems less satisfying
when applied to a living system than it does when used, for instance, in
connection with an industrial plant. Although it may indeed lead us to
discover a reasonably good account of how the body works as a machine
from minute to minute, taking in food, digesting it, excreting the waste,
using the energy of substances it absorbs to carry out various other
processes and so on, this does not seem quite enough. In fact, the
activities which the body does are usually more interesting in themselves
than on account of the nature of the chemical substances used to do
them. We are more interested in the fact that muscles can contract to
bring about bodily movement than we are in the chemistry by which the
contraction is produced. Again, to take another example, not this time
from a living system, it is much more interesting to find out what a
computer can do than to know what it is made of — whether it is copper,
silver, glass, plastic, funny compounds of silicon or what have you. The
‘thing’ view may be useful to the practical engineer, but does not seem
to lead at all directly to the subjects which are of most general interest.

Again, concentrating on the ‘thing’ aspects of a living system tends to
lead one to forget that animals develop; they start as fertilized eggs, go
through an elaborate process of developing into an adult form, which
usually lasts a reasonably long time, but which is all the while undergo-
ing slow changes, which will lead eventually to old age and death.
Further, there is a still slower kind of change, that involved in the
evolution of the species from more primitive ancestors, up to the present
form, and presumably beyond this into something else. The whole-
hearted adoption of the ‘thing’ view is a temptation to forget these other
sorts of change, and to concentrate mainly on finding out how adult
bodies work, as though they were no more involved in developmental or
evolutionary changes than are automobiles. Its enemies claim that it
leads to a garage-mechanic mentality.

During most of this century, the conventional wisdom of the domin-
ant group about the nature of living organisms has been a rather exag-
gerated form of the ‘thing’ view; and when this is applied to man and his
social affairs, it seems, to me at least, to fall quite appropriately under
the heading COWDUNG. It argues that the world and everything in it
is constituted from arrangements of essentially unchanging material
particles, whose nature has already been largely, if not entirely,
discovered by the researches of physics and chemistry. These physico-
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chemical entities are supposed to constitute the whole of objective
reality.

In the early years of the century, this view, when applied to living
things, was known as ‘mechanism’. The human being was regarded as a
very complicated machine, built up of these physico-chemical parts. A
few rather eccentric biologists pointed out that there are many proper-
ties of living things, such as their development, their evolution, their
apparent organization and particularly their consciousness, when one
can be certain that that occurs, as it does in ourselves, which are difficult
or impossible to explain in terms of arrangements of material particles as
those are usually defined by physics and chemistry. It was sometimes
claimed that living things must involve some other type of principle, a
‘vital force’ of some kind. The adherents of this view, known as
‘vitalism’, were however not able to explain the nature of this force in
any terms in which it could be reconciled with the rest of human
knowledge. It remained no more than an inexplicable joke. Actually
few scientists were ever tempted to believe in it wholeheartedly; but the
fiercer believers in mechanism are often tempted to believe that there
was a vitalist hiding under the bed of many of their quite respectable,
but less doctrinaire, colleagues.

The great advances in our understanding of living things during the
first half of this century is evidence of how effectively the ‘thing’,
mechanistic, view can work as a practical recipe for investigating
biological processes. It has led to an enormous increase in understand-
ing how the body works as a physiological machine, with all the reper-
cussions of that knowledge on medicine, and finally to the discovery of
the material basis of heredity, and its basis in DNA and the genetic
code. But still, powerful though this approach is, it has so far really only
been successful in connection with some of the questions we want to ask
about living things, not all of them. It has given us little understanding
of embryonic development; little except some rather empty theories
about evolution; and hardly anything at all about the mind.

In search of a point of view which will be successful in these fields
also, very few scientists, if any, are today tempted to go back to the
vitalist view which was in terms of some special ‘life force’. Instead one
of the earliest groups who tried to think out a new point of view —
mainly British biologists in the thirties (e.g. Needham, Woodger) argued
that one should think of living systems as made up of the physico-
chemical entities, p/us what they called ‘organizing relations’ between
them. These organizing relations were thought of as complicated
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networks of interactions, comparable to what would nowadays be called
cybernetic relations (see Chapters 6 and 7), although that word had not
been invented at the time. In the last thirty or forty years, there has
indeed been progress in understanding the nature of the networks of
interaction which are involved in the processes by which a collection of
cells becomes organized into an organ with a unitary character, or into a
neural system capable of functioning in a coherent way. As a develop-
ment of this approach, some biologists spoke of a process of ‘emergence’
of new properties at certain ‘levels of complexity’. By this they meant
that when a mechanism, made up out of material physico-chemical
parts, becomes complicated enough, it might exhibit a type of behaviour
which did not and could not occur at all in the isolated parts. To give a
crude example: when the engine, propeller, wings, fuselage, landing gear
and so on are put together in the right way, the complicated set-up
becomes an aircraft which can fly; but none of the parts can fly when
isolated. It was hoped in this way to account for the fact that although
man, at least, has self-consciousness, his ultimate constituents — if one
takes them to be physico-chemical atoms and molecules — do not have
anything of that kind at all.

The ideas, of the importance of organizing relations between the basic
entities, and of the possibility of the emergence of novel properties in
systems which are complicated enough, are nowadays probably the main
rival to the ‘nothing but material things COWDUNG’. However, there
is another view, still a minority one, which makes an even more radical
attack on the orthodoxy. It questions the basic assumption of the other
views, that the foundation for our understanding of the world is a
knowledge of material entities such as physico-chemical atoms, and is a
return in modern form, to the Heraclitan ‘process’ philosophy as opposed
to the Democritean ‘thing’ view. Perhaps the first influential exponents
of an approach of this kind were Marx and Engels, in their attempt to
substitute a  dialectical materialism for the current mechanical
materialism. They were, of course, concerned mostly with the social-
economic—political arena; but Engels in particular wrote fairly exten-
sively about the world of natural science. Perhaps because of their
overwhelming interest in political struggles and confrontations, they
argued that all the interactions involved in natural processes can be
thought of in terms of the confrontation of antagonists — a thesis op-
posed by an antithesis, leading to a synthesis. Another author who, later,
and with little reference to Marx and Engels, developed a similar line of
thought more thoroughly, and much more in relation to the natural
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world as a whole and our knowledge of it, was A. N. Whitehead.

The basis of his view can be regarded as a return to what people had
thought about science, as a means of understanding nature, in its very
earliest days, well before the triumphs of Newtonian physics and its
later developments in chemistry. It argues that the foundation of know-
ledge is not the atom, as chemists describe it, or whatever fundamental
particles the most recent physicists are willing to admit. Instead science
is based on observations, which, made in a controlled and organized
way, amount to experiments. Now an observation, or an experiment, has
to be observed by someone. It is ‘an occasion of experience’; and
involves the experiencing person as well as what is experienced. Thus
phenomena like mind, or conscious perception, are included in the very
foundation of knowledge. COWDUNG, of both the minority and
majority kind, leaves mind out of what it calls objective reality, and then
has to try to smuggle it back through some doctrine of organizing
relations, emergence and the like.

For any view which emphasizes the process character of things, and
the importance of the relations between them, the boundaries of each
thing must appear somewhat indefinite, since nothing can exist totally
for itself, with no involvement with anything else. However, classical
logic, and most of the mathematics which is derived from it, is based on
consideration of clearly defined entities with, as one might put it, defi-
nite hard edges. Recently, with the attention being paid to Heraclitan
process ideas as against the Democritean atomistic ones, people are
trying to develop a mathematics of ‘fuzzy’ entities; a logic, and, perhaps
more down to earth, a computer-programming system, which deals with
notions which cannot be precisely defined. Another similar development
is to say that the state of a system, which conventionally would be
represented by a point on a graph, should be represented by a point
surrounded by a ‘tolerance’ region, and can lie anywhere within that
region; then one deals not with a clear-cut geometrical space, but with a
‘tolerance space’. Of course, many of our everyday statements, and the
most important ones at that, do already deal with such concepts. Who
would dare to offer precise definitions of any of the main words in
statements like ‘Love thy neighbour as thyself’, or even ‘apples are nicer
than pears’® These new developments in mathematics are genuinely new
Tools for Thought which, when developed, will make it possible to
handle such matters more precisely.

There is no space here for a full discussion of the alternative thing or
process points of view. However, there are two points which it seems
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useful to make. The first is relatively minor in importance, but is neces-
sary information in relation to what one is likely to come across in
reading recent material. The controversy between vitalism and mechan-
ism, and the development of the minority view of the importance of
organizing relations and emergence, was largely a European pheno-
menon during the thirties and forties. The Americans played little part
in it, and on the whole even now do not understand what you mean if
you speak of vitalism and mechanism. They became interested in the
subject considerably later, indeed mostly not until the sixties, and they
tend to use in this connection the word ‘reductionism’. One might think
at first sight that this would indicate the view that one should start from
the observation or experiment, and attempt to reduce its complexity to
terms of the simpler entities which one has already come across in
physics and chemistry; which is just what the most radical anti-
COWDUNG view would maintain. However, in American practice, the
word is used in exactly the opposite sense to this. ‘Reductionism’ im-
plies two rather different things. As a philosophy it means that the
objective world consists of physico-chemical entities and explicitly de-
scribable interactions between them. This is the view that we have above
designated as majority COWDUNG. Secondly, reductionism is a recipe
for action: then it is the belief that if you are confronted with a complex
situation, for instance a living system, your best bet to get some sort of
pay-off or other is to look for the physical or chemical factors which can
influence the phenomenon in question.

Treat sex as something in the field of chemistry, and you may come
up with the Pill — a pretty definite agent which produces a pretty
definite result. If, on the other hand, you refuse ever to treat it as
anything less complex than the full content of occasions of sexual experi-
ence, you may find that it is even more complex than you thought
(owing to the unconscious factors in it) and finish up feeling yourself
bogged down in a bottomless morass of Freud, Jung, Reich, Laing and
the rest. It is a difficult choice. Undoubtedly, the ‘thing’ view ‘works’,
up to a point; the ‘reductionist’ approach to sexuality can fix it so that a
girl doesn’t produce a fertilizable ovum just when its presence is not
wanted. But the presence or absence of a fertilizable egg is not the only
thing of importance in a sexual experience. The experience does include
factors which, one can recognize, Freud et al. are trying to talk about,
however difficult they find it to do so in any meaningful way.

As an expression of personal opinion, I would say that reductionism
is lousy philosophy (because science is based on experiments, not on
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atoms), but is a good recipe for making a quick (scientific) buck by
discovering some useful practical information; but is bad again as a
method for making major advances in human comprehension, such as
those of Darwin, Freud, Einstein or the quantum physicists.

There are two points worth adding about Whitehead. In his later life
he developed his philosophy into somewhat esoteric complexities. Few
people except professional philosophers will wish to go into it. However,
in the earlier stages of his thought, he coined two phrases which it is
worth anyone’s while to be acquainted with and to consider.

The first is the ‘Bifurcation of Nature’; by which he meant the (to
him mistaken) idea that it is possible to split nature into two separate
parts, mind on the one hand, and matter on the other. This thesis is
particularly associated with the name of Descartes, and is also known as
the Cartesian dualism. Whitehead maintained, in opposition to this, that
primitively we get to know about the world by a process which involves
minds, which operate by means of our bodily material structures, inter-
acting with external events. He claimed that an attempt to make a clean-
cut break, between the subjective mental observer and the objective
material observed, is a basic error. They are initially parts of a
whole, and if one wants for some purposes to separate them, that can
only be a matter of convenience that should be indulged in with
great caution.

The second of his phrases worth remembering is ‘Fallacy of
Misplaced Concreteness’. Most conventional thought, he argues, recog-
nizes certain derived, and essentially abstract, notions, that have been
invented by man to try to make sense of the situations he comes across.
Examples are physical atoms, or feelings such as anger, or social notions
such as justice. Man tends to accept these notions as being concrete
things, which could, as it were, be picked up and placed somewhere else.
Whitehead argued that such notions are in fact always derived from
actual occasions of human experience. The experiences are the real
things; the notions are secondary and derivative. It is dangerous to
forget this, and to take these secondary things as more concrete and real
than they actually are. This is, of course, just another, but an illuminat-
ing way, of putting the argument against reductionism as a philosophy.
If we accept that the universe contains things which are independent of
our personal selves — then it is a fallacy to suppose that our present
descriptions of these independent factors sum up the whole of their
concrete reality, leaving nothing out. ‘Atoms are real.’” Okay, but what
sort of atoms? All we know about them is what we have so far succeeded
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in finding out, by analysing our experiences, and arranging to have
experiences (experiments) which look like being informative. The
Fallacy of Misplaced Concreteness, in its simplest form (there are many
more subtle forms), is to suppose that what we have so far discovered is
the whole of what is contained in the reality independent of ourselves.

B. Moral Philosophy

Values

Discussion of the philosophical nature of the world we live in — things
or processes?! — has been unfashionable both for academic philosophers
and for ordinary people. Discussing the other main questions in
philosophy, about values and ethics, has been in some ways even more
pushed into the background in the last thirty or forty years. For most of
European history, and of the history of most other parts of the world
too, the character of the Good and the Right have been central issues for
civilized thought, falling out of public discussion only in periods when
there was such general agreement about them that argumentation
seemed unnecessary. Rather suddenly, in the last half-century, people
have begun acting as though such concepts either had no meaning at all,
or, if they had any, this could be left in the hands of a few specialist
theologians or a dwindling band of moral philosophers near the bottom
of the scale of esteem and prestige in the academic world. Many of the
younger generation today do not agree with this negligent dismissal of
such matters, and I do not myself. The branch of philosophy which
deals with morals and values requires discussion, even in a book with a
methodological slant like this one; not because it provides Tools for
Thought, but rather because it suggests what kind of tools are going to
be required.

There are, of course, a large variety of opinions, and all we have space
for here is to list them without attempting to compare their merits. The
main varieties can be described as arising by combining items chosen
from three pairs of alternatives:

a Nature consists of things;

b Nature consists of processes;
p Values are inside nature;

g Values are outside nature;

x Values stem from God;

y God stems from values.
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For instance, one might believe that nature consists of things, and
that the things are themselves valuable because God created them, this
would be the combination of a—p—x. Or one might believe that nature
consists of things, which have no value in themselves, but values exist
and from this fact one can deduce the existence of God; this would be
a—4-y. And so on. There are eight possible combinations, and nearly all
of them have been believed by some people somewhere some time.

There can also be views which reject both of one or more of the pairs
of alternatives. For instance, the most extreme variety of the ‘reduction-
ist’ philosophy, which some people would have us believe is the basic
philosophy of science, tells us that the world, including man, is nothing
but a machine; everything is molecules and nothing but molecules. This
is accepting a4, but it is rejecting that there really are such things as
values, and is thus turning down both p and ¢, and x and y. A milder
form of this, which is the form originally presented by the earlier
philosophers of science, such as Descartes, did at least officially accept
the existence of God, and that values are derived from Him; that is to say
it was the view a—g¢—x.

Perhaps, as a word of guidance (or warning) about the rest of this
book, I should say that my own personal view falls under the heading 4—
p—y; nature is made up of processes, and the processes involve values,
and God - if one wishes to use that term — arises from the values
inherent in the processes.

Thinking and Feeling

In the last few years there has been a considerable revival of interest in
the mode of dealing with a world which rejects the whole idea of an
intellectual analysis. The only type of intellect it values is what Roszak
calls ‘Rhapsodic Intellect’. In effect it does not want to have anything to
do with any of the alternatives listed above. It presents the feeling that
intellectual thought can never be more than an exploration of relations
between abstract concepts; and an abstract concept is by its very defini-
tion only a partial and incomplete reflection of reality. One of the
greatest spokesmen for this point of view in classical English literature
was William Blake (‘to generalise is to be an idiot’). Wordsworth and the
other poets of the Romantic movement of the early nineteenth century
put the same point of view in a slightly less extreme form; then, more
recently, D. H. Lawrence. Today it is most forcefully expressed by a
group of young American writers, such as Charles Reich, Philip Slater
and Theodore Roszak. These recent writers are explicitly writing against
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something which they take to be characteristic of the dominant culture —
the COWDUNG of the present time. They argue that the affairs of the
world are at present run solely under the influence of the head, whose
mode of behaviour is in terms of conceptual thought; while they call for
dealing with the world through the body, whose mode of behaviour is
through spontaneous feeling and action. They usually also identify the
head and its conceptual thinking with science, and they therefore appear
as anti-scientists.

This has been an influential set of values in recent years, particularly
amongst young people. In many ways quite rightly so, at least in as far
as it stresses the importance of other faculties to that of conceptual
thought alone. But it is actually quite wrong in its identification of
science with conceptual thought, as I shall point out later when discuss-
ing the scientific methods (p. 117). Science involves thinking but does
not arise from it; the groundwork of science is observation and experi-
ment. The general exploration of our surroundings involved in asking
‘what sort of things are we coming across?’ brings the scientist up
against just the raw material of experience which the anti-rationalists are
emphasizing. Of course, science then goes on to utilize conceptual
analysis, to clarify experiences and try to make sense of them. But it is
basically wrong to suppose that science does not include this mode of
behaviour — although it must be admitted that some scientists have tried
to give that impression.

Again, I would argue that it is incorrect of the anti-scientists to
attribute the present ills of the world to science as such. They arise
much more from the misapplication of science under the influence of a
basically inadequate social philosophy, which puts too much stress —
both in capitalist and in Communist countries — on material goods. This
last point, of course, goes well beyond the field of methodologies which
are being discussed in this book.

Christianity and Environment

Another topical discussion about the importance of moral philosophy in
the world today centres round the argument that it is because of the
values enshrined in Western man’s religion of Christianity, that he has
allowed himself to ravage the natural resources of the planet and pollute
his environment with his waste products. It is claimed that the sanction
for these malpractices is found in the Book of Genesis, where the story
of the Creation tells that God gave the earth and the plants and animals
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in it to the dominion of Adam for him to use as he saw fit. Exponents of
this argument usually do not go on to point out that what was given to
Adam at the time of the creation was the Garden of Eden, in which
man, although the most important of living creatures, lived at peace
with all the others. It was only after the Fall of man and the expulsion
from the earthly paradise that any question of exploitation of the world
by man arose.

In any case, it seems very difficult to sustain the argument that
Christian man has always altered the natural ecosystems more dras-
tically than those of other religions, or that the alterations that he has
produced have always been deleterious. All great civilizations, at all
times and with all manner of religions, have made profound changes in
natural ecology. The Mesopotamian, Egyptian and Chinese civilizations
all depended on draining swampy land and controlling the water with
elaborate canals. Pretty vigorous remodellings of the landscape were
necessary to support the mountain civilizations of the Incas of Peru, or
the rice cultivators in the hill countries of South-East Asia, or again the
great civilizations which conquered the rainless plains of Ceylon by
controlling the water from the mountains. None of these, of course,
were Christian. Their justification for imposing their will on the
natural landscape cannot be looked for in the Book of Genesis. More-
over, some of them produced in the long run effects even more devas-
tating than anything brought about so far by Western Christianity.
Mesopotamian civilizations eventually ruined the fertility of their land
and reduced the country to desert, by agricultural practices which led to
the fertile soil being swept into rivers. The pre-Christian Mediterranean
civilizations of Greece and Rome, combined with the Muslim civiliza-
tions in the early centuries of our era, succeeded in devastating the
southern shores of the Mediterranean, which had been the granary of
Rome. Moreover, on the other side of the picture, Christian civilizations
cannot be accused of always wrecking their ecosystems. Christian
Europe not only converted the ill-drained tangled forests north of the
Alps into fertile agricultural land, but found ways of cultivating this
which have kept it in good shape for about a thousand years.

The real blame for the harmful effects which man is now
undoubtedly producing in industrialized Christian Western Europe
and North America, can, I think, be blamed much more on the indus-
trial components in his culture than on the Christian. Really harmful
pollution — other than that caused by the age-old problem of getting rid
of human excreta from large cities, which has been more satisfactorily
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solved in the industrial countries than in any previous civilization —
began to arise with the development of heavy industry in Britain during
the early phases of the Industrial Revolution. It was due almost entirely
to a mixture of ignorance and lack of foresight. People simply did not
know how harmful some products, such as sulphur dioxide, or heavy
metals like mercury, lead and so on, could be. And they did not foresee
the enormous expansion of industry which would convert a few isolated
square miles of polluted region around particular industrial towns into a
condition blanketing a large proportion of the country.

These lessons were not learnt until the damage had become quite
considerable. However, anti-pollution laws came into operation in
Britain at a relatively early stage. It was in America (followed by non-
Christian Japan) that pollution rose to really spectacular levels in certain
places, and it is in America that the anti-pollution outcry has therefore
been most violent. The intensity of pollution in America and the feeble-
ness of any attempt to control it until the last few years is not, I think,
fairly attributable to the Puritan ethic. In the early times in American
history, when the Puritan ethic was an important force in their social
behaviour, the New Englanders, guided by this morality, were not par-
ticularly bad polluters; nor were the Southern cotton-growing slave-
owners. Really irresponsible exploitation and pollution of nature got
under way with the great influx of immigrants from the mid-nineteenth
century onwards. Their behaviour was very little influenced by a
Christian morality, Puritan or otherwise. It was dominated much more
by the worship of the great god Molock — the dollar. There was oil,
gold, copper and who knows what else to be found just beyond the
western horizon. The man who got there first could take them out as
fast as possible, and go on to the next piece of treasure trove, leaving
behind him what mess he pleased, to be cleared up by anyone unenter-
prising enough to be content to try to get a second, poorer crop. It is
only to shirk the real issue to attribute responsibility to these malprac-
tices either to Christianity, or for that matter to science. They are the
responsibility of unmitigated materialism — and you don’t seem to make
it all that much better, in this connection, by being dialectical about it.
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2 Complexity

A. The Nature of Complexity
Relations, Instructions and the Mind

This book is about the problems involved in trying to get a grasp on
complexity. The following chapters will describe a number of different
ways which make it not too difficult to begin to get some sort of under-
standing of complex systems. But some people may feel that one ought
to start by defining what we shall be discussing. However, no one has
yet succeeded in giving a definition of ‘complexity’ which is meaningful
enough to enable one to measure exactly how complex a given system is.
Obviously it is something to do with the number of elements which can
be separately identified in the system, and with the number of ways in
which they are related; but it is often a matter of choice how many
elements one wishes to distinguish, and how far one wants to follow up
the ramifications of their relationships and interconnections.

It is worth pointing out, though, that however one might try to define
complexity, it tends to increase faster than the number of elements
involved. Consider a very simple case: a number of people, all of whom
get to know each other in pairs — and we will not pursue their inter-
relations beyond the pairwise. If there are two people, there are two
pairwise relations — 4’s relation with b, and #’s relation with a, which
may not be quite the same. If there are ten people each individual has
nine others to know, so there are 10 x 9 = go relations; if there are fifty
people, there are 50 X 49 = 2,450 relations and so on (Fig. 2a.1).

Roughly speaking, the relations of this sort go up as the square of the
number of elements in a system. This means, for instance, that the
difficulty of running something like a telephone exchange increases
not in proportion to the number of subscribers, but more nearly in
proportion to the square of the number — hence the installation of
electronic switching apparatus in place of the village postmistress.
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Something of the same sort happens with the interference with your
driving by other cars on the roads, or even more generally, with the
advantages and disadvantages of living in a place of high population
density. Two’s company, three’s a crowd and five or six is getting to be
a shambles.

The increase in the complexity of relations when there is an increase
in the number of things to be related may seem alarming enough, but it
is slight in comparison with what happens when we consider, not rela-
tions between things, but combinations of instructions. There are only a
very small number of rules for moves which can be made in chess, but
the number of different positions of the pieces on the board which can
result when these few rules are implemented alternately by two players
is truly immense. Even when there is only one ‘player’, and a set of rules
which itself specifies which rule is to be operated at the next move, the
results which are generated may be of incalculable complexity (though
sometimes they can also be very simple); some examples of this are
described in Chapter 9, which deals with instructions (see pp. 145—160).
In such circumstances there seems to be no general definition of com-
plexity which would be meaningful. It makes more sense to give special
definitions of what one means in any particular context, to make clear
what one is talking about at the time.

There is, however, one general point to bear in mind. Man’s attempts
to deal with complex situations have to be carried out within the limita-
tions set by the capacities of his brain. These limitations are rather
severe. Even in well-trained people, the human nervous system can
process information only at the rate of 250—1,000 words per minute (in
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comparison, electronic equipment, using such methods as microfilm,
can store and retrieve up to 700,000 words per minute; and this rate is
being rapidly increased). If one considers man’s capacity of considering
items simultaneously, the number he can deal with is tiny. For instance,
if he is subjected to a number of incoming stimuli to his various sense
organs, in general he can discriminate and recognize only about seven or
eight at once. Again, this is about the number of items that a man can
simultaneously bring to mind, out of all those stored in his memory, and
take into consideration at one and the same time when coming to a
decision about something. This is a remarkably small ‘channel capacity’,
to use the electrical engineers’ term.

The seven or eight ideas that can be brought into immediate con-
sciousness need not be items of specific detailed information. Some of
them may be complex ideas or theories synthesizing into a single con-
cept a mass of minute details. The process of formulating theoretical
concepts (such as atom, gene, Oedipus complex, Hamlet and the like) is
the only device that man has at his disposal to help him deal with the
highly complex world. This is the essential justification for the pursuit
of pure science, high-brow literature and art. Without the assistance of
the symbolic concepts formulated by these apparently luxury activities,
man would be reduced either to taking decisions in the light only of
seven or eight particular facts, or to turning the whole thing over to a
computer (which, of course, he would have had to programme without
the aid of appropriate general concepts).

B. Complexity of Information in the Modern World

It is impossible to give anything like a complete or accurate picture of
the complexity of the modern world, which man has to try to handle
with these somewhat imperfect instruments. However, one can get some
idea of at least part of the problem by considering studies which have
been made of the growth of scientific information in the last two cen-
turies. Even this can be estimated only indirectly, by figures which give
indications of trends rather than anything more precise. One such
indication is the number of scientific journals published. The first two
journals devoted wholly to science — The Philosophical Transactions of
the Royal Society of London, and the French Journal des Scavants — were
both started in 1665. A number more were begun at regular intervals
during the next century. The process really got under way in earnest
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around 1760; and since then the number of new journals established has
doubled every fifteen years (or increased ten-fold every fifty years). By
now well over 100,000 scientific journals have been founded. Not all
have persisted, and nobody knows quite how many journals are being
published at the present time. As long ago as 1938, Bernal estimated that
there were some 33,000 current scientific publications. Another estimate
in the late 1960s put the number at 50,000, containing about 1 million
separate scientific papers per year.

One attempt to handle this mass of material has been the foundation
of secondary journals, whose function is to summarize and abstract the
papers published in the primary journals. The first of these appeared as
long ago as 1714 in Germany. By the time there were enough of them to
form a representative sample, they also started to multiply, at the same
exponential rate as the primary journals, doubling in number every
fifteen years, and reaching a total of 1,900 by the mid 1960s. By this time
there had been developed a tertiary level of periodical publications,
giving information about the abstracting journals. At present there is a
plan for a World Science Information System, under the auspices of the
United Nations (UNISIST), which contemplates central computer
storage of all scientific information, with a suitably elaborate retrieval
system.

It is very obvious that no single man can ‘know’ all of this informa-
tion, or even have very ready access to it; but he may be able to find any
particular item, if he searches hard enough for it. The consequence of
this may be that it becomes easier to rediscover a fact rather than to find
out whether somebody else has already discovered and described it. One
gets the impression that in some branches of science, such as parts of
biology which are still floundering about in search of firm theoretical
framework, a good deal of current research is already of this kind: an
earnest young worker coming up with what seems to him a novel
discovery, which in fact was well known about fifty years previously,
although forgotten or neglected in the interim. This ‘rediscovery pheno-
menon’ may well become one of the major factors limiting the rate of
advance of science.

Another effect of the mass of scientific information is that it encour-
ages specialization. There is no evidence that the man of today can
remember, and have at his fingertips, many more items than could his
predecessor two centuries ago, when 1,000 fewer journals were being
published. He has perforce to narrow the range of topics on which he is
well informed, though not necessarily by a factor of 1,000, since, as we
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saw before, the development of theoretical insight makes it possible to
sum up large masses of information under the heading of a single con-
cept. Nevertheless, the narrowing of range must be quite considerable.

Attempts to overcome this difficulty by inter-disciplinary or trans-
disciplinary teaching can only be successful up to a point. If, as seems to
be necessary, one assumes that roughly speaking the amount that any
one person can know is approximately fixed, there is no use thinking
that by teaching a student two or three subjects one can get him to know
as much about these subjects as do specialists who study only one of
them. The purpose of inter-disciplinary teaching is best considered as
the production of a different mix of interests which seems particularly
relevant to important problems of the time, rather than the impossible
task of adding one existing specialism to another.

One of the most important effects of the rapid increase in the volume
of information is that information is very rapidly rendered obsolete by
the discovery of new facts. De Solla Price has discussed this in terms of
‘a coefficient of immediacy’. This is the ratio of the increase in a variable
(such as information) over a period, to its value at the end of that period.
For instance, if the amount of information doubles in fifteen years, it
would be A at the beginning of that period and 2A at the end of it. The

increase in A and the coefficient of immediacy is A 4. That is to
2

say, that at the end of the fifteen years, 50 per cent of the available
information will have been discovered during that period itself.

There is another, perhaps less flattering, way of looking at this situa-
tion, which is very relevant to people who are undergoing courses of
formal education. Suppose somebody’s schooling finished in the year
the fifteen-year period mentioned above began, then fifteen years later
50 per cent of the available information would not have been in exis-
tence when he ceased his courses of study. Unless he had gone on
learning in the mean time, he could be regarded as 50 per cent obsoles-
cent. Over a working life of forty-five years, a person in this situation
would become 875 per cent obsolescent. In some very rapidly advanc-
ing fields, such as computer science, the doubling period is not fifteen
years, but more like four years, and in such circumstances obsolescence
reaches 98 per cent in only twenty-four years.

These are theoretical figures, but there is some actual evidence about
the rate at which university instruction goes out of date in certain fields.
A study has been made by Zelikoff (1968) of some 7,000 undergraduate
and graduate courses in engineering sciences given at five major
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American universities. He took the number of courses offered at the
start of a given period as representing the ‘amount’ of information
available at that time. The quantity of ‘new knowledge’ accumulated
during the period was estimated by the number of new courses which
were offered.

From these figures, he could calculate the rate at which a person who
graduated in a given year would become obsolescent if he ceased learn-
ing in the year he left college. The figures are pretty alarming to anyone
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who thinks all you have to do is to learn a certain number of facts at
university and they will last you the rest of your life. Even people who
graduated in 1955 (the last year in which there was anything like suffi-
cient factual evidence) would be about 30 per cent obsolescent five
years after graduation, and nearly 60 per cent after fifteen. If one ex-
trapolates the figures to the present time, engineers who ceased learning
anything in 1970 would be getting 50 per cent out of date in as little as
five years.

1950 1960 1970 1980 1990 2000

Year of srudmltwn
FiG. 2b.3

This method is, of course, only a very rought way of estimating the
rate at which new knowledge is being added to the old stock, and the
figures of rates of obsolescence should clearly not be taken as accurate.
They are theoretical and indicative only; but they are probably right
enough as orders of magnitude, and in suggesting that it only takes a few
years for a considerable fraction of most people’s store of knowledge to
get out of date. Perhaps this is especially so in science, in which infor-
mation is very actively sought, and is recorded for other people to use.
But even in less formalized intellectual fields, such as the understanding
of peoples, societies and political systems, the same sort of obsolescence
of points of view, opinions and understanding also occurs, though pos-
sibly at a slower rate.

It would be optimistic to think that anyone really knows how to deal
with the situation. The solution lies presumably in some mix of (a)
teaching general principles which will go out of date only slowly, and (b)
teaching methods for finding out rapidly and fairly comprehensively the
up-to-date factual information which will put flesh on these bare bones
at any time when it becomes necessary to apply the (c) teaching methods
of classifying information into a hierarchy of categories, so that the items
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relevant to a particular context can be rapidly filtered out, and (d)
instilling motivation for continuing self~education after the period of
formal education has ceased. But exactly what this mix should be and
how to achieve these ends still remains to be worked out (and should be
the subject of much more vigorous debate than it usually is).
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3 Complex Shapes

Perhaps the simplest examples of complex things which one comes
across are complex shapes; in them, nothing is changing, and nothing is
engaged in active interaction with anything else. Even so, they are quite
difficult to grasp or describe.

A. Symmetry and Ordered Shapes

One of the first steps we commonly take to try to make sense of a shape
is to look for symmetry in it. The derivation of the word symmetry —
from two Greek words meaning ‘with, or accompanying’ and ‘measure’
— gives it the very general meaning of referring to parts with similar
geometrical properties; and, of course, many of the things we come
across do have parts with similar properties. Human beings have a right
side which is very similar to their left side; cats and dogs have four very
similar legs, insects have six, spiders eight and centipedes many; and the
legs are not only very similar but are arranged in an orderly way. It is an
orderliness in the arrangement of similar parts which is usually meant
by the word symmetry. There is no doubt that a shape which we can
describe as an orderly symmetrical arrangement of similar parts is much
more comprehensible and graspable by the mind than it would be if it
does not contain any similar sub-parts, or if those parts were just scat-
tered higgledy-piggledy, without any rational principles of arrangement.

However, the degree to which one can understand a complex system
by finding and describing a symmetry of its shapes is really very limited.
It turns out that there are only a few ways in which symmetry can be
produced, and this means there are relatively few possible types of
symmetry. Consider first how one could produce symmetry. Start with a
single asymmetrical shape, such as a hook drawn on a sheet of paper,
which bends, say, to the right. There are basically three ways in which
we can arrange other hooks in some sort of symmetrical relation to it.
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One is to produce its mirror image; if the hook is reflected in a mirror
set at right angles to the plane of the paper, a new hook will be
produced, this time bending to the left. Another way of producing
symmetry is to imagine that there is a line perpendicular to the plane of
the paper, and that the hook is rotated around this as an axis. If the
revolution goes the whole way round, 360° it of course returns to
where it was before, but if the whole turn is completed in two steps, the
first half-turn of 180° would produce another hook. And one could also
produce symmetrical arrangements by making the whole turn in three,
four, five or six steps. All the hooks produced will, of course be right-
hand hooks like the original one; but one can combine these rotational
symmetries with mirror symmetries, and so obtain arrangements con-
taining both right- and left-hand hooks. There is a third way of produc-
ing symmetry, simply by displacing the original hook, through a certain
distance, without either rotating or mirroring it. These three types of
change determine the only three basic types of symmetry there are —
reflectional, rotational and translational.

There are also only a relatively small number of ways in which these
symmetries can be combined with one another. If one is concerned with
flat patterns, which can be drawn on a plain sheet of paper, there are
only seventeen possible arrangements of combined symmetries that will
produce a pattern that does not have empty gaps in it. For instance,
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pentagons produced by five-step rotations cannot be packed together
without gaps, though hexagons can. The proof that there are only seven-
teen possible arrangements is quite difficult and will not be given here,
but the drawing 3a.2 shows them all.

The most perfect examples of symmetry one comes across in the real
world are the arrangements of atoms and molecules in crystals. These
cannot, of course, be seen with the naked eye or even with an ordinary
microscope; but the positions and arrangements of the atoms can be
discovered by the use of X-rays. Since they are arranged in solid three-
dimensional structures there are more possibilities of symmetry than
there are in the two dimensions of a plane. There are in fact exactly 230,
but there is little point in anyone but a chemist or crystallographer
working his way through the whole list. In most of the more ordinary
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affairs of life one is much more likely to come across things which show
only some partial degree of symmetry, rather than following completely
any of the precisely specified patterns. In many cultures artists have
used pattern symmetry as a method for introducing a certain definite
but not overwhelming sense of order into their productions.

However, symmetry, in the strict sense in which we have been using
the word here, is certainly not the only property which can impart a
degree of visual unity to a shape. There are other arrangements, in
which the parts are related in some specific mathematical ways, which
the mind can accept as orderly, even when it cannot immediately
express the precise arrangement underlining the order. For instance, a
recent artist, Max Bill, has made many explorations of two arrange-
ments which most people find to have a strong apparent order. One is
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based on the arithmetical fact that 1 + 2 +34+ 4+ 5+ 6 + 7+ 8
add up to thirty-six. Bill takes a square with each side six units in length
and divides it into thirty-six small squares; in these he arranges different
tones or colours, each characterizing one of the series of 1, 2, 394, 5,%0;
7, 8. Each group is symmetrically arranged, but the whole arrangement
of them within the thirty-six squares is not symmetrical in any strict
form of sense, and yet is very orderly.

B. Shapes, neither Symmetrical nor Ordered

Many, probably most, natural complex shapes exhibit little symmetry.
How can they be dealt with? The conventional procedure is to think of
them in terms of their outline (let us confine ourselves to two-
dimensional flat shapes, for the sake of simplicity). But this is not very
satisfactory. The outline is probably very difficult to describe; moreover,
if we are dealing with a living thing such as a fish, worm or tadpole, the
outline will change drastically as the animal wriggles, yet clearly in the
same sense the shape remains the same or almost the same. Finally, if
one thinks only of the outline, can we even say just where the shape is
located?

Another way of treating complex shapes, developed by Harry Blum,
considers the shape as made up of a number of overlapping circles, the
largest that can be fitted into the shape. The centres of these circles will
lie on a line or a set of lines. Such a line is known as the ‘medial axis’ or
‘symmetry axis’, since it expresses a property of the shape related to a
very generalized concept of symmetry. This is illustrated below with
respect to a shape taken from a painted relief by Arp (3b.1).

Fi1G. 3b.1
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Now we can say that the location of the shape is given by the position
of the centre of the largest inscribed circle. And we can alter the shape
slightly, while retaining its basic form, by flexing the symmetry axis
while retaining the same set of circular disks (3b.2).

F1G. 3b.2

To describe a shape in these terms, one has to know not only the
symmetry axis, but also the size of the circles which are to be centred on

it (3b.3).

FiG. 3b.3

One of the simplest ways to provide this information is to regard the
circles as bases of cones with some standard angle of slope (3b.4). Then
the apices of these cones will lie on a line in the three-dimensional space
above the shape, and the height of any particular apex will be precisely




related to the radius of the circle from which it arises. The whole shape
is then described by this one ‘ridge line’ in three-dimensional space.

The symmetry-axis description can be used very conveniently in
connection with some sorts of growth processes. All we need to do is to
give rules for the way the sizes of the various circles, or the times at
which they are initiated, change as time passes. For instance, in 3b.5 we
have assumed a branched symmetry axis, with circles being initiated at a
constant rate from the top downwards, and, when initiated, growing out
at a constant speed; the ‘contour lines’ give the outline of the resulting
shape at successive intervals of time. This way of representing the result
is sometimes spoken of as a ‘grass-fire’: it is what would happen if one
started a fire in a field of dry grass, which spread faster along the
symmetry axis and more slowly outwards until it met some other already
burnt area.

FiG. 3b.5

The drawings in 3b.6 show successive stages of a system in which the
circles are all initiated at the same time, but grow faster near the lower
end of the axis, while the axis itself becomes curved more rapidly at the
other, slow-growing end. Clearly there are a great many changing and
growing shapes which can be described in this manner.

FiG. 3.b.6
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The strengths and weaknesses of methods like this can only be ap-
preciated when one tries to use them. Here is an example in which
Blum’s method has been found useful. People who try to reconstruct the
evolution of man from his ape-like ancestors have to work from the
comparatively few rare fossils of the intermediate forms — the ‘missing
links’ — that have so far been turned up. Some of these bones, including
some of the most important of them, have complex shapes which are
difficult to grasp. There is, for instance, a famous bone which was found
at Sterkfontein in South Africa, and is clearly part of the pelvis of some
creature which bears resemblances both to the great apes and to the
human species. It is a puzzling sort of shape to get a hold of. In fact
although many bones in the body have been given technical names,
based on recognizable forms which they suggest, this bone is technically
known as ‘the innominate’, that is to say the unnamed, presumably
because it does not really suggest anything in particular. However, it is
one of the parts of the skeleton that has to get modified during the
evolution from running on all fours to walking upright, and its changes
in shape are therefore very important in connection with the evolution
of the upright position of man.

There has always been considerable controversy among students of
these matters, whether it really shows more resemblance to the similar
bone in the apes or in the humas. One can see their difficulties by
looking at the drawings in 3b.7 and 3b.8 which show, from two different
points of view, the innominate bones of the chimpanzee, modern man, a
modern pygmy of small stature and the Sterkfontein fossil. Most com-
parisons that have been made have involved extremely elaborate meas-
urements of the outlines, and complicated statistical analyses, resulting
in tables of figures which are not very easy to grasp. However, Charles
Oxnard has applied the Blum technique of ‘medial axis transformation’,
by which the shape of the complex outline is transformed into somewhat
simpler shapes of internal medial lines. This makes it easy to see that
from some points of view, for instance that from which it was drawn in
3b.7, the fossil has strong resemblances to the human; while from
another point of view, such as that used in 3b.8, it is much less like the
human and more like the chimpanzee. Thus the method makes it fairly
easy to visualize the broad outlines of the resemblances and differences
between these forms. It does not; however, easily result in numerical or
quantitative estimates of resemblance. Moreover, it is undoubtedly a
weakness that the analysis has to be made on a series of two-dimensional
outlines, whereas really, of course, one is trying to compare three-
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dimensional solid structures. However, it is always difficult, except for a
few exceptional people, to visualize solid structures very clearly, and
most people have to be content with seeing what three-dimensional
shapes look like in two-dimensional projections, as we have done here.
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4 The Structure of Complex Systems

A shape, however complex, can only be a description of an appearance;
but to begin to understand a thing or a system, we have to find out
about its structure. This will be the subject of this chapter; in later ones
we shall go on to discuss the changes and operations of structures.

Perhaps the simplest kind of structure a complex system can have is a
hierarchical chain of command, such as one finds in an army with its
general at the top, its battalion commanders, company commanders,
platoon commanders and so on down to the common soldier. If one
makes a diagram with a dot for each individual, then they can be
arranged in a tree-like order, corresponding to the chain of command
and responsibility.

This is, of course, a very simple type of organized structure, and
when we are dealing with an organization of human relationships based
on this principle it is usually quite easy to discover which level of the
hierarchy any person belongs to. But he may belong to different levels in
different hierarchies. Someone who is a private soldier in an army may
at the same time be a member of Parliament, or a priest in an organized
church, and therefore occupy much higher levels in those hierarchies.

A. Hierarchies

The concept of 3 hierarchy is a very basic one in considering the organ-
ization of a complex entity. We are so used to it that when we find
ourselves in a social set-up which we don’t understand our first ten-
dency is to ask ‘who is boss around here?” And when we try to organize
a social system of some other kind, perhaps more democratic and more
pluralistic, there is often a great tendency for it gradually to turn itself
into a hierarchical system of the traditional kind in which a few people
boss the rest.

It is a principle of organization which has been found very convenient
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in dealing with many organized systems apart from those involved in
man’s social life. For instance in biology it is convenient, in fact
probably essential, to distinguish between different levels of operation
which can be considered as levels in a hierarchical system; for instance,
the ecological level, which includes all the living things and the natural
resources available in a certain region; the level of the individual animal,
e.g. a rabbit; the level of its organs, its liver, kidneys and so on; the
cellular level; and then several different sub-cellular levels.

The still only partially solved problem is: when is one tempted, or
when is it justified, to analyse a complicated system into a hierarchical
structure involving different levels? The best answer that seems to be
available is that we do this when, having analysed the complex into a
number of more elementary units, we look at the relationships of these
units and find that the inter-relations fall into a few separate classes with
few intermediates. For instance, there may be a number of quite strong
interactions and a number of weaker ones, but few in between; or the
activities going on in the system may be classified into very fast ones and
very slow ones, again with few intermediates. If you found yourself
confronted with an army with a strange uniform, whose insignia of rank
you did not understand, you would find, if you were allowed to observe
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things, that there was some individual who would spend five minutes
deciding that B company would advance along that road, accompanied
by X battery of artillery; and B company and X battery would spend the
next couple of hours trying to do so; while this person had gone on in
the next five minutes to say that a squadron of fighter bombers would
carry out a raid lasting for four hours on some other target and, long
before they had done that, would order the tanks to do something else.
He would be acting on a time scale much faster than that of the people
he was interacting with. This would be good grounds for saying that he
was higher up on the hierarchy, at a level above, capable of and em-
powered to give orders to and delegate responsibilities to, the people at
the levels below.

The different classes of interactions need not always be connected
with time scale. If you look at all the cells in the body of an animal, you
find that they fall into groups with strong interactions between those in
the same group (for instance all the kidney cells in the kidney, or all the
liver cells in the liver), and much less interaction, though still some,
between the kidney and the liver cells. You could then say that the cells
were arranged in a hierarchical organization, with organs such as kidney
and liver forming a higher level, and the cells grouped under these
various organs making up the level below. If one wants to ask, for
instance, is a city a hierarchical organization?, one would have to look to
see if one could detect important activities and interactions which fall
into contrasting groups of intensity or time constants (I doubt if one
would find many; I do not think that cities are hierarchically organized
in their activities, though they may often be in their administrative
apparatus).

It is essential to remember that hierarchies, in the sense they have
been discussed here, are only descriptions of structure; they do not
imply that ‘lower levels’ in the hierarchy are ‘lower’ in all the possible
senses of that word. For instance, it is clear that some special functions
may be delegated to members of a fairly low level in the hierarchy (e.g.
to a colonel or a captain in an army), and he may then have full respon-
sibility for that particular task. Again, members of a low level (e.g.
dustmen or workers in a sewage plant) may carry out functions on which
all the higher levels are quite dependent. The whole subject of how a
hierarchically organized human association works — what is its strategy,
what its tactics, and who gives orders about what? — is one of the major
preoccupations of the important subject of Management Science.

Simon has brought out one of the reasons why organization into a

50




hierarchy is both so useful and so usual; he puts it in a parable about
two watch-makers, Hora and Tempus, both of whom produced very
fine, accurate watches. But Hora had designed his on a hierarchical
scheme; he could put together ten components into a stable sub-
assembly, which he could leave aside for a time; then he could put
together ten different sub-assemblies into a major part; and finally ten
major parts into the whole watch. Tempus hadn’t planned it that way.
His watch had a thousand parts, just as Hora’s did. But he had to get
them assembled all at one time; if he had got only half of them put
together, but then had to stop work for a bit, they rapidly fell apart. And,
of course, producing such good watches, they were both very often
called on by customers, and had to stop what they were doing at the
moment, to serve them or take orders. So Hora found the interruptions
a bit of a nuisance, but they never set him back more than a ten-stage
operation; but poor Tempus found it practically impossible to complete
a watch at all; he might have got it to stage 950, when the telephone or
the doorbell rang, and by the time he could get the customer out of his
hair without losing his custom, the watch might have fallen apart down
to stage 250 or even worse.

This is, of course, no more than the rationale on which Henry Ford I
made his fortune, and saddled the modern world with the materially
enriching but humanly brutalizing hierarchically organized assembly
lines of mass production. It is a method that works; but its price is a bit
stiffer than you might guess at first sight. But hierarchical organization
has, in fact, been adopted by an extraordinarily wide range of natural
systems.

B. Other Types of Order

There are many types of organization in which the component elemen-
tary units are not related to one another in a strictly hierarchical order,
but in some more complicated way. The structure cannot be
represented by a simple hierarchical tree diagram as in the drawing
4a.1; but, as we shall see, one can often show it as a somewhat modified
tree. There are also other ways of making diagrams of these structures
which look rather odd at first sight to older people, although young
children are now often taught about them in elementary schools which
teach the ‘New Maths’.

It will be well to begin by considering an organized structure which is
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not changing; neither the structure as a whole, nor its component parts,
alter as time passes; but the units have certain relations with each other,
and we want to express these in a way which makes it easy to get a
general grasp of how the whole thing is put together. Take as an
example an organized complex made up of five elementary units, a, b, ¢,
d and e, which may be anything from, say, individual people who are
related by bonds of friendship at various degrees of intimacy, or towns
at various distances from each other, all the way up to such complex
factors as population, food, pollution, natural resources, capital invest-
ment, etc., whose relations with each other constitute the ‘organization’
of the World Problem.

Obviously we cannot say much about the structure of the organiza-
tion unless we know something about the strength of the relations or the
interactions between the units. Obviously also, we shall never know
enough about these strengths. We shall always, or at least should always,
be trying to discover more. What we are concerned with here, however,
is the most convenient way of expressing whatever we do know at the
present time.

The most complete way of expressing this information is to list the
five components a, b, ¢, d and ¢ along a horizontal line and also ver-
tically, and at each square where say the 4 column intercepts the ¢ row,
write down some figure indicating the strength of the interaction be-
tween b and ¢ (where the » column meets the b row, we can insert some
sign indicating identity). This will give a table or ‘matrix’, made up of a
lot of figures, like the charts of distances between towns, e.g. in the
Automobile Association handbook.

a b ¢ d e
20 o8 41 29
20 x 41 2:9 19
o8 41 x 31 1o

41 29 31 x 39
2:9 19 10 39 x

N QS S8

FI1G. 4b.1

It is difficult for anyone who is not an arithmetical genius to get much
sense out of it merely by inspection. One first step to making it more
comprehensible is to forget about being really accurate and to group the
figures into a few classes. Sometimes it is good enough to simplify really
drastically, and simply say that a given pair either does interact enough
to count or does not intereact enough to count. Or one might be a bit
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more informative, and say that it interacts strongly, or it interacts
weakly, or does not interact; or one can have a still more detailed
classification including identity (5), strong (4), moderate (3), weak (2)
and very feeble (1) interactions. Then the table above turns into:

a b c d e
a R s shou Bl
b e et S Seal
¢ R e e R
d ¥ & 3 5 4
e i 3 1 4 5

Fi1G. 4b.2

It is clear that although these simplifications may make the systems a
bit easier to comprehend, it will involve making the picture less accur-
ate. We are losing information in order to gain comprehensibility.

The next step to making the picture more easy to grasp is to rearrange
things to bring out any natural groups there may be in the system.
There are several ways of doing this, each with its own advantages and
disadvantages, and some with more visual impact than others.

One visually appealing way is to represent the strengths of interac-
tions by tones, or sizes of dots, instead of numbers. Thus one could turn
the table above (which classifies relations in five ways) to a pattern of
tones or spots like the figures 4b.3 or 4b.4. This in itself does not seem
to make the picture much more easy to understand.

However, we could then try to rearrange the rows and columns in
such a way as to produce a more comprehensible pattern. For instance,
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the rearrangement in 4b.5 or 4b.6 produces a dark area at the top left
occupied by the three members, A, E, D, and another at the bottom
right where there is strong interaction between the members B and C.
For instance, if A, B, C, D and E were people all acquainted with each
other A, E and D would be one group of specially close friends, and B
and C another. The trouble about this procedure is that it is not always
obvious how to rearrange the rows and columns to produce the most
clear-cut patterns.

5 E B B .C
A R S D R
E . san AN SR
D 4 WS B F o
B 2 s Fed g g
C I B §F v g

F1G. 4b.5
A 8 C D E

Another way to exhibit the relations in a visual form is to turn them
into a ‘tree diagram’ or ‘dendrogram’. This has the effect of showing the
structure as a modified hierarchy, with some gaps and jumps. To do
this, the five components are written in a line at the bottom and the
appropriate ones are connected together at successively higher levels,
indicating interactions, of strengths 4, 3, 2 and 1. Again the diagram
would be simpler if one could find a suitable arrangement into which to
place the elements in the lowest line. It is usually best to start by
grouping together those which interact most strongly (4b.7). In this
example, a and d, d and e, and b and c, all interact at strength 4.
Furthermore we may notice that d interacts more strongly with b and ¢
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Level |

Level 2

Level 3

Level 4

a e d b c
FiG. 4b.7

than a and e do. It is fairly simple, therefore, in this case to see that the
best arrangement will be put to a, e and d in one group and b and c in
another, and to have d next to b and c. Thus a good order to try will be
a, ¢, d, b, c. Now in the line above, representing Level 4, we can connect
aand d, e and d, and b and c. At the next Level, 3, we have to make a
channel of communication between a and e (this in the diagram also
makes another roundabout connection between € and d, but as there is
already a shorter connection between them at Level 4, this does not
signify). At this Level we also have to connect b and ¢ with d. At the
next Level, 2, the only new connections to make are between b and a
and e. Finally at Level 1 we will have to establish a connection between
cand a and e.

The way to use such a diagram is as follows: if we want to know what
is the relation between b and say d, we have to discover to what Level in
the tree we have to go before we find a bridge to get across from one to
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the other. In this case it is at Level 3. If we want to get from btoaor e
we have to go up to Level 2.

Another way of drawing exactly the same information as there is in a
tree diagram is to make what is called a Venn diagram. In this compon-
ents are written down not in a line, but in some suitable arrangement on
the page. Then outlines are drawn enclosing the ones which interact
together, the heaviness of the line corresponding to the strength of the
interaction. So we shall draw heavy lines around the pairs A and D, E
and B, and B and C. Next we draw a thinner line round the groups
which interact with strength 3 or more. This gives the two groups, A,
D, E and B, C, D. Then with a still thinner line we surround A, B, D, E,
which interact with strength 2 or more. And finally with a thinner line
still we bring in C which includes interactions at strength 1 (4b.8).

FiG. 4b.8
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These methods of making diagrams of the relationships are useful in
so far as they stimulate the imagination, and help one to get a ‘feeling’
for the situation which will allow one to see how to go further into it.

The diagrams are still obviously very complicated. The only way to
prevent this is to leave out some more of the information in the original
table. For instance, instead of using four categories to measure the
strength of interaction (strong, moderate, weak and very weak), we
might use only three, lumping the very weak along with the weak. We
should then simplify our tree diagram and Venn diagram to 4b.9 and
4b.10.

If we went down to only two classes (strong and weak), now lumping
the moderate ones with the strong ones, we should get the figures 4b.11
or 4b.12. These are getting quite easy to understand, but unfortunately
they do not tell us very much about the system in detail.

Level |

Level 2

Level 3

a e d b ¢ Fi1G. 4b.11 FIG. 4b.12
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Another way of forming a mental image of the system, which is
stimulating to the imagination of people who like to think of solid
structures, is to regard the lines in the Venn diagram as contour lines on
a map, and use them to build up a ‘mountain’, whose three-dimensional
shape would then incorporate the information in the Venn diagram.
This can be done quite straightforwardly if we have used a lot of
simplification to get a tree diagram like 4b.11, and a Venn diagram on
which the loops at any one level do not intercept.

a d e b ¢

Fi1G. 4b.13

If we have used less simplification, and Venn loops of a given level
intercept one another, we have to be content with less precision in
making the mountain. With a bit of fiddling it is often possible to model
a three-dimensional structure, which gives quite a good overall picture
of relationships (4b.14 is an attempt to visualize 4b.10 as a mountain).

There is still another different way of giving visual form to the
relationships such as those set out in the table we started with. This is to

FiG. 4b.14
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write down the five elements, a, b, ¢, d and e on the page rather as one
did for the Venn diagram, then draw lines between those which are
related to one another. If we are using several grades of relationship, we
can use thicker lines for strong relationships and thinner lines for weaker
ones. We then get what is called an association graph, 4b.15, a
methodological tool which has been much used by those planning build-
ings or cities.

FiG. 4b.15

It would be particularly useful if one could ‘scale’ such diagrams.
That is to say, arrange the five points so that the distances between them
are inversely proportional to the strengths of their relationships, so that
the closely related ones are near together and the weakly related ones
farther apart. This is just what an architect would like to do when
planning a group of buildings. Another group of workers who would be
very interested to develop such methods are people studying the natural
grouping (species, genera, etc.) of animals and plants based on the
characteristics of the organisms, rather than on their supposed
evolutionary history.

Unfortunately it is not always possible to carry out an accurate scal-
ing. For instance if you have only three elements, a, b and c, it might be
that the relationship between a and b will be say 2, and between a and c,
3, but between b and c, perhaps 20. This might be so, for instance, if a
was a central city, b and c suburbs and you were measuring the time of
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travel between them. Clearly one cannot place three points on a plane so
that the distances between them are 2, 3 and 30. You cannot have a
triangle unless the length of the longest side is less than the sum of the
lengths of the other two sides. Sometimes one can get out of such
difficulties by changing the character one is measuring. In this case the
interesting relation between the city and the two suburbs might be
brought out sufficiently if we measure not lengths of time of travel, but
the number of trips people actually made between the three pairs of
points. You would presumably find a lot between a and b, and between
a and c, and quite few between b and c, and it might be possible that
these figures could be plotted on to a properly scaled diagram.

Procedures for scaling, or trying to scale, sets of relations may become
rather complicated. I will discuss them a little more, but I would advise
those who have no sense of mathematics that they will not lose much if
they skip the rest of this section.

It is not possible to scale, accurately, the association graph of the set
of interactions we have been using as an example. If the points a, b, c, d,
e, were to be set apart by the reciprocal of the closeness of interactions,
the distance should be as in 4b.16.

a e d b
4/3

I
2 2 43
4 4 43 1

o oo o

F1G. 4b.16

It is quite easy to arrange a, d and e at the right distances apart
(4b.17). Then b and c¢ should be one unit apart, somewhere along the
circle bed, which is defined by their distance from d; but then b should
also be on circle ab to get the right distance from a, and also on circle eb
to be right with regard to e; and it cannot be both. One would have to
accept some compromise, putting b perhaps at B’, a bit too near a and a
bit too far from e. There are even worse difficulties about c. It should be
four units away from both a and e, and this would take it right off the
diagram. The best one can do is to put it as far as possible beyond the ab
and eb circles, without letting it get too far away from d.

In general, however, one simply has to accept that in any complicated
situation completely accurate scaling is likely to be impossible. Various
methods have been worked out for estimating the degree of distortion
which any given scaled diagram imposes on the actual data. There are
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F1G. 4b.17

also methods for using a computer to calculate the best possible scaling
that can be made from a given set of data on to, say, a flat sheet of paper,
or possibly as a three-dimensional model. However, this is only for
really professional purposes where a high degree of quantitative accur-
acy is required. Fairly rough and ready scaled association graphs
prepared with nothing more elaborate than common sense and a bit of
trial and error often give one quite a good mental picture of a com-
plicated set of relationships.

To give an example I’ll quote one given by Philip Tabor. This
showed the relationships between twenty-one departments in a fairly
large town hall, the relationships being measured by the number of trips
and messages that passed between them. The actual figures are given in
4b.18. From these you can make a scaled association graph which is not
too badly distorted and which comes out looking like 4b.19.
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This shows clearly the particularly close relationship between 1 and 8
and 1 and 2; while between 2 and 8 it was rather less, but still quite
strong (1 was the Town Clerk, 2 was the Treasurer and 8 the Estate
Surveyor).

Finally, one can use such a scaled association graph as a basis for a
Venn diagram if one makes a simple one with non-overlapping contours.
It comes out looking like 4b.20, and that can be turned into the moun-
tain 4b.21.




5 Processes in Complex Systems

We have so far been considering the structure of systems in which,
although things are going on, the system itself remains the same as time
passes. We now have to consider systems which alter with the lapse of
time.

Time is of fundamental importance in two ways. For one thing, it is an
essential part of reality. Everything real lasts some length of time,
changing more, less or inappreciably, as time passes. An instantaneous
moment is an abstract notion, sometimes useful but never real. As
Whitehead remarked, the present is really the fringe of memory tinged
with anticipation. Then, again, any attempt to influence the world has to
act on the processes which are going on. Temporal change is the basic
medium of all activity, including our own. For both these reasons, an
understanding merely of the structure of a complex system is not
enough; we must try to understand it as an inter-related set of processes.

A. Open and Closed Systems

A first important distinction is between closed and open systems. A
closed system, as the name implies, is one that is entirely contained
within some envelope through which nothing passes either inwards or
outwards. All changes go on within the bag which insulates the system
from the rest of the world. In an open system, in contrast, things pass
into the system from the outside, are processed, and something else is
extruded outwards again.

The conventional mechanical dynamics which are usually taught in
school — balls rolling down inclined planes, levers, cog-wheels, bodies
colliding with each other, or billiard balls bouncing off cushions, and all
the rest of ‘Newtonian mechanics’ — really applies to closed systems
only. The great laws, of the Impossibility of Perpetual-Motion, and the
Second Law of Thermodynamics, that things always tend to become
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less well ordered, are laws of closed systems. But nearly all the systems
one has to deal with in the real world are open systems, because they are
really part-systems. The only completely closed system is the universe
as a whole, and it is only a few astronomers who have to think seriously
about that.

It is quite difficult to think of natural examples of smaller closed
systems, but perhaps a barrel of wine which is gradually maturing, or a
cheese which is ripening inside an airproof container, would be
examples. Since any sort of change requires some energy, the closed
system can only undergo change if it includes a stock of energy-yielding
material which can be gradually utilized. It is the sugar in the grape
juice which supplies energy for the fermentation processes in the matur-
ing wine. Even ‘Space-Ship Earth’, which we are often advised to think
of as a body completely isolated in space, dependent only on its stores of
enclosed energy, is actually all the time receiving a very considerable
supply of energy from the radiation of the sun. Animals, plants, human
society, ecosystems and so on are obviously open systems, since they
always receive inputs of food or other sources of energy, and raw mater-
ials of various kinds; and produce various kinds of wastes and artefacts.

B. Growth

The word ‘growth’ is often applied to almost anything which increases
in size with the passage of time; and we have only to admit the possi-
bility of de-growth or negative growth to apply it also to systems which
get smaller as time passes. Change of size with time is such a common
phenomenon in human, social or economic affairs that it is necessary to
have some notion of the ways in which it can be described. These can be
most precisely and neatly expressed in mathematical language; but the
basic ideas are quite simple, and can also be expressed without much
difficulty in ordinary English; it will become apparent that the mathe-
matical symbols, which at first sight scare off some people who have
got into their heads the foolish notion that mathematics is too difficult
for them, are really quite simple to understand.

Growing things may be of two kinds. They may be populations,
whose size can be estimated by counting the number of individuals in
them; for instance, people in a nation, or bacteria or other cells in a
culture. What increases, then, is the total number of countable
individuals. Alternatively the growing system may be a continuous
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mass, whose size has to be estimated by weighing it or measuring it; in
this case the thing that increases is the number of units of weight or
units of measurement. In discussing the basic ideas about growth there
is usually no need to make this distinction explicitly. We shall refer to
both these measures of the growing system as measures of its size.

The simplest form of growth is one in which the system increases by
a certain amount in each unit in time. That is to say, the rate of growth is
constant. If, for instance, at the beginning of the process we take the size
of the system as x,, then after a time ¢, its size will be x, + k¢, where £ is the
amount added in each unit time. This is what happens when a series of
equal-sized drops of water fall from a leaky tap into a bucket placed below it.

In living systems growth of this sort is rather rare. Instead, the
amount of new growth is usually very much dependent on the amount
of the growing system which is already in existence. For instance, the
number of children born in a population depends in some way (not
always a very simple way) on the number of existing individuals who
can act as parents. The simplest situation of this kind is one in which
the rate of growth (i.e. the amount added in unit time) depends directly
on the size of the system already there. This would be so if in a human
population everyone got married, and each pair of parents always
produced a certain number of children (say four), all of whom lived to
maturity to become parents in their turn. Another example would be a
fattening calf which always put on a given fraction of its existing body
weight during the course of the next twenty-four hours.

Exponential Growth

This sort of growth is known as exponential growth. Another way of
expressing it is to say that the absolute size increases exponentially. This
name is derived from the mathematical expression of the situation. If
the size of the system is called x, and the rate of increase in size is

written either asf::,ﬁ (i.e. the difference in x which occurs over a very
t

short time dt) or something even more shortly as x. If this rate of
dx
dt
= kx, where £ is the constant of proportionality. From this equation it
follows mathematically (though we do not need here to go into why this
is so) that at any given time, ¢, the size ¥ = xp¢*’ where x, is the initial
size from which the system began. The word exponential refers to the fact

increase is directly proportional to the size we shall have the equation
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that in this formula time, 7, comes in as a power of the number, e, as 2
comes in as a power written above the line in the expression 2.

This type of growth has some rather remarkable properties, which
can most easily be seen by drawing a graph of the relation between size
and time.

FiG. 5b.x

| Drawing 5b.1 shows the growth of a simple exponential system. It
starts with one unit at time t;; at time t, it adds something of the same
size itself, i.e. it adds 1, or doubles itself. By time t; it adds on another
piece at the same size as it is, i.e. doubles itself again. Thus it grows
from 1 to 2 to 4 to 8, 16, 32. The amounts added in each interval get
larger as the system itself gets larger. It will be seen that the absolute
size seems to be getting larger at a faster and faster rate. This is neces-
sarily so since the rate at which it increases is proportional to the size
itself, so that if that gets bigger the rate of increase must also get bigger.

One peculiar consequence of this is that, once the process has been
going on for some time, the rate of increases becomes so fast that it only
takes a short period for the system to add on to itself as much as
everything it had contained in the past. Consider for instance a popula-
tion of an annual plant in which at the end of each season each plant
produces two seeds which give two plants in the following season.
Starting from one plant the numbers in the population go 1, 2, 4, 8, 16,
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32, 64, 128 ... If you care to add up to the total number of plants that
had ever been in existence up to and including any particular genera-
tion, say that in which there were 128 individuals, you will find that the
total of the previous generations amount to 127. Thus in such a system
you could always say that of all the plants there have ever been, more
than half are alive at the present time. This sort of argument is often
used, either to spread alarm and despondency, or alternatively in a
boastful way, about situations in human populations (of all the scien-
tists, or artists, or houses, or automobiles, or crimes of violence, etc.,
etc., that there have ever been, more than half happened in our lifetime).
This is a simple consequence of exponential growth — if exponential
growth really occurs for very long, which we shall see is very doubtful.

Compound Interest and Discounting the Future

One of the most widely known examples of exponential growth is money
put out at compound interest. You lend £100 at 6 per cent interest, and
at the end of the first year you have got £106; at the end of the next year
you get 6 per cent not on the £100 but on £106, and so on. A reasonably
accurate formula for what will eventually happen is the ‘Seventy Law’. If
the rate of interest is X per cent, the sum you have invested will have
doubled in 70/X years. At 10 per cent it will have doubled in seven years; at 6
per cent it will have doubled in somewhat under twelve years; and it will go
on doubling again every seven or twelve years as the case may be.

This is fine if it is your own money. If you can lay down £100 and get
a steady 6 per cent on it, in 100 years this will have doubled a bit over
eight times and will be getting on for £26,000. A nice little nest-egg for
your great-grandchildren.

It is probably more important to appreciate how the system works in
reverse, as it were. Somebody starts building a factory, or undertakes
some other long-term exercise, which in, say, thirty years is going to be
causing pollution to which society has by that time woken up, and which
it will want to control. Say it would cost £100,000 to install the extra
mechanisms required to deal with the danger of pollution. If the firm
building the factory is not going to be obliged legally, or by some other
social pressure, to provide this purification plant until sometime about
thirty years in the future, it can’t possibly afford (in straight financial
terms) to build it into the plant from the beginning. Thirty years hence,
£100,000 will represent only about £20,000 now, at say 6 per cent
compound interest; and that is clearly not nearly enough to build the
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required machinery. If, instead of spending the £100,000 on building
the purification plant into the factory, where it won’t be demanded of
you for thirty years, you invested it in something else at 6 per cent, it
would have doubled more than twice and be worth nearly £500,000
before you were called upon to provide the anti-pollution facility. The
financial system is such that people are compelled to discount (i.e.
neglect) the future, at a rate which is an inverse of an exponential
growth rate. It forces on everyone a very short-term point of view. This
has been one of the main reasons why our technological advances have
landed us so far in the soup; and it presents one of the major difficulties
in seeing how we can plan more sensibly for a reasonably long-term
future.

Accelerated Exponential Growth

This is simple exponential growth; but there can be, and often are, even
more accelerated types of growth, which one might call second- or
third-order types. One sort of second-order growth would be if the
fraction of the existing system added on after each interval itself
increased, as for instance in a human population in which health condi-
tions were improving so that more of the babies born survived. In the
example drawn in 5b.2, it has been assumed that the factor of increase
after each interval increases by 1 at each step, so that they go 2, 24, 3, 33
... This results in the numbers in the system being 1, 2, 5, 15, 523 . . .
instead of 1, 2, 4, 8, 16 ... as they would be with simple exponential
growth.
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FiG. 5b.2
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Another type of second-order acceleration is produced if each unit in
the system is growing larger at the same time as the system is growing in
numbers; for instance, each person in a population is demanding more
and more of something, such as steel, as time passes. In 5b.3, the
numbers in the population grow in a standard exponential way, 1, 2, 4,
8, 16 ... but each individual’s size is enlarged by 50 per cent at each
StEp;going: Iy 1°5.:2:25- 81375 . ..

IS
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FiG. 5b.3

Of course, if one puts two second-order exponential growths together,
to get a third-order system, it grows with enormous acceleration — this is
what is happening, for instance, in demands on resources, in many parts
of the world today.

Limits to Growth

Another very dramatic result of exponential growth occurs when it
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happens in some system which has natural limits that will eventually
bring it to a stop. There is a well-known story of a farmer who noticed a
water-lily on his pond, which doubled its size every day. To start with,
of course, it covered only a very small area of the pond, and the farmer
said to hell with it. Eventually it got quite big, and covered a fairly
sizeable area, but the farmer said, ‘Oh well, I won’t do anything about it
until it covers half the pond.” But when it did cover half the pond, how
long had he got to cope with it? — exactly one day, of course. The crunch
comes very fast under such circumstances. It comes even faster in the
still more realistic situation in which the growing system removes some-
thing necessary for its growth from the environment, so that the envir-
onment is effectively getting smaller as the system is growing. Then the
crunch between the rising size of the system and the decreasing size of
its container comes even faster. This is the kind of situation which some
people have supposed to apply to man’s use of the limited raw materials
of his Space-Ship Earth.

Drawing 5b.4 shows a situation in which a population is growing
exponentially, and using up natural resources from a fixed stock at a
constant rate per person. Obviously, eventually they will have used up
all the resources there are; the only surprising point to note is how
rapidly the situation deteriorates towards the end.

FiG. 5b.4
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Clearly if resources are given once and for all, they must eventually be
used up, however slowly they are consumed. It is only possible to
achieve a stable system which can carry on indefinitely if new resources
can be produced and added continuously to the initial stock. Then the
system can become stable when resources are used at the same rate as
they are produced. Drawing 5b.5 shows an example of what will happen
if a population uses up its initial stock of resources much faster than
they can be replaced. There will be an upsurge of numbers while the
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initial stock is being used, followed by a rapid fall back to the numbers
which the continuous production of resource can support.

As implied by the last two examples, exponential growth can go on
indefinitely only when there are infinite space and raw materials avail-
able for it. This is never the case in the real world. Growth has been
most fully studied in biological systems consisting of cells of animals or
plants. The simple situation of exponential growth is an ideal which is
really very difficult to achieve in practice. It is not only that growing
systems soon begin to be limited by the size of the container — that is,
the amount of space and raw materials available to it — but there are two
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other factors. The system is bound to produce a certain amount of waste
products which it cannot itself utilize, and which in fact are likely to be
harmful to it. Then again, the mechanisms of growth, by which the new
materials are brought into being, tend to wear out and become less
efficient as time goes on.

If we look at the actual growth that one is likely to find in a real
biological system, what we see is a curve much more like 5b.6. There is
often a short period at the beginning, known as the lag phase, in which
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the system is adapting itself to its new surroundings. Then it may grow
for a time exponentially. This period is commonly known as the log
phase, because it is a mathematical consequence of the exponential
formula, that the logarithm of the size appears as a straight line
when it is plotted as a graph against the time. This has been done in
5b.7, and the log phase is quite recognizable as the straight line part, on
the left. But eventually the rate of growth begins to slacken, the curve of
size begins to rise less steeply, and then turns over and becomes flat. If
it had gone on indefinitely in exponential growth the graph of the size
would have been J-shaped. In practice it is nearly always S-shaped,
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because if the system is in any finite container it is bound to generate
forces which will slow up the growth and prevent it from going on to
infinity.

These forces may under some circumstances act, as it were, gently, to
produce a smooth transition from the exponential rate into a slower rate
and an eventual stationary situation. Quite often, however, they will act
in a way which one might consider less well balanced. A system may for
a time grow bigger than the environment can continue to sustain, and
will then undergo a period of rather vigorous de-growth (see 5b.8); there
may in fact be several oscillations, of periods of growth followed by
periods of de-growth, before it settles down to a stable size which the
resources of the environment can maintain indefinitely. It is the possi-
bility of such transient oscillations which has been one of the main sub-
jects of study by Meadows, Meadows, Randers, and Behrew in their
book The Limits to Growth for the Club of Rome.

There have been many attempts to find a suitable mathematical for-
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mula to express the S-shaped curve; but although the turning over of
the curve at the top right is always produced by some sort of limitation
in the environment, or by a gradual wearing out of the growth machin-
ery, in practice it takes so many different forms that no one formula is
appropriate in all cases. It is perhaps worth mentioning just one of the
best known of these formulae, which is derived from the idea that the
growing system depends on a store of some natural resource which it
uses up at a rate proportional to its own size. This is what is called the

‘logistic’ form of growth, which gives an S-shaped curve with the rather
1dx

complicated formula = a — bx. It often provides quite a good

X dt
description of many biological systems, but by no means all of them.

Differential Growth

We have so far spoken as if the growing system were homogeneous, that
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is to say, all of one kind. But most growing systems have a number of
different parts, and these parts may grow at different rates. For instance,
different sections or groups in a human population may have different
reproductive rates or death rates. The numbers of people in different
types of employment may grow at different rates, depending on the
development of industry and so on. There is no point in going into all
the complexities that may arise; but there is one relatively simple
system, which often happens in biological entities and may have some
application in human affairs also. This is one in which the growth rate
of one part is a more or less constant multiple of the growth rate of some
other part, or of the whole. This produces what is known as ‘hetero-
gonic’ growth. It occurs, for instance, in an animal which possesses
particular organs which grow faster than the rest of the body (e.g. 5b.9).

FiG. 5b.g

The antlers of deer are often cited as examples; the bigger the body of
the deer, the disproportionately bigger will be the antlers. A few mil-
lennia ago there was a giant elk inhabiting Ireland. Its evolution seems to
have been in the direction of becoming a larger and larger animal,
possibly because the males fought with one another to capture females.
By the time it became extinct and disappeared from the scene, the fully-
grown animals had become very large; and this meant that their antlers,
which grew in a heterogonic relation to the rest of the body, had become
really gigantic. It is often suggested that it was the overdevelopment of
these antlers, whose size rendered them a genuine handicap, that led to
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the extinction of this species. Perhaps we are seeing something rather
similar in the development of motorways and parking places in the
centre of cities; they are increasing in area so much faster than the rest
of the city that they seem to be in danger of usurping the whole space,
leaving nowhere for the houses and offices to go.

When different parts of a biological organism grow at different rates,
the situation is often better described, not by dissecting the animal into
separate organs and considering the growth rate of each one of these
separately, but rather by saying that there are one or several gradients of
growth. When a human baby is born its head is disproportionately large
and its legs disproportionately small, compared to the relative sizes they
will have when the child is an adult. During childhood, however, there
is a general gradient of growth, so that the lower end (the legs) is
growing fastest, and the upper end, the head, is growing slowest, and
therefore the proportions of the body gradually change (5b.10).

Fic. 5b.10

When one compares the adult forms of closely related species, one
often finds that the shape of one could be changed into the shape of the
other, if one were to suppose that different systems of growth gradients
had been involved in the development of the animal. One way of exhib-
iting this is to draw the outline of one of the animals in a straightforward
rectangular grid; then, if this grid is stretched or bent as though it had
been drawn on a sheet of rubber, it can often be converted into another
grid into which the shape of the other species would fit. This is
sometimes a useful way of comparing complex shapes, as in 5b.11, to
supplement the other methods discussed in Chapter 3.
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In the last few paragraphs we have considered growing things consist-
ing of different parts, which may grow at different rates. When
biologists have really tried to get down to considering the growth of an
animal or plant in detail, they have had to realize that the growing
system is always heterogeneous in a much finer-grained way than these
considerations of overall shape and total weight imply. For instance the
humans who are drawn in 5b.10 in outline really consist of bones,
muscle, intestines and a whole lot of other parts; and each of these parts
is made of innumerable cells of different kinds. Some cells may grow by
actually increasing the amount of living substance; but others may
increase in size by laying down deposits of mineral substances, such as
the calcium carbonate of bones. Or again, they may swell merely by
absorbing water.

Any discussion on overall growth simply obscures these actual details
of what is happening. If one wants for some reason to talk of overall
growth, then one must be content with some more or less arbitrarily
chosen indéx, in which the various detailed components are com-
pounded in a reasonably satisfying way. For instance, one may talk of
the increase in dry weight; in this the complexities due to absorbed
water are avoided, but the index will include deposited non-living min-
eral material like calcium carbonate in bones or shells.

A very similar problem arises when we talk of the growth of the
economy. The best one can do, to give an overall index of it, is to adopt
some arbitrary formula in which all the components are compounded in
some way that seems sensible for the purposes in hand. The Gross
National Product is the formula usually adopted, but, like the dry
weight of an animal, it takes into account certain aspects of the situation
but leaves out others; and the question must always be asked whether it
reflects adequately the factors in which we are most interested in a
particular context.
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6 Feed-back in Systems

A. Sequences

In most of the open systems in which one is likely to be interested, the
entering materials (the inputs) are processed through a number of stages
before they finally emerge again as production or waste (the outputs).
The most important ideas we need for thinking about complex systems
are notions concerned with such processes and their interactions.

To start with the simplest case: consider a system in which there is
only one input, and this is operated on in a sequence of steps from, say,
A to B, to C, to D, to E, until it finally comes out of the system again as
a product F. Even such a simple sequence of processes has some quite
interesting properties. One can perhaps most easily picture them by
using the analogy of water flowing into the system through a pipe into a
container A from which it can flow out again through another pipe into
a container B, then on through a series of pipes into containers C, D and
E, where there is the final pipe leading to F (6a.1).

The amount that flows per minute from container C into container D
depends both on the diameter of the pipe connecting C with D, and also
on the head of water in C. Suppose that we have a set-up with a series of
containers connected by pipes of different diameters, and a certain
inflow into A to start with. It is clear that, provided the containers are
tall enough, they will each fill up to a given level which is just sufficient
to push incoming water out again, through the outlet pipe; the smaller
the outlet pipe, the higher the head of water will have to be. When a
system has been running for some time (and, as said before, provided the
containers are tall enough), the whole thing will have settled down at
appropriate levels in each container which will not alter thereafter
provided the input remains the same.

If the input into A is increased or decreased then, of course, levels in
all the containers would have to alter in an appropriate way to maintain
the steady flow. When the system has settled down to deal with any
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Fi1G. 6a.1

particular rate of input into A, it is said to have reached a stationary
state. It is not, of course, stationary in the sense that nothing is happen-
ing — the water is flowing through it; but it is stationary in the sense that
the level in each of the containers remains the same as long as the input
is unchanged.

It is interesting to consider what would happen if we suddenly
throttled down one of the pipes, say that between C and D (6a.2). What
will eventually happen is clear enough: the water in C will rise until it is
high enough to push the rate of flow through the narrower pipe into D
so that it delivers the same amount per minute as it did before. Thus if
the inflow remains constant, the outflow F will again be the same as it
originally was, and all that will have changed will be the level of water in
container C.

This situation is a simple example of a phenomenon often referred to
as ‘buffering’ (a piece of technical jargon drawn from chemistry). In
steady-state conditions the rate of outflow from F is buffered against
changes in the diameters of the pipes connecting the various vessels —
unless, of course, one pipe is so narrow that the head of water required
to make the flow go fast enough through it is higher than the container it
leads out of, in which case the system will eventually break down and
this container will overflow unless the initial input at A is reduced. This
character of ‘being buffered against certain types of change’ is one of the
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most interesting properties of systems and processes. From the practical
point of view, some of the most important properties of systems, as we
deal with them in real life, are the kinds and limitations of stability in
their behaviour.

Note that the buffering we have considered so far concerns the condi-
tion reached when the system comes back again into a stationary state
after a disturbance such as a narrowing of one of the connecting pipes. A
number of changes may go on, some of them rather unexpected, before
the new stationary state is reached. These changes are known as ‘trans-
ients’. In practical affairs they also may be very important, particularly
when one is dealing with long-life systems, such as human populations.

Positive Feed-back

The analogy, or model, of water flowing through a system which con-
sists of fixed tanks and pipes is, of course, much too simple to represent
most real living systems, in the biological or human or social worlds. In
living things what we have compared to tanks and pipes are themselves
manufactured within the system. Some of the initial input is used to
make the tanks, and the controlling pipes connecting them, which other
portions of the input flow through. In a living cell, for instance, part
of the nutrients, oxygen and so on, taken in from its surroundings,
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FIG. 6a.3

is converted into enzymes which control the rates at which another part
of the input is converted into substance A, then B, C, D and so on.
These enzymes therefore correspond to the pipes in our previous
analogy (6a.3).

Since these ‘pipes’ are made within the system, the cell is perfectly
able to bring about for itself a change in a particular rate of flow, so that
an alteration corresponding to what we spoke of as ‘throttling down a
particular pipe’ can be produced internally, and does not have to be
imposed from outside. It is a very general observation, in all systems
from cells through individuals to societies, that such internally produced
changes often occur.

They do so in two different ways which have opposite effects. In one
way, the more there is of a particular component, say D, the faster D is
produced; D affects the earlier stages in the sequence to increase the rate
of flow through them. This is known as positive feed-back (6a.4), and is a
reinforcing type of action. It is clearly closely related to the self-
stimulating type of process which results in exponential, or accelerated
exponential, growth (p. 66), such as the situation in which the more
young adults there are in a population, the more babies get added to it.
But here we are considering the rather different case, in which the
amount of some constituent in a sequence affects some earlier step in the
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sequence, which may involve things of quite a different kind. For
instance, after the number of people in a region of the earth’s surface
grows beyond a certain point, there can be some who are surplus to the
requirement for agricultural work to produce food; and they can start
building cities, and digging irrigation systems, and setting up windmills,
and a whole lot of things which will eventually, through a number of
steps, lead to an increase in the rate of growth of the human population.
Where positive feed-back differs from exponential growth is that in the
former we are dealing with sequences of different steps, and in the latter
with only a single step.

Chain Reactions

Another related concept is the ‘chain reaction’. The idea is a very simple
one; so simple that it would have tempted Sherlock Holmes to say
‘Elementary, my dear Watson.” So you might ask, why give it special
discussion? The answer is that I think most people, much too often, just
tend to forget it or leave it out of account. It is actually one of the most
dangerous, or, if you play it right, one of the most rewarding, of the
processes, dealing with which you have to spend your life.

A chain reaction is one which can occur when there is a sequence of
steps; a goes to b, and b goes to ¢, and ¢ to d, and 4 to ¢ and so on and on.
The phrase ‘chain reaction’ is used when there is a sort of multiplication
at each step; a slight increase in a produces a bigger increase in b, and
that a still bigger one in ¢, and that a really hefty jump in 4. Each step in
the series can (perhaps only after it gets above some threshold value)
open a gate, or turn on a valve, which really lets the next step get going
in a big way.
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It’s not a new idea. The classical statement of it, as far as my reading
goes, was by Benjamin Franklin (in the pre-automobile era):

For want of a nail the shoe was lost,

For want of a shoe, the horse was lost,
For want of a horse, the battle was lost,
For loss of a battle, the kingdom was lost.

But, though it is both simple and old, the idea is of key importance.
And, remember, it works in both directions. Never neglect to consider
that what you are going to do now may spark off a chain reaction
towards Utopia (I wouldn’t bet too heavily on actually finding you get
there), or trigger the first fuse for a succession of ever more devastating
disasters (but a little bit of sense along the way can protect you better
against finishing up in absolute hell than it can guarantee you a smooth
progress to absolute heaven).

Negative Feed-back

But very often restraining influences also arise within the system. It is
by no means always the case that the presence of a lot of D encourages
the formation of more D. Perhaps more often living things behave in a
way which may be called ‘satiation’ or ‘enough’s as good as a feast’.
That is to say, after some point is reached, the more D there is, the
slower new D is formed. This is a negative feed-back (6a.5). It is a
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restraining type of action, and is the basic process that living things rely
on to see that no one of their internal processes runs away and gets out
of hand. It is also the kind of process incorporated into many man-made
controlling devices. If the central heating pushes up the temperature of
a room too far, the thermostat comes into play and shuts down the
central heating, and reduces the input of heat into a room until the
temperature gets back to the appropriate level.
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Biologists make a distinction between two types of negative feed-
back; and in social affairs there are analogies to these two kinds of
process which originally described the level of cells and enzymes (6a.6).

FiG. 6a.6

The first, and in some ways the milder, form of feed-back is one in
which the presence of one component in a chain, such as D, acts in some
way to slow up the flow through an earlier step in the chain, say from B
to C, by as it were throttling down that pipe to some extent. This is
known as ‘inhibition’ — and since we can consider D the end product in
the sequence we are talking about, it is often called ‘end-product inhibi-
tion’.

The second and more drastic form of negative feed-back occurs in
living systems in which the link between B and C (the ‘pipe’, or, in more
real terms, the enzyme which brings about this chemical change) is
actually manufactured within the system out of some of the incoming
materials. The second type of feed-back does not merely reduce the
efficiency of the enzyme between B and C, but actually abolishes its
production, at least until the level of D drops low enough again. This is
‘end-product repression’.

If a factory works very efficiently and produces a large output (of
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automobiles, say), and the workers conclude that the firm is making too
large a profit, so they go on strike for more pay or shorter working
hours, that would be end-product inhibition. But if, instead, they staged
a revolution, sacked the management or destroyed the machine-tools,
that would be end-product repression because they would be not merely
slowing the production process but repressing the machinery of produc-
tion. Similarly, if pupils in a school thought they were asked to learn too
much and decided to work slowly, that would be inhibition; if they
attacked the teachers, or burnt their books, that would be repression.

Inhibition usually produces its effects much faster than repression
does. For instance, if there is a very high concentration of traffic using a
certain road, the traffic flow will be slowed down by an inhibition which
operates almost immediately. Repression would correspond to a situa-
tion in which, by some system of signalling, the traffic density controlled
the flow into that road, for instance by diverting some along alternative
routes. This might be more efficient in the long run, but obviously
would take longer to produce its effect.

B. Networks

One way in which the model we have been using so far is overly sim-
plified, to represent the systems we meet in the real world, is that we
have been talking about a single input which is processed through a
series of changes into a single output. Of course, in most systems, such
as our own bodies, input is of several different kinds — food consists of
proteins, fats, carbohydrates, minerals and what have you, and the out-
put is also of many kinds — more muscle, more kidney, more liver, more
nerve, more excreta. The next step in making a more realistic picture is
to think in terms of something like a tree diagram or dendrogram, such
as we considered on p. 54. That is to say, the input gets parcelled out
into a number of different branches which go off, dividing and dividing
again, into a large number of different end results (6b.1).

But in most actual systems the input does not simply get split up
along a whole set of divergent pathways, like the branches and twigs of a
tree. These branches and twigs are in general not wholly independent
even after they have split apart from each other. Pathways along which
things are processed may have as their major characteristic a tree-like
character, branching down from a main trunk to main limbs, to main
branches, to twigs and so on; but along with this, and sometimes more
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important, are interconnections between the branches and twigs. The
pathways form a network, rather than a simple tree-like pattern (6b.2).

Within such networks there will be the same type of tendencies to de-
stabilize the behaviour (by positive feed-back) or to stabilize it (by
negative feed-back), as we saw in the simple unbranched sequences. If
in such a network one of the channels of communications becomes
constricted, the flow will just go round it, along one or more of the
alternative pathways the network provides. In a single-channel sequence
there is a certain buffering of the final throughput (p. 54); in a network
this may work even more efficiently, and without requiring any very
large changes in the level of storage in the early storage tanks along the
way. Again, the level of some final output may act as a negative feed-
back, repressing or even inhibiting some other link in the network,
which need not be directly on the sequence leading to it.

For instance, in a city the presence of too many cars on the road does
not operate directly to inhibit the production of new cars, or even to
repress automobile manufacture in general, but rather to inhibit some
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other part of the network, such as the tendency of people to move their
houses out of the central cities into the suburbs. To give another
example; in an ecosystem the existence of too many rabbits — above a
certain limit — tends to reduce their rate of reproduction, because they
get in each other’s way and the females ready to bear young are always
getting disturbed by aggressive males, and tend to abort or not look after
their young adequately. But in a real ecosystem, long before these direct
effects begin to be important, it is much more likely that the presence of
such a large number of rabbits gives a field day to the foxes and other
animals that live on the rabbits, so that they increase enough in number
to keep the rabbit population down to a reasonable size. The indirect
negative feed-back loop, number of rabbits through number of foxes to
reduction of rabbit population, is likely to be more effective than the
direct loop, too many rabbits interfering with each other’s reproduction.
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There is in fact what might be called a sort of ‘inherent network-
buffering’. The more complex a network is and the more it is inter-
connected, the more indifferent it is to the severing of any particular
link. This is, however, only a very rough rule. The general theory of
stability of networks is actually very little understood.

Modelling Networks

Ideally, one would aim at specifying all the reactions going on in a
network, measuring their rate and the strengths of the interactions be-
tween them, and then putting these data together into a system of
equations from which one could calculate the response of the system to
any given disturbance. Usually, in practice, it is impossible to make such
a complete analysis. The difficulties are likely to be partly in measuring
the rates of reactions and interactions, and partly that the sheer com-
plexity of the system may make the equations impossible to handle by
normal mathematical methods. The advent of computers has largely
overcome the latter difficulty, since with their great speed at doing
simple arithmetic, they can be programmed to solve even the most
formidable set of equations in a reasonably short time.

But the difficulty of estimating the parameters (rates of reactions and
interactions) can usually only be circumvented in rather unsatisfactory
ways. One can start by using the best estimates and informed guesses
that are available, both about these values and about the structure of
linkages within the network. Then one can try out the response of the
system, as calculated by the computer, against any data about the actual
response which can be collected. In the situations most favourable for
analysis, it may be possible to apply known disturbances to the system,
and to observe and measure its responses; if they are not quite what the
computer predicts, one would have to change either the structure of the
model, or some of the values fed into it, or both, till there was a better
agreement between the computed and actual behaviour.

Another, usually less informative, way of testing a model, is to com-
pare its results with the past history of the system, if one has good data
about this. For instance, in a model of an economic system, whose
history has been recorded in good statistics, one might use the past
twenty years of history to work out, by gradual approximations, a model
and set of values which predict the actual behaviour over that period,
and one would have some degree of confidence that the same model
might foretell how the system would behave in the next few years.
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However, even in a field like economics, in which there are very good
statistics covering quite long periods, it has proved very difficult to make
models which predict accurately for more than a very short time ahead.

One of the main results of such studies so far has in fact been to show
that complex network systems behave in very unexpected ways. Their
behaviour has been described as ‘counter-intuitive’, in the sense that if
one makes some changes to the system with the intention of producing a
certain effect, the actual response often turns out to be something quite
unanticipated. Sometimes these counter-intuitive results occur only in
the short run; they may be caused by some parts of the system ap-
proaching a new equilibrium by an oscillatory path instead of a smooth
path (see Fig. 6b.2), or by some other ‘transient phenomenon of that
kind. But sometimes they are due to a breakdown in some apparently
unrelated but fragile part of the system. To give an excessively simple
example, a throttling down of one of the taps in Fig. 6a.2 might raise the
water level in one of the tanks earlier in the system to the level at which
it overflowed.

It is, perhaps, in the revealing of these unexpected and still little-
understood types of behaviour of systems that the computer models
have been most useful so far; but one may hope that they will gradually
be improved until they are more reliable in predicting actual details of
behaviour rather than merely indicating types of response which one
must be on the look-out for. Chapter 12 is concerned with attempts to
build up this kind of model of the whole world system.

Meanwhile, one usually has to be content, in handling many systems,
with much cruder methods and ideas.

Soft Spots

In most networks, alterations at some places are likely to have more
profound effects on the system than alterations at others; moving one
particular item from a house of cards may bring the whole thing tumb-
ling down, whereas removing many other items may have much less
effect. If one is trying to alter a system which has some inbuilt buffer-
ing, one of the important first steps is to try to locate these ‘soft spots’.
There has been a good deal of theoretical discussion about how to locate
them, or preferably how to measure the sensitivity of each particular
link in the network. The most important result to emerge is that the
sensitivity of a particular link is not a fixed characteristic of it, but
depends on the state of the rest of the network. In some states of the

91



system, the soft spot will be in one place; and in a different state it may
be somewhere else. For instance, in providing housing in a city one is
dealing with a system which involves many components. In some circum-
stances it may be that the practical issue is to provide new sites for
housing in desired locations; in others it may be the provision of capital,
or suitable labour and so on. The contribution of each particular item to
the stability or changeableness of the system changes as the system itself
changes.

C. Lock-in, Schismogenesis and Double-bind

One may find oneself confronted with systems which have no obvious
soft spots. They seem like an iron ring, or a vicious circle, from which it
is impossible to escape. There are some recently introduced ideas and
phrases which are often useful in this connection.

The first is ‘lock-in’. A lock-in is a situation in which in the beginning
component a interacts with a number of other components, b, c, d, etc.,
but the interaction with one of these, say c, sets off a reaction which in
some way tends to confine a’s attention to c; so that as the situation
develops, a comes to be reacting only with c, all his other reactions
having petered out, a is ‘locked in’. (The lock-in loop need not have only
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two members, a and c; it may be a lock-in to the group a, c, e (6c.1); the
point is that the interactions become limited to a small number of all
those possible.) One often meets such a situation in discussions; a gen-
eral political discussion may get locked in to a dispute about the merits
of the doctrines of Lenin, Trotsky and Stalin. As this example suggests,
lock-ins usually get nowhere; they may engender a lot of heat but little
light, or they may fade out in a paralysis of boredom.

The next notion, which was introduced by the anthropologist-
psychologist Gregory Bateson, has the rather daunting name ‘schis-
mogenesis’, a word which means the development of a chasm or cleft.
Basically it involves two parties, a and b, and it is a situation in which
what one party does provokes the other to go further in the behaviour to
which the first party is reacting. There are two varieties of it. In one, the
two parties are behaving to each other in essentially the same way.
Competing for keeping up with the Joneses, purchasing ever better,
more splendid automobiles or other articles of competitive display,
would be a good example. An arms race between two opposing nations
is another instance. This is symmetrical schismogenesis; a takes a step in a
certain direction and this provokes b to take a longer step in the same
direction, which provokes a to go still further, and so on and on (6c.2).

FiG. 6¢.2

In the other kind, the two components act in opposite ways. A rela-
tion of authority and subservience is an example. The dominant partner
assumes a somewhat bullying attitude, and the other person accepts it so
humbly that this provokes the dominant one to become even more
masterful, which again increases the subservience of the other and so on.
This is complementary schismogenesis (6¢.3).
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A third notion, also largely due to Bateson, is the ‘double-bind’. Here
three components are involved in such a manner that the way in which
a reacts with b inevitably has the result of making it more difficult for
him to react properly with c. It is common in psycho-social situations.
If a child loves his mother enough, this is taken by his father as disloyalty
to him; so he increases his efforts to attract the child’s affection; and
then the mother redoubles hers. Or a child may be told he has to meet
two incompatible goals — being always polite and always saying exactly
what he thinks; and as soon as he does one, he is reminded that he should
be doing the other. Or a townsman wants to get back to nature, but the
more he lives in a countrified suburb, the more he has to commute by
car and the less he can walk (6¢.4).

FiG. 6¢.4
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The lock-in and schismogenesis situations are closely connected, in
logical structure, with some of the non-zero-sum games we discuss later,
such as ‘Prisoner’s Dilemma’ (p. 167) and the ‘Tragedy of the
Commons’. An amusing example of a locked-in symmetrical schis-
mogenesis in the form of a game is ‘Auction-A-Dollar’, invented by
Martin Shubik (see John Platt, Social Traps). The auctioneer draws up
the rules, which are that bidding is to start at five cents; the bids must
increase by at least five cents at a time; and, since it seems at first sight
that someone might get the dollar really cheap, he lays it down that he is
to be given the two highest bids, although only the one highest bidder
will receive the dollar. What will happen? It is all plain sailing until the
bidding gets to forty-five cents, and then to fifty cents. From this point
if it goes any higher, to fifty-five cents, the auctioneer is going to get
more than his dollar back. But if it does not go higher, then the man
who bid forty-five cents is going to give it over and get nothing back; so
he raises his bid. By the time the bidding gets to a dollar, the man who
bid ninety-five cents is in an even nastier situation; if he raises to $1.05
he will lose money even if he gets the dollar at that price; but he will lose
a lot more if he lets the bidding stop; so up he goes. John Platt warns
that it is a dangerous game to play; the lock-in escalation is so tight that
it may wreck friendships, perhaps permanently. The way to escape, of
course, would be for the players to make some side-arrangement, out-
side the rules of the game, such that they would stop bidding at some
early stage, below fifty cents, and would agree to split the dollar between
the two highest bidders; then both would have made a profit. We shall
see later, in discussing Prisoner’s Dilemma, that communication and
agreement between players is one of the most effective ways of escape
from many such situations.

There seem to be only two ways, apart from collaboration between
some of the participants, of dealing with these vicious-circle-type
systems, which have no obvious soft spots. One way is to try to alter all
the links in the network of cause and effect simultaneously. The other is
to look at the wider context in which the vicious-circle system is em-
bedded, and try within that to discover some other system which can be
brought into such powerful operation, that the contribution of the
vicious circle to the whole set-up becomes of reduced importance, so
that it can be forgotten and left to wither away with lapse of time.
Perhaps the only possible solution to the schismogenic arms race be-
tween the US and the USSR will emerge by the transference, by both
of them, of their main interests to a quite different topic — the issues
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of environment, pollution, natural resources and the whole World
Problematique.

This chapter has described the important types of interaction be-
tween different components in complex systems. Some of these interac-
tions, like positive feed-back, or schismogenesis, tend to reinforce or
speed up processes of change, and they therefore are liable to ‘run away’
and get out of control. Other interactions, like the different kinds of
negative feed-back, or network buffering, or lock-ins, tend to slow
things up and thus to control them. If we regard complex systems as
things we would like to manage, these controlling activities are par-
ticularly important, especially those which do not necessarily involve a
narrowing of the field of interaction, as lock-ins do. The next chapter
will be devoted to the various forms the control of complex systems may
take.
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7 Stabilization in Complex Systems

The last but one chapter, about the processes in complex systems, may
have left some of the more faint-hearted readers with the feeling that all
such systems are bound just to get into a mess, and stay that way. But
actually one has only to look at, say, the movements of a ballet dancer,
or even a reasonably healthy person walking about, to realize that
systems which would appear enormously complicated if examined in
detail, can behave with considerable overall simplicity. Messages are
going along many different nerves, from the brain to the muscles, and
from the limbs back to the brain; subtle acts of balance are being carried
out continuously; dozens of muscles in the legs and arms are contract-
ing, and other dozens relaxing, at every step. But all these actions are
balanced out against each other, so that the system as a whole behaves in
a ‘sensible’, unitary way, which we can call ‘walking’, or even a
beautifully coordinated way we call ‘dancing’. This chapter will try to
describe some of the general principles by which complex systems
become organized so that the complexity does not obtrude and there is
an overall unity of action. The ideas involved are, of course, rather
general ones. It is much easier to grasp particular details than to com-
prehend the way those details merge together to give rise to the organ-
ization of the system. I warned that this book would provide some
challenges to the imagination of its readers; this chapter has its full share
of them.

The study of the processes discussed here is often referred to by the
name cybernetics, and the adjective ‘cybernetic’ describes the character
of the processes. This is a very general term, and to get much under-
standing of the situation one has to go into it in a bit more detail.

We need to distinguish first between systems which come to some
sort of end-state in which they remain constant or go on repeating
themselves indefinitely, and on the other hand systems which go on
changing as long as one cares to observe them. The former can be called
terminating systems, and the latter progressive systems.
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A. Terminating Systems and Stable States

We have already mentioned the possibility that a situation finally gets
into a steady state, and pointed out that this does not mean that nothing
is happening, but merely that some sort of flow is going steadily through
the system. What remains stationary is the pattern of this flow. Any
end-state which a system attains, or moves towards, is sometimes
referred to as a ‘goal’; but that is a rather anthropomorphic usage.

There are, however, several other types of terminal states. In the first
place, the system may be one which really holds constant some par-
ticular component, as a thermostat holds constant the temperature of a
room. There are many components in an animal’s body which are held
constant in a similar way. An example is the carbon dioxide content of
one’s blood. When you take a lot of exercise, the fuel used up to power
the muscles releases carbon dioxide in solutien into the blood. Various
parts of the body mechanism then change in rate (heartbeat, breathing,
etc.) in such a way as to clear the excess carbon dioxide out of the blood
and bring its concentration back to the normal level. The constancy of
the CO, level in the blood, or the temperature in a room controlled by a
thermostat, are examples of steady states. The technical word for the
process of returning to a steady-state system after it has been disturbed
is ‘homeostasis’ (from two Greek words, meaning ‘the same’ and ‘state’).

In well-organized systems such as the human body there are homeo-
static mechanisms which can control several variables at once. In the
blood, it is not only the concentration of CO, which is kept constant,
but also the acidity, the level of oxygen, the level of several salts and so
on. Thinking about, or visualizing, things which involve many compon-
ents simultaneously is, of course, not easy to do, but this is one of the
main tasks which one has to attempt when trying to comprehend com-
plex systems. It can be done accurately in terms of fairly elaborate
mathematics; but one can get some sort of a general imaginative picture
of the situation, if one is willing to use a little imagination, and does not
demand too much logical precision.

Everyone knows that one of the standard mathematical ways to
express a relation between two things, x and y, is to make a graph of
them. A graph of x against y can be drawn on a flat sheet of paper, with
the value of x measured off from the point of origin from left to right,
and the value of y measured vertically upwards. If you were to take
account of another variable, z, you have to add a third axis at right-
angles to the other two, and the point representing the simultaneous
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values of all three components is located somewhere inside a three-
dimensional space (7a.1).
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F1G. 7a.1

Now if you were to try to picture a homeostatic mechanism, which
restores the concentrations of x and y and z to some particular values
after the system has been disturbed, how could you do it? One could say
that the homeostatic mechanism produces some sort of controlling
activities which have the result that if the x, y, z is displaced from its
normal position the activities push it back there again. One can visualize
these controlling activities in the form of an imaginary ‘attractor surface’
in the shape of a cone, its point downwards and located at the normal
position of x, y and z. If the x, y and z point is pushed upwards into
some other position, it is first attracted back on to this surface (as
though the surface was a magnet which pulled in a little iron ball
corresponding to the displaced point); and once it has got on to the cone
it runs down it to the bottom and finds itself back at its normal position
(7a.2).

The language of mathematics is such that it is quite easy to deal not
only with a point representing three variables, which can be in real
three-dimensional space, but also with a point representing very many
variables, which would have to be located in a multi-dimensional space
that is impossible for the human mind to visualize. However, even
without mathematics, by thinking in terms of attractor surfaces in three
dimensions, we can get some notions about the types of stability which
may be exhibited by systems in which there are many more than three
variables being controlled simultaneously. We shall use this type of
imagery when we go on to discuss more complex systems. Before doing
that, it is necessary to mention some other types of end-states which
terminating systems may eventually reach.
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Perhaps the most striking other type of end-state is one in which the
system continues to oscillate regularly between two extremes. The pat-
tern of the system never settles down and stays put, but in its end-state
it is still subject to a ‘swing of the pendulum’ phenomenon. We can
draw this either as an unending wavy line which goes on and on as time
passes (7a.3), or one can draw a circular loop connecting the two ex-
tremes, and say that the system goes round and round this loop, which
is referred to as a ‘limit cycle’ (7a.4).

F1G. 7a.3

Fi1G. 7a.4

Another variety of end-state, which could perhaps be thought of as a
progressive rather than a terminating system, is one in which the system
tends towards a stationary state but never quite gets there. If, for
instance, some measure of a variable in a system, say the numbers in a
population, grows along an S-shaped curve, it will, during the second
part, be increasing more and more slowly; the rate of increase may
finally become almost imperceptible, but if examined sufficiently closely
the population would still be growing. If one has good enough measure-
ments, one can calculate the limit it would get to if it was left to grow
for an infinite time; this is known as the asymptote (7a.5).
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Other systems may approach the asymptote not steadily, or more and
more slowly, but by swinging above and below it at continually decreas-
ing intervals. This is an oscillatory approach to the final value. Another
way to picture it is to let the'system get almost into a limit cycle, but one
in which the radius of the circle gradually gets smaller, so that the
system is in effect spiralling gradually inwards (7a.6).
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B. Progressive Systems and Stable Flows

Consideration of the way terminating systems approach their end-state
leads on to a discussion of progressive systems, which either do not have
an end-state, or at least are so far away from it that it can be neglected.
Probably most systems that we have to deal with in the human and
social world are of this kind, either because they involve time-intervals
which are very long in human terms (such as the growth of human
populations), or because they are small parts of ecosystems which are
also changing, so that the inputs into the smaller system will have
altered before it has been able to reach its end-state.

Any initial set of inputs into a progressive system will produce a
sequence of changes; but these are very difficult to decide precisely.
This is one of the fields in which modern mathematics, powerful though
it is, remains rather helpless. It is often possible, if one knows sufficient
about a system, to calculate what its end-state will be, but it is very
much more difficult to get any precise picture of the changes that will go
on as it gets there.

Though precise mathematics may not be able to solve the equations
which show the paths along which the systems will change, we can
sometimes get an indication of them by exploiting the fantastic rapidity
with which the computer can carry out arithmetical calculations. If, for
instance, we have a system with five components, a, b, ¢, d and e, and if
we know the values of the measurements of these components, and also
the strength of the interaction between each component and all the
others, and how those interactions will change as the whole state of the
system changes (as the soft spots changed, as we discuss on p. 105), we
could write down systems of equations which would describe the way
the system would alter. And even if we could not solve these equations
by algebra (as we usually can’t), 2 computer could hammer out a solu-
tion step by step, using the first set of values to calculate the values a
small time later, then those again to calculate the next step, and so on.
This is the procedure which has been used by the Club of Rome team,
at MIT, to investigate the ‘World System’ (see Chapter 12).

The cautions which we shall have to express when we discuss this
work bring out the dangers in the application of methods of this kind.
The main snags are these. Even if we have got reliable figures for the
present measurements of the components into which the system is
analysed, we usually have only quite unreliable estimates of the
strengths of their interactions. And we usually have almost no notion of
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how these strengths of interactions are going to change as the system
itself changes. In such circumstances it is quite unsafe to accept the
results of the computer calculations as anything like reliable predictions
of what the system will in fact do. The best we can really hope for is that
the computer will illustrate types of behaviour which we had not
intuitively thought of as being likely.

This in fact is what it often does. It shows that if we change some
aspect of a system of this kind, the first result will often be a lot of other
changes where we didn’t expect them, although if the system is left
alone long enough, it might settle down to a terminal, or more or less
terminal, stage, which had something like the character we were aiming
at when we made the alteration in the first place. It is rather as though,
in the model of water flowing through a system of containers, which we
discussed on p. 80, you found that if you suddenly threw an extra
bucket of water into one of the containers all the others went through a
series of unexpected risings and fallings, before they settled down to
their new values.

These immediate responses to changes in the system variables may be
considered as ‘transients’. Given a long enough time after the change in
the system, transient changes will be smoothed out into some new,
perhaps only slightly altered, pattern of relationships between the values
of the components. However, when we are dealing with systems whose
responses take a long time in terms of human lifetime, such as the world
system of human populations, food production and so on, transients
might last for periods of many decades, and might involve changes in
variables as important as the total numbers of the population.

Computer results have in fact made the important point that the first
transient responses of a system to a change in the measure of one of its
components, or a change of the coefficient of interaction between com-
ponents, will often be of a kind that one was not expecting at all: it may
be ‘counter-intuitive’. So far there has been very little study of these
counter-intuitive transients, and a great deal more work is needed before
we can feel we have a grasp of how the system is likely to respond to any
given change.

In many systems we come across, some type of stability has been an
important property. A natural living system has usually acquired some
degree of stability by natural selection (it would have fallen apart and
died out if it wasn’t stable enough); in artificial systems man commonly
designs a series of checks and counter-checks to ensure stability. An
important point to note, however, is that the stability may not be con-
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cerned to preserve the measure of some component of the system at a
constant value, as in the homeostatic systems mentioned earlier. The
stabilization of a progressive system acts to ensure that the system goes
on altering in the same sort of way that it has been altering in the past.
Whereas the process of keeping something at a stable, or stationary,
value is called homeoszasis, ensuring the continuation of a given type of
change called homeorhesis, a word which means preserving a flow.

One can picture a homeorhetic system in terms of an attractor surf<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>