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I. Overview 

How do people use and understand linguistic expressions of probability? 
Is information processing, choice behavior, or decision quality more optimal 
in any well-defined sense when subjective uncertainty is expressed linguisti- 
cally or numerically? Do people communicate with each other better in 
one modality or another? These and related questions are of considerable 
practical and theoretical importance. Practical issues arise because weighty 
decisions often depend on forecasts and opinions communicated from one 
person or set of individuals to another. Examples of decisions that depended 
on the communication of expert judgment include the Bay of Pigs invasion 
(Wyden, 1979, pp. 89-90), safety assessments regarding components of the 
space shuttle (Marshall, 1986, 1988) or of nuclear power plants (Vesely & 
Rasmusen, 1984), or simply one’s own selection of investments or medical 
treatments. The standard wisdom (e.g., Behn & Vaupel, 1982; Moore, 1977; 
von Winterfeldt & Edwards, 1986) has been that numerical communication 
is better than linguistic, and therefore, especially in important contexts, it 
is to be preferred. But a good deal of evidence suggests that (1) this 
advice is not uniformly correct, and (2) it is inconsistent with strongly held 
preferences. A theoretical understanding of the preceding questions is an 
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important step toward the development of means for improving communi- 
cation, judgment, and decision making under uncertainty. 

The theoretical issues concern how individuals interpret imprecise lin- 
guistic terms, what factors affect their interpretations, and how they com- 
bine those terms with other information (itself vague or imprecise to some 
degree) for the purpose of taking action. The action may be a discrete 
choice, an evaluation of options, or the communication of one’s own opinion 
to other people. In this chapter, we review the relevant literature in order to 
develop a theory of how linguistic information about imprecise continuous 
quantities is processed in the service of decision making, judgment, and 
communication. We restrict ourselves almost entirely to research on qualita- 
tive expressions of subjective uncertainty, where we have done most of our 
work on the topic. However, without much effort, the theoretical ideas can 
be extended to and tested in other domains. The theory that we will present 
has evolved over the years as our research has progressed, and pieces of 
it in one form or another can be found in our and our colleagues’ publica- 
tions. We take advantage of this chapter to present our current view, which 
has evolved inductively, to substantiate it where the data allow, and to 
suggest where additional research is needed. 

The relevant literature is a rich one; indeed, it dates back at least half a 
century to Simpson’s (1944) paper on relative frequency terms. The litera- 
ture has moved in many directions, but to keep this chapter focused, we 
do not review research on frequency, quantity, or amount terms and their 
use in questionnaires and surveys (see Bass, Cascio, & O’Connor, 1974; 
Bradburn & Miles, 1979; Hammerton, 1976; Mosier, 1941; Newstead, 1988; 
and Pepper, 1981, for some key representative examples). Nor do we discuss 
the empirical literature comparing verbal and numerical representations 
of other (i.e., nonprobability) attributes of options in decision situations 
(e.g., Schkade & Kleinmuntz, 1994; Stone & Schkade, 1991; Svenson & 
Karlsson, 1986). 

In the next section, we set the stage by presenting a useful three-way 
taxonomy of sources of vagueness. This typology leads naturally to a pair 
of background assumptions that underlie our review. The third section then 
summarizes the research on meanings of qualitative probability expressions, 
and the fourth section compares judgments and decisions made on the basis 
of vague and precise (generally linguistic and numerical) probabilities. Each 
section consists of a review of the empirical regularities that have emerged, 
followed by a theoretical statement in the form of general principles that 
can explain the regularities, and, when available, a summary of research 
supporting the principles. The final section brings the background assump- 
tions and the empirical principles together into a unified theoretical state- 
ment and provides some concluding remarks. 
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11. Setting the Stage 

A. STIMULUS AND TASK CONSTRAINTS 

Any theory of how people process information about uncertain events must 
be constrained by stimulus and task considerations. The former refers to 
the type of event in question, the nature of the uncertainty about it, and 
the manner in which that uncertainty is represented. The latter concerns 
the purpose for which the information is being processed. Indeed, specifying 
those constraints goes a long way toward developing the structure of the 
theory. Therefore we must consider stimulus and task characteristics before 
laying out our theoretical principles. 

Zwick and Wallsten (1989) proposed and Wallsten (1990) somewhat 
modified a useful three-way taxonomy according to the nature of the event, 
the uncertainty about that event, and the manner in which the uncertainty 
is represented. Each of the three ways is a continuum that ranges from 
absolute precision at one end to absolute vagueness at the other. Consider- 
ing events first, the distinction between those that are precise and those 
that are vague is straightforward. For example, the event of noontime 
temperature exceeding 75°F is precise, whereas the event of a warm noontime 
is vague. More generally, an event is precise if it is defined such that any 
outcome in the universe of discourse either is or is not an exemplar of it 
(for any day, the noontime temperature either does or does not exceed 
75°F). All other events are vague to some degree. In set-theory terms, an 
event is precise if all outcomes in the universal set unequivocally have 
membership of either 0 or 1 in the subset that is defined by that event. If 
membership of 0 or 1 cannot be definitively assigned to each outcome, 
then the event is vague to some extent. For example, the event of a warm 
noontime is somewhat but not absolutely vague, because some tempera- 
tures, say below 40°F and above 110"F, are definitely outside the concept 
warm. It is vague to some degree because individuals will consider some 
temperatures between those two extremes more worthy of the designation 
warm than others. (Murphy & Brown, 1983, and Murphy, Lichtenstein, 
Fischhoff, & Winkler, 1980, provide additional illustrations of the distinction 
between vague and precise events.) 

The notion that uncertainty varies from vague to precise is more subtle 
and less easily described. Generally, uncertainty is precise if it depends on 
external, quantified random variation; and it is vague if it depends on 
internal sources related to lack of knowledge or to judgments about the 
nature of the database. But regardless of the source of the uncertainty, we 
say that it is precise if the judge can place the event in question within a 
total likelihood ordering of a sufficiently rich set of events. Specifically, 
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consider the set of canonical events {Eo,El,. . .,E,,. . ..EN.I,EN}, defined as 
the radial sectors of a perfectly balanced spinner with relative areas of 
i/N for any positive integer N. Eo is the null event, EN is the universal event, 
and the events are ordered such that 

where < means “is less likely than.”’ The uncertainty of event A can be 
considered absolutely precise if for any N there exists two successive events, 
Ei and Ejtl, such that the judge agrees that 

For virtually any event A in a real situation, there will exist a sufficiently 
large N that an individual will not feel comfortable judging Eq. 2 to hold 
for any Ei, In that sense, subjective uncertainty is rarely, if ever, absolutely 
precise; but in a practical sense, people often will judge Eq. 2 to hold for 
reasonably large values of N and we would deem the event uncertainty to 
be precise. Thus, defining A as the event of a coin landing heads up, one 
might, after a sufficient number of test flips, be willing to state for N = 99 that 

The subjective uncertainty in that case would be very precise. 
More often, the uncertainty is relatively vague. For example, defining 

the event A as noontime temperature exceeding 75”F, a weather forecaster 
might be unwilling to endorse Eq. 2 with any Ei for N as small as 10, but 
would be willing to assert for N = 5 that 

E3 < A < E4. (3) 

Our goal here is not to develop an index of vagueness, but rather to 
develop the important intuition that the degree to which a judge can place 
events in a connected, transitive likelihood ordering varies as a function 
of the nature and source of the supporting information. Note that this 
conception of subjective uncertainty differs markedly from a common view- 
point that vague uncertainties (generally misleadingly called ambiguous 

Canonical events of this sort, with the assumption that P(E,) = i/N, are included in some 
axiom systems leading to subjective probability representations (e.g., DeCroot, 1970, chap. 
6). We are concerned here with qualitative likelihood judgments, not with numerical represen- 
tations, but want to convey the idea of precise events that would be judged equally spaced 
in likelihood. 
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probabilities) can be represented by second-order probability distributions, 
that is, precise probabilities over all possible probability distributions (see, 
e.g., the review by Camerer & Weber, 1992). As GIrdenfors and Sahlin 
(1982) have suggested, there are psychological and epistemological differ- 
ences between unspecified, or unspecifiable, probabilities and those that 
are given in the form of a distribution. The former are vague to some 
degree and the latter are precise. The distinction matters for some purposes 
and not for others, but to represent both types of uncertainty by second- 
order probability distributions is to miss the problems for which it is im- 
portant. 

Finally, representations of uncertainty vary from precise to vague. Proba- 
bility theory provides a language for precise representation. Imprecise por- 
trayals include numerical intervals, quantified numbers (e.g., approximately 
.6), and linguistic probabilities of the sort we are considering in this chapter. 
An advantage of numerical intervals is that they signal both location and 
degree of imprecision. Verbal expressions do not have this benefit, but they 
compensate by conveying greater nuances of meaning. Their rich semantic 
structure allows one to convey not only approximate location and degree 
of imprecision, but also relative weights over levels of uncertainty within 
an implied range, and perhaps also other aspects of the communicator’s 
knowledge or opinions beyond degrees of uncertainty. 

The three continua along which stimulus vagueness can vary-event 
type, uncertainty type, and representation type-are distinct but not fully 
independent (Budescu & Wallsten, 1987). That is, a representation can be 
no more precise than the underlying uncertainty, which in turn can be no 
more precise that the event in question. The converse, however, does not 
hold: The uncertainty of an event can be vague to any degree, as can the 
representation of that uncertainty. Thus it would be perfectly natural for 
a television weather forecaster to (1) consider the precise event that the 
temperature at noon will exceed 75”F, (2) judge its uncertainty as vaguely 
as indicated by Eq. (3), and (3) say, “There is a good chance that the 
noontime reading will be above 75°F.” On the other hand, it would be very 
strange for him or her to say, “There is a 70% chance that the temperature 
at noon will be warm,” because a precise probability of a vague event 
is meaningless. 

Tasks are not so easily taxonomized. They may involve making choices, 
rating or ranking alternatives, forming judgments for later use or for com- 
munication to other people, or any of a myriad of other possibilities. We 
should be mindful, however, that the manner in which the task is carried 
out depends on the nature of the information, and, correspondingly, the 
way in which the information is processed depends on the purpose to which 
it is being put. 
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B. BACKGROUND ASSUMITIONS 
Our goal is to explain how humans process vague, especially linguistic, 
information about uncertainty and how they combine it with and trade it off 
against information about other stimulus dimensions. The theory consists of 
two background assumptions and five principles. Some of the principles 
are no more than restatements of robust empirical regularities in theoretical 
terms, whereas others have further testable consequences. They are pre- 
sented at  the conclusion of the relevant review sections, along with support- 
ing data where they are available. Here, we focus on the two background 
assumptions. Both are falsifiable, but they strike us as reasonable and 
we are treating them without evidence as true. These assumptions have, 
however, testable corollaries and we will summarize the relevant results. 

1. Background Assumption B l  

Except in very special cases all representations are vague to some degree 
in the minds of the originators and in the minds of the receivers. This 
assumption builds the logical constraints previously discussed into our the- 
ory of how humans process information about uncertain events. It implies 
that to the extent possible people consider the event definition and the data 
base both when deciding how to represent their own uncertain judgment and 
when interpreting a representation that they have received from some- 
one else. 

2. Background Assumption B2 

People use the full representation whenever feasible, but they narrow it, 
possibly to a single point, if the task requires them to do so. This assumption 
expresses the idea that the task determines whether and how an individual 
resolves representational vagueness. Thus, for example, people treat sepa- 
rate judgments in their vague form when receiving and combining them, 
but they restrict attention to a narrow range of uncertainty or to a single 
point value when making specific decisions. Put crudely, one can have 
imprecise opinions, but one cannot take imprecise actions. 

111. Meanings of Qualitative Probability Expressions 

As already mentioned, probability phrases have rich semantic structures 
and it is likely that we use them to communicate more information than 
simply an approximate location on a [0,1] scale (Moxey & Sanford, 1993; 
Teigen & Brun, 1993). Nevertheless, most behavior studies of probability 



terms have focused on their numerical referents; and on this topic, there 
is a voluminous literature. The representations investigated vary from a 
single number (e.g., Beyth-Marom, 1982), through a range of numerical 
values (e.g., Hamm, 1991), to functions representing acceptability (Mos- 
teller & Youtz, 1990; Reagan, Mosteller, & Youtz, 1989) or membership 
(Wallsten, Budescu, Rapoport, Zwick, & Forsyth, 1986) over the [0,1] 
interval. Among the elicitation methods used are words-to-numbers transla- 
tion (e.g., Lichtenstein & Newman, 1967), numbers-to-words conversion 
(e.g., Reagan et al., 1989), comparison of the appropriateness of various 
numbers to describe a word and of various words to describe a given 
numerical value (Wallsten, Budescu, Rapoport, Zwick, & Forsyth, 1986), 
and elicitation of numerical and verbal responses to identical events (Bude- 
scu, Weinberg, & Wallsten, 1988). We review the empirical literature in 
four subsections, each focusing on distinct issues related to communication 
with these terms: intra-individual vagueness of probability terms, interindi- 
vidual variance in the understanding and use of probability phrases, intra- 
individual sensitivity to context, and preferences for various modes of com- 
municating degrees of uncertainty. 

A. INTRA-INDIVIDUAL VAGUENESS OF PROBABILITY TERMS 

One important aspect of our work in this domain was to establish that a 
probability term within a context can be modeled by means of membership 
functions over numerical values.2 We think of a probability phrase as a 
vague or fuzzy concept whose members are the numerical probabilities 
in the [0,1] interval. A membership function assigns to each numerical 
probability a real number, which we refer to as its membership in the 
concept defined by the phrase (in that context). In principle, these member- 
ship values are ratio scaled and range from 0, for probabilities that are 
absolutely not included in the concept, to a maximum value, arbitrarily 
fixed at 1, for probabilities that are ideal or perfect exemplars of the concept 
being considered; intermediate values represent intermediate degrees of 
membership. There are no special constraints on the shape, or any other 
property, of these functions. In particular, a membership function is not a 

It should be clear that phrases are always considered within a context of some sort, even 
if that context is no more than the single phrase in isolation or within a list, as has sometimes 
been the case in research. A simple list or individual phrase may be as close to a “null” 
context as one can get, or it may be an invitation for subjects to provide their own idiosyncratic 
frame of reference, as Moxey and Sanford (1993) suggest, but it is nevertheless a context. 
Thus, when we speak of representing the meaning of a probability phrase by a membership 
function, we are always referring to its meaning in a particular context regardless of whether 
or not we explicitly say so. Unfortunately, we have not been sufficiently careful to stress this 
point in the past. Indeed, as will become apparent, an important question is whether member- 
ship functions of phrases change systematically across contexts. 
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density function. It need not be continuous and the area under it need not 
integrate to 1. For example, precise (crisp) terms are characterized by a 
membership function with only two values (1 for all probabilities that are 
ideal exemplars of the concept, and 0 for all other values). 

The concept of a membership function provides a useful generalization 
of simpler, perhaps more intuitive representations of linguistic uncertain- 
ties, such as a best probability and a range of probabilities. Presumably, 
the best point representation of a term characterized by a membership 
function is some central measure of that function. Of the various measures 
possible, a natural choice is the probability with the highest membership 
(or if the value is not unique, a summary, such as the mean of all of the 
probabilities with maximal membership). Another measure, analogous to 
the mean, was proposed by Yager (1981) as 

where p , ( p )  represents the membership value of p in expression e. W e  is 
simply an average of the probabilities in the [OJ] interval, weighted by 
their normalized (forced to sum to unity) membership values. A discrete 
version of Eq. (4) is straightforward. Other location measures have been 
proposed in the fuzzy sets literature (see Bortolan & Degani, 1985, for a 
review), and an interesting empirical question is which, if any, of these 
measures is the best. 

The range of acceptable probabilities for a term within a particular 
context, usually called the support of the membership function, consists of 
all of the values with positive membership. A convenient measure of spread, 
which we have used occasionally, is analogous to the variance of a density. 
Making use of W e  in Eq. (4), this measure is 

Finally, membership functions implicitly define subsets of probabilities 
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that are members of the concept implied by the phrase to specified degrees. 
This definition is accomplished by restricting subset membership to proba- 
bilities with membership values above some threshold, u, where 0 < u < 1. 
Subsets monotonically decrease (become narrower) as u increases. The 
notion of thresholds provides a convenient quantitative way to theorize 
about probabilities that are “sufficiently well described by a phrase,” and 
we will use it subsequently. Figure 1 presents hypothetical examples of 
some membership functions of verbal expressions. 

Wallsten, Budescu, Rapoport, Zwick, and Forsyth (1986) and Rapoport, 
Wallsten, and Cox (1987) have shown that membership functions of the 
sort shown in Fig. 1 can be empirically derived and validated at the individ- 
ual subject level. For each phrase used in these studies, the subjects were 
asked to compare various pairs of probabilities (represented by spinners) 
and to indicate which member of the pair better represents the meaning of 
the given term and how much better it does so. The graded pair-comparison 
judgments were reliable over replications. Conjoint measurement tech- 
niques showed that the functions satisfied the ordinal properties of a differ- 
ence or a ratio representation (see also Norwich & Turksen, 1984), and 
goodness of fit measures indicated that both metrics scaled the judgments 
equally well. Rapoport et al. (1987) showed that the scales derived from 
the pair-comparison judgments can be approximated well by simpler and 
quicker direct rating techniques, which we have applied successfully in 

0 P 1 

Fig. 1. Generic membership functions for three phrases. 
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several subsequent papers (e.g., Budescu & Wallsten, 1990; Fillenbaum, 
Wallsten, Cohen, & Cox, 1991; Jaffe-Katz, Budescu, & Wallsten, 1989; 
Tsao & Wallsten, 1994; Wallsten, Budescu, & Zwick, 1993). 

Most derived membership functions are single-peaked and a sizeable 
minority are monotonic, decreasing from probabilities close to 0 for low 
terms and increasing to probabilities close to 1 for high terms. (In many 
cases, these monotonic functions may actually be single-peaked, but just 
appear to be monotonic because we failed to  include probabilities suffi- 
ciently close to the end points. See also Reagan et al.’s, 1989, footnote on 
this topic.) Single-peaked functions may be considerably skewed in one 
direction or another. Most functions cover a relatively large range of values, 
indicating that the terms are vague to individuals. Calculations of the spread 
measure, in Eq. (2), confirms this impression (e.g., Fillenbaum et al., 
1991; Tsao & Wallsten, 1994). Only a small minority of the functions can 
be classified as relatively “crisp” (i.e., having a narrow support with uni- 
formly high membership). Relatively crisp functions generally represent 
terms such as ross-up or even odds, which tend to convey specific values. 

It is important to realize that because membership functions are derived 
from temporally stable judgments at the level of individual subjects, they 
indicate that phrases are intra-individually vague. Reagan et al. (1989) 
present similarly appearing functions, but they are relative frequency distri- 
butions of acceptable or best probability judgments aggregated over individ- 
uals. There are two problems in interpreting the Reagan et al. functions. 
First, as Rubin (1979) pointed out in a different domain of vague terms, 
such response distributions are just as easily interpreted in terms of error 
variance as in terms of vagueness or fuzziness. Second, regardless of whether 
the functions represent noise or vagueness, they relate to inter- not intra- 
individual differences in translating phrases to numbers. 

Returning to single-subject data, other procedures, which require fewer 
judgments than needed to establish membership functions and therefore 
are simpler for respondents, also indicate that terms are vague to individu- 
als. The simplest procedure is just to ask for a range-a lower and an upper 
probability-that the phrase represents. Wallsten, Budescu, Rapoport, 
Zwick, and Forsyth (1986) posed that question prior to eliciting membership 
functions. The results are summarized in Fig. 2, reproduced from their 
article. Median within-subject ranges were substantial, varying from approx- 
imately .1 for the terms almost impossible and almost certain to  more than 
.5 for possible. Hamm (1991) also asked subjects to provide lower and 
upper bounds for 19 terms. The median range (taken across 65 subjects) 
for 14 of these terms was greater than .lo, and it was 0 only for the anchor 
terms absolutely impossible, toss-up, and absolutely certain. 
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Almost Certain 

Probable 

I , 
I Likely - 

Good Chance I 

Possible 

Tossup a 
Unlikely - 
Improbable - 
Doubtful - 
Almost Impossible LI 

I I I I 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Probability 
0 

Fig. 2. First, second, and third quartiles over subjects of the upper and lower probability 
limits for each phrase in Experiment 1 of Wallsten, Budescu, Rapoport, Zwick, and For- 
syth (1986). 

If probabilities belong in varying degrees to the concept defined by a 
phrase, one might expect subjects to give differing probability ranges for 
a particular phrase, depending on the degree of acceptability they deem 
necessary to include the probability in its concept. In membership function 
terms, subjects respond to the task of giving a lower and an upper probability 
by setting an acceptability level, u, and reporting the lower and upper 
probabilities, p. and p*, respectively, for which 

assuming single-peaked functions. In the case of truly monotonic functions, 
one of the limits would be either 0 or 1. Presumably, u would be sensitive 
to instructions, payoffs, or other factors, and would be constant over all 
phrases within a particular context. To our knowledge, this interesting 
prediction has not been checked. However, it would explain why when 
Weber and Hilton (1990) and Wallsten, Fillenbaum, and Cox (1986, Experi- 
ment 1) gave their subjects the opportunity to use a range of values, rather 
than a single number, only a few subjects chose to do so. Perhaps, because 
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they were simply allowed but not required to give a range, they eased their 
task as much as possible by setting u = 1. 

Other data relevant to intra-individual vagueness come from studies in 
which subjects are asked for point numerical translations on more than 
one occasion. As already indicated, the problem with such data from our 
perspective is that one cannot determine the degree to which nonperfect 
replicability reflects error variance rather than vagueness. Following our 
membership function theme, if people set u = 1 for purposes of providing 
point estimates, then any differences in replication are the result of random 
error. In fact, standard words-to-numbers translations within a fixed (or in 
the absence of any) context appear to yield relatively narrow (although 
clearly greater than 0) ranges of values within each individual (e.g., Beyth- 
Marom, 1982; Clarke, Ruffin, Hill, & Beamen, 1992). Similar results, but 
with other summary measures, have been reported by Bryant and Norman 
(1980), Budescu and Wallsten (1985), Johnson (1973), Mullet and Rivet 
(1991), and Sutherland et al. (1991). 

Yet another was to assess the intra-individual vagueness of a phrase is 
to determine the range of probabilities for when an individual uses it. In 
the first stage of the experiment of Budescu et al. (1988), 20 subjects judged 
probabilities of 11 spinners six times. The procedure provided subjects with 
the opportunity to invoke the same word to describe different displays, 
and provided us with a convenient way to quantify the considerable within- 
subject variability of probabilities which can be described by any given 
term. On the average this variance was larger than in the case of numerical 
judgments, and in approximately one-half of the cases, the within-subject 
variance exceeded the between-subject component. 

We have assumed (assumption B1) that all representations are vague to 
some degree. A somewhat counterintuitive corollary of this statement is 
that the scale meanings of numbers should also show imprecision. This 
prediction has been sustained by at least two studies, which have established 
that the meanings of numbers are both imprecise and subject to context 
effects. We concentrate here only on the imprecision and consider context 
effects later. Mullet and Rivet (1991) had children and adolescents rate 
the meanings of various sentences (in French) that described the chances 
of certain children passing or failing in school the next year. The sentences 
included both numerical (e.g., one-in-four chance) and verbal (e.g., doubt- 
ful) phrases. Ratings were made on a continuous (unnumbered) response 
scale. Between- and within-subject variances in the ratings of each sentence 
were not substantially different in the verbal and numerical cases. Shapiro 
and Wallsten (1994) had subjects rate verbal and numerical probabilities 
both in isolation and in the context of forecasts. On an unnumbered re- 
sponse scale, they provided a best, a highest, and a lowest rating in each 
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case. The measured difference between the highest and lowest ratings is 
an index of vagueness. Numbers were less vague than words, but not 
completely precise. Finally, Budescu et al. (1988) also found in the first 
stage of their study that both numerical and verbal expressions were applied 
to describe more than a single graphical display, although numerical expres- 
sions were used less than verbal expressions. 

Despite the evidence just reviewed that people treat numbers as vague, 
we assume they would believe numbers to be relatively more precise if 
they knew the values represented extensive relative frequency data rather 
than other individuals’ judgments. But, to our knowledge, this fact has not 
been established. 

To summarize, a vast array of data at the individual subject level must 
be interpreted not as error variance, but as indicating that phrase (and 
number) meaning extends over a range of probabilities. Moreover, the data 
strongly suggest that a given expression represents a set of probabilities to 
varying degrees, a point that we formalize below as Principle P1. After 
considering this principle, we turn to the questions of how these vague 
meanings differ over people and contexts. 

B. PRINCIPLE P1 
Membership functions can be meaningfully scaled. Membership functions, 
pJ(p), over the probability interval [0,1] can be used meaningfully to scale 
interpretations of numerical or verbal probability expressions or of other 
subjective representations of uncertainty. The operative term in this state- 
ment is meaningful. As reviewed earlier, numerous procedures have been 
devised to establish such scales: our assumption is that they capture subjec- 
tive meanings and interpretations in a manner that allows prediction of 
independent behavior. 

The first test of meaningfulness in this sense was reported by Wallsten, 
Budescu, Rapoport, Zwick and Forsyth (1986). In that study, we scaled 
membership functions for individual phrases by having subjects judge the 
degree to which a given phrase better represented one spinner probability 
than another. We then used those scaled values to predict successfully 
judgments in which pairs of phrases were shown with single probabilities 
and subjects had to indicate how much more descriptive one of the phrases 
was than the other. 

This could be viewed as a weak test, as the two types of judgments 
are fundamentally similar, but membership functions have passed stronger 
hurdles as well. One such test was that of Jaffe-Katz et al. (1989), who 
examined the semantic congruity and semantic distance effects (e.g., Holy- 
oak, 1978) as applied to verbal (V) and numerical (N) expressions of 
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uncertainty. One goal of that work was to show that the two modes of 
expression represent the same underlying construct of subjective uncer- 
tainty and therefore operate identically and (given the right model) inter- 
changeably in such comparisons. Subjects performed speeded paired com- 
parisons of terms under instructions to choose the larger (or the smaller) 
term. We used both single mode (VV, NN) and mixed (NV) pairs. The 
time required for a decision exhibited identical qualitative patterns in all 
three conditions. Consistent with the symbolic distance effect obtained in 
other domains, the closer were two terms, the longer it took to compare 
them; and consistent with semantic congruity effects observed elsewhere, 
the larger (smaller) of two large (small) terms was identified faster than 
the larger (smaller) of two small (large) terms. The NN comparisons were 
made more rapidly than the NV and W, which did not differ significantly 
from each other. Important to this discussion is that membership functions 
were obtained and successfully used in an expanded reference point model 
that performed 70% better than did the basic version (Holyoak, 1978). 
Thus, it is fair to conclude that the membership functions predicted well 
the complex reaction time patterns obtained in speeded magnitude compari- 
sons. In another study, Wallsten, Budescu, and Erev (1988) used member- 
ship functions to predict the stochastic properties of repeated choices be- 
tween lotteries for constant amounts of money based on the outcomes 
of events described verbally or numerically. As this study provides the 
underpinning for a subsequent principle, we defer discussion of it here. 

Finally, relative membership values were successfully predicted in a bid- 
ding study by Budescu and Wallsten (1990, Experiment 2). In that experi- 
ment, decision makers bid for lotteries with chance events that had been 
described verbally and numerically by independent forecasters. The deci- 
sion makers also provided judgments from which their membership func- 
tions for the forecaster’s phrases could be inferred. In 23% of the cases, 
the decision makers’ membership values were in fact 1.0 at  the forecasters’ 
estimated probability. In another 27% of the cases, the membership was 
below 1.0 but still higher than the memberships of all of the competing 
phrases of that probability. Thus, on approximately one half of the occa- 
sions, we can conclude on the basis of membership values that the decision 
makers considered the same particular phrase to be better than any other 
used by the forecaster for the intended probability. This is a remarkable 
result, considering the tremendous range of vocabulary the forecasters used. 

Given all of the preceding results, we feel justified in concluding that 
when membership values are properly scaled by means of pair comparison 
or by suitably constrained magnitude estimation procedures, they provide 
meaningful representations of an individual’s understanding of a phrase 
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within the context that it is being used. Therefore, these membership values 
can be used in quantitative model testing. 

C. INTERINDIVIDUAL VARIANCE IN THE UNDERSTANDING AND USE 
OF PROBABILITY PHRASES 

A widely accepted generalization is that people differentially understand 
probability phrases (e.g., Clark, 1990). Consequently, different individuals 
use diverse expressions to describe identical situations and understand the 
same phrases differently when hearing or reading them. The data strongly 
support both of these statements and show that people have surprisingly 
rich and individualized lexicons of uncertainty. 

For example, consider the range of expressions people use in identical 
situations. In the Budescu et al. (1988) experiment, 20 subjects spontane- 
ously generated 111 distinct phrases to describe 11 different graphically 
displayed probabilities. Similarly, 40 forecasters in a study by Tsao and 
Wallsten (1994, Experiment 5 )  freely selected 148 unique phrases to de- 
scribe ll probabilities of drawing balls of specific colors from urns. Zwick 
and Wallsten (1989) report an experiment in which 20 individuals used an 
average of over 35 distinct expressions to represent the uncertainty of 
45 real-world events. Many subjects in a revision of opinion experiment 
(Rapoport, Wallsten, Erev, & Cohen, 1990) used over 30 phrases despite 
a request to limit the number to 15. Wallsten, Budescu, and Zwick (1993) 
asked 21 subjects to create a vocabulary for expressing degrees of confidence 
in the truth of almanac-type statements. Each respondent was required to 
include the anchor terms certain, toss-up, and impossible and to select 8 
additional phrases from a list of 64 such that he or she considered the 
whole [0,1 J probability interval to be covered. Overall, 60 distinct phrases 
were selected, of which only 8 were chosen by more than 5 subjects and 
20 were each selected by only a single individual. Finally, in a study by 
Erev and Cohen (1990), four experts each freely generated between 10 and 
17 distinct terms in making probability judgments about 27 basketball 
events. Thus, without question, people have different working vocabularies 
for expressing degrees of confidence or uncertainty and create different 
lexicons for themselves when given the opportunity to do so. 

To investigate the flip side of the problem of how people understand 
phrases when they receive them, it is necessary to compare individuals’ 
responses to distinct expressions. Numerous studies of phrase-to-number 
conversion have reported vary large degrees of between-subject variability 
in the assessments of the same terms in a fixed context or in the absence 
of a specified context. The list of studies and replications is too long to be 
reproduced here. Johnson and Huber (1977) using Army personnel, Bude- 
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scu and Wallsten (1985) using psychology graduate students and faculty, 
and Mullet and Rivet (1991) using children between the ages of 9 and 15 
all found that variability between subjects far exceeded that within. Other 
studies finding considerable interpersonal variability in interpreting proba- 
bility phrases among either lay people or  experts within their professional 
domains include Beyth-Marom (1982), Brackner (1985), Bryant and Nor- 
man (1980), Chesley (1985), Clarke et al. (1992), Farkas and Makai-Csasar 
(1988), Hamm (1991), Kong, Barnett, Mosteller, and Youtz (1986), Lich- 
tenstein and Newman (1967), Merz, Druzdzel, and Mazur (1991), Murphy 
et al. (1980), Nakao and Axelrod (1983), and Sutherland et al. (1991). Two 
exceptions of interest include a study by Brun and Teigen (1988, Study 2) 
that demonstrated greater consensus among physicians than among parents 
of young children in assigning numerical meanings to linguistic probabilities. 
The other is by Timmermans (1994), who noted that experienced and 
resident internists and surgeons interpreted probability terms similarly 
when applied to  describe symptoms. 

Of course, the degree of interindividual variance is not identical for all 
terms. Consensus regarding the meaning of phrases tends to be greatest 
near the ends of the continuum (e.g., almost certain or practically impossible) 
or in the vicinity of 0.5 (e.g., euen odds), and to be least between these 
anchor points. An interesting result, especially from a linguistic perspective, 
is that negation (e.g., Reyna, 1981) and symmetric reversals (‘e.g., Clarke 
et al., 1992; Reagan et al., 1989; Lichtenstein & Newman, 1967) do not 
necessarily lead to complementary numerical estimates. 

The phenomenon is not an artifact of the differential use of a numerical 
scale. Budescu and Wallsten (1985) elicited rankings of various terms and 
found interindividual rank reversals (see also Moore & Thomas, 1975). 
Using somewhat different methodology, Reagan et al. (1989) asked 115 
subjects to provide words-to-numbers translations, words-to-numbers 
(range) acceptability functions, and numbers-to-words acceptability func- 
tions using 18 probability phrases and 19 numerical values (from .05 to .95 
in steps of .05), and analyzed the joint results. They found large variance 
across subjects in all the tasks. They were also able to  demonstrate high 
levels of consistency (mean correlations above .85 for all pairs of tasks 
compared) in the distribution of responses across individuals. 

All of the studies just reviewed demonstrate extreme variation over 
individuals when people are required to translate phrases into numerical 
equivalents or to indicate which numbers are acceptable translations or 
expressions. Analysis of individual membership funtions carries this result 
a step further. We have shown (Wallsten, Budescu, Rapoport, Zwick, and 
Forsyth, 1986; Rapoport et al., 1987; Budescu & Wallsten, 1990) that the 
location and spread of functions representing any given term vary consider- 



Processing Linguistic Probabilities 29 1 

ably across subjects. Even more impressive is the fact that the shape of 
these functions is not universal. For example, Budescu and Wallsten (1990) 
report that 25% of the functions describing unlikely are monotonically 
decreasing and 67% are single-peaked; of the functions describing very good 
chance, 44% are single-peaked and the same proportion are monotonically 
increasing. Thus, not only do phrases differ over individuals in their central 
meaning, but they also differ in the extent and nature of their vague refer- 
ents. To the degree that membership functions carry implications for the 
semantics of terms, such semantics vary considerably over individuals. 

D. INTRA-INDIVIDUAL SENSITIVITY TO CONTEXT 

One obvious solution to potential communications problems raised by intra- 
individual vagueness and interindividual variability in understanding proba- 
bility phrases is to standardize the language. That is, develop a verbal scale 
by identifying a reasonably small subset (7 to 13 members) of frequently 
used terms, impose a ranking, and associate a range of probabilities with 
each of the terms on the list. It is a little known fact that the National 
Weather Service (NWS) has done just that with respect to probability of 
precipitation (POP) forecasts (National Weather Service, 1984, Chapter C- 
11). In issuing POP forecasts, NWS meteorologists can translate .10 and 
.20 only to the term slight chance; .30, .40, and S O  only to chance, and .60 
and .70 only to likely. Other terms are not allowed in POP forecasts. 

The general argument for a standardized probability language is best 
articulated by Mosteller and Youtz (1990) (comments by other researchers 
for and against their proposals plus their rejoinder immediately follow their 
article, and we refer readers to the entire interesting discussion). Too many 
scales have been proposed to mention all of them here, but representative 
examples include Beyth-Marom (1982), who grouped 19 terms into seven 
categorical ranges; Hamm (1991), who suggested a single best term for 
each of the 19 intervals of width 0.05 in the .05 to .95 range; and Kadane 
(1990), who proposed 11 terms to label 11 intervals. And, of course, there 
is the infamous scale used by NASA engineers that was linked (Marshall, 
1986, 1988) to the space shuttle accident. 

In a similar spirit, artificial intelligence researchers who need to incorpo- 
rate uncertainty in expert systems have suggested that a selected subset of 
terms be represented by a family of partially overlapping membership 
functions. For example, Bonissone, Gans, and Decker (1987). in an expert 
system named RUM, suggested using nine terms from Beyth-Marom’s 
(1982) list and describing each one by a trapezoidal function; Degani and 
Bortolan (1988) proposed triangular membership functions for 13 terms; 
and Lopez de Mantaras, Meseguer, Sanz, Sierra, and Verdaguer (1988) 
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described a medical diagnostic expert system (MILORD) in which uncer- 
tainty is captured by nine terms represented by trapezoidal functions. 

A standardized scale is feasible i f  (1) people can suspend or suppress 
the meanings they normally associate with particular terms, and (2) mean- 
ings and representations of selected terms are invariant over all contexts 
in which they are applied. The former condition has not been studied 
extensively. In fact, the only study that has addressed this issue was reported 
by Wallsten, Fillenbaum, and Cox (1986, Experiment 1). They showed that 
weather forecasters were subject to base-rate effects in a domain outside 
of their expertise with the very phrases that had been endowed with stan- 
dardized meaning in the context of POP forecasts. The effects were substan- 
tial. For example, chance was interpreted on average as indicating a proba- 
bility of .39 when referring to the likelihood that an ankle twisted in a 
soccer game was sprained rather than broken, but as .18 when referring to 
the likelihood that severe life-threatening effects would accompany a flu 
shot. This result strongly suggests that meanings cannot be legislated. 

The second condition is the primary subject of this section. As it turns 
out, most empirical results obtained to date show that this condition is 
systematically violated in interesting ways. Just as with terms of frequency 
(e.g., Pepper, 1981) and quantity (e.g., Newstead, 1988), probability phrases 
tend to change their meanings according to the context in which they 
are used. 

The first result of note is simply that context matters. In Beyth-Marom’s 
(1982) study, a group of political forecasters translated 14 common probabil- 
ity terms to numbers on two occasions. The phrases first were presented 
in isolation and then embedded in paragraphs from reports published by 
their organization. Interestingly, the second administration lead to greater 
interindividual variance for most expressions. This pattern of increased 
variability in specific contexts was replicated in two studies reported by 
Brun and Teigen (1988). Mapes (1979) reported a study in which physicians 
assigned different distributions of numerical values to probability (and 
frequency) terms when used to describe likelihood (and frequency) of side 
effects in response to different medications. Beyth-Marom (1982) specu- 
lated that there were three reasons why interindividual variance may have 
increased with the context she supplied, (1) because the context included 
other vague terms (e.g., hostile activities or seuere illness) that also required 
interpretation so that the subjects perceived the nominally identical frames 
differently, (2) because individuals imposed their own judgments on the 
contexts rather than just interpreting the phrases, or (3) because perceived 
outcome values influenced the interpretations of the phrases. Whatever the 
cause, and it may have been all three, the results certainly demonstrate that 
the interpersonal variability in translating phrases to numbers commonly 
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observed in laboratory settings does not result from the absence of a speci- 
fied context as has been occasionally suggested (e.g., Moxey & Sanford, 
1993; Parduci, 1968). 

Context, of course, is not a well-defined unidimensional concept. To reach 
more specific generalizations, we review next a few situational variables that 
have been shown to affect systematically probability phrase meanings. We 
first consider perceived bare rates. Following Pepper’s (1981; see also Pep- 
per & Prytulak, 1974) lead with frequency expressions, Wallsten, Fillen- 
baum, and Cox (1986) have shown that the numerical interpretation of a 
term used to describe the chances of a given event occumng depends on 
whether the context implies a high or a low base rate. For example, the 
numerical translation of probable when referring to the likelihood of snow 
in the North Carolina mountains is higher when the statement specifies the 
month of December than when it specifies October. In an elaborate study 
(Wallsten, Fillenbaum, & Cox, 1986, Experiment 2), the average effect size 
due to base rate exceeded .11 over the nine probability terms used, but 
was considerably stronger for the high (e.g., likely) and neutral (e.g., possi- 
ble) terms than for the low (e.g., improbable) terms. Detailed analyses at 
the group level suggested that the meaning assigned to any given term may 
be a weighted combination of its meaning in isolation and the perceived 
scenario base rate. 

Recently, Shapiro and Wallsten (1994) replicated the effect with a differ- 
ent set of scenarios covering a wider range of base rates and also with 
numerical as well as verbal expressions. Because they had the same subjects 
both judge base rates and interpret numbers and phrases, they were able 
to analyze data at the individual level. It appeared on this basis that the 
averaging may have been an artifact of analyzing group rather than individ- 
ual data. Shapiro and Wallsten suggested that relatively few people rely 
on base rates when interpreting low expressions because base rates gener- 
ally are used only in the narrow range below some “neutral” level and 
therefore are only associated with those probabilities. The range is narrow 
because neutral points are never greater than .5, and often are much less. 
That is, when a phrase is used to describe the chances of an event within 
a context in which only two alternative events are possible, neutral is 
naturally taken as .5. If there are four possible outcomes, neutral is .25. 

A few studies have looked at phrase meaning directly as a function of 
the number ofpossiblealternatiues, n. Tsao and Wallsten (1994, Experiments 
1-4) encoded subjects’ membership functions for low, neutral, and high 
phrases when n equaled 2 or 4. The functions tended to shift left when n = 
4 relative to when n = 2 for probabilities from 0 to roughly .60. As a 
consequence, the function for the neutral term euen chance tended to peak 
at S O  and .25 for n = 2 and n = 4, respectively; functions for high terms, 
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which increased monotonically in the 0 to .60 range, described lower proba- 
bilities better when n = 4 than when n = 2; and functions for low terms, 
which tended to decrease monotonically in that range, did the opposite. 
These are sensible results on the assumption that low, neutral, and high 
are assessed relative to lln. 

Teigen (1988a) obtained parallel results when he examined how the 
number and relative likelihoods of alternatives affect people’s understand- 
ing and use of (Norwegian) probability phrases in real-world contexts. He 
showed that the number of alternatives did not affect the fraction of subjects 
who indicated that high rather than low terms (e.g., great chances vs. small 
chances; not improbable vs. improbable) more appropriately described the 
likelihood of specific outcomes. Teigen interpreted this result as showing 
that people’s tendencies to overestimate probabilities increase as the num- 
ber of alternatives increases. We prefer the interpretation that meanings 
of high phrases depend on a perceived neutral point, lln. As n increases 
(and lln decreases), high phrases are increasingly appropriate for lower 
probabilities. If this is so, then their continued use as n increases is not sur- 
prising. 

Teigen (1988b) did find, however, that the source of the uncertainty 
dramatically affected phrase selection. The pattern of results suggested 
subtle semantic effects not understood simply in terms of implied probabili- 
ties. Recently, Gonzales and Frenck-Mestre (1993) reported a series of 
experiments in which various groups of subjects read short scenarios about 
probabilistic events. The various versions of these vignettes differed with 
respect to the type and nature of information provided (base rate, trend, 
global and local weight, etc.), but, in most cases, the event’s (objective) 
probability remained fixed. They showed that the verbal responses (in 
French) were more sensitive than the numerical ones to variability in base 
rates and local weight. Both papers emphasize the importance of semantic 
concerns beyond those captured by simple numerical translations, but their 
results may depend to some degree on idiosyncratic aspects of the scenarios 
considered (only a fraction of the results were significant) and/or on the 
special nature of the response mechanism used (only a small number of 
phrases were used and subjects were asked to rate their appropriateness 
by using scales with two to seven categories). 

Weber and Hilton (1990) investigated base-rate effects but also outcome 
severity in the context of medical scenarios. In three experiments (using 
some of the scenarios used by Wallsten, Fillenbaum, & Cox, :L986), subjects 
judged the meanings of probability phrases associated with each scenario, 
the case’s severity, and its prevalence (base rate). Weber and Hilton repli- 
cated the base-rate effect, but also found that on average the phrases were 
interpreted to imply greater probabilities when associated with events of 
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more severe consequence. The authors correctly pointed out that event 
severity and prevalence are negatively correlated in medical contexts (seri- 
ous illnesses are generally less common than mild ones) and therefore their 
separate effects on meanings of probability terms are hard to disentangle. 
This correlation can explain the results reported by Merz et al. (1991), who 
found that the numerical values associated with some expressions decreased 
when associated with more severe outcomes. Severity effects are not univer- 
sal. Sutherland et al. (1991) report that cancer patients responded similarly 
to verbal descriptions of different (“death” vs. “illness”) side effects of 
blood transfusion. 

Closely related to the notion of outcome salience is that of outcome 
valence, whether the outcome is positively or negatively valued. Mullet and 
Rivet (1991) compared scale values assigned to 24 French expressions used 
in predictions of children’s chances of passing or failing a test. On average, 
the positive context induced higher estimates. A similar pattern was found 
in two experiments described by Cohen and Wallsten (1992), in which 
subjects compared pairs of lotteries whose (positive or negative) payoffs 
depended on the outcomes of binary probability spinners. For most subjects 
and most words in both studies the inferred probability of an expression 
was higher when associated with a positive than a negative outcome. 

Yet another context effect relates to the characteristics of the available 
uncertainty vocabulary (such as its length, composition, and structure) when 
judging particular expressions. Hamm (1991) found less interindividual 
variance and better discrimination among the meanings of 19 phrases when 
they were presented in ordered rather than random lists. Clarke et al. 
(1992) found similar results. Fillenbaum et al. (1991) elicited membership 
functions for a list of core expressions (likely, probable, possible, unlikely, 
and improbable) and for the same words when embedded in longer lists 
including modified expressions (such as very likely, quite probable, etc.) or 
anchor terms (such as ross-up and almost certain). The additional terms 
did not affect the shape, location (W), or scatter (V) of the core phrases, 
but they did decrease the degree to which these words were judged to be 
most appropriate for certain events. 

Finally, a particularly important factor in determining phrase meaning 
concerns one’s role in a dialogue or exchange. The recipient of a communica- 
tion may understand a probability expression differently than intended by 
the originator because the two individuals differentially interpret the base 
rates, valences, or severities or outcomes, or because meaning depends 
more generally on the direction of communication. We are not aware of 
any research that has compared recipients’ and originators’ perceptions of 
context, but a number of studies have looked at the overall effects of 
communication direction. 
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In a study of dyadic decision making (Budescu & Wallsten, 1990), one 
member of the dyad (the forecaster, F) saw a probability spinner and 
communicated the chances of the target event to another subject (the 
decision maker, DM) who used this information to bid for a gamble. The 
DM had no direct access to the spinner and the F was not informed of the 
amounts to be won or lost. Both subjects provided numerical translations 
for all of the words used. A clear pattern emerged: The recipients of 
the verbal forecasts generally assigned values closer to 0.5 than originally 
intended by the communicators. Fillenbaum et al. (1991) obtained analo- 
gous results with elicited membership functions. Functions were located 
closer to 0.5 (in terms of their W values) and were broader (in terms of 
V) for phrases selected by others than for those selected by the subjects 
themselves for communication. Thus, both the Budescu and Wallsten and 
the Fillenbaum et al. studies suggested that people interpret phrases more 
broadly and more centrally when receiving them than when selecting them. 

To summarize, context effects on the interpretation of probability terms 
are pervasive. Individual differences in assigning numerical values to expres- 
sions are greater when the expressions are used in discourse than when they 
appear alone. More specifically, perceived base rate, number of alternatives, 
valence and severity of outcomes, and direction of communication all have 
been shown to have large and systematic effects on phrase meaning. To a 
lesser degree, meanings may also depend on the available vocabulary and 
on the order in which phrases are seen. It is interesting to note that studies 
have been carried out in many languages and in many cultures with no 
appreciable differences in the magnitudes or directions of results. Neverthe- 
less, in view of the cultural differences in probabilistic thinking documented 
in other domains (Wright et al., 1978; Yates, Zhu, Ronis, Wang, Shinotsuka 
and Toda (1989), it would be of interest to search carefully for any differ- 
ences that might exist. 

E. PRINCIPLE P2 

The location, spread, and shape of membership functions vary over individ- 
uals and depend on context and communication direction. This principle 
implies that the individual differences summarized in section III(B) and 
the systematic effects on phrase meaning described in section III(C) can be 
represented by membership function location, spread, and shape. Individual 
differences in membership functions are already well documented and were 
discussed in section III(C). But the representation of context and communi- 
cation effects on such terms has not been directly tested. 

A particularly interesting implication of principle P2, should it be correct, 
is that membership functions may provide the quantitative handle necessary 
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for theorizing about the semantic features of probability expressions. Moxey 
and Stanford (1993), in their very selective review, suggest that the use of 
membership functions or other quantitative measures is inconsistent with 
understanding the semantic functions of such phrases, because, among other 
reasons, phrase meaning is affected by context. That is a very pessimistic 
view. An alternative one is that each expression in an individual’s lexicon 
can be represented by a basic membership function, which is operated upon 
by the particular context, communication direction, and communication 
intention. Parsimonious theory development along such lines requires that 
a particular context, direction, or intention affect all basic membership 
functions in a similar way. Research testing this idea remains to be done. 

F. COMMUNICATION MODE PREFERENCES 

Do people prefer verbal or numerical communications, and to what degree 
do any such preferences depend on the properties of language that we have 
previously documented? A corollary of background assumption B1, that 
all representations are vague, is that people generally prefer to  communicate 
their opinions verbally because this mode conveys the underlying vagueness. 
The general folklore is consistent with this expectation and so are the 
empirical results. Erev and Cohen (1990) had basketball experts give their 
opinions of the likelihood of future basketball events. Three of the four 
experts spontaneously used verbal rather than numerical probabilities for 
almost every prediction. Subsequently, 21 students who had used these 
judgments were asked to provide their own judgments for future decision 
makers. Of these, 14 (67%) spontaneously did so verbally. In a medical 
context, Brun and Teigen (1988) found that 50 of 66 physicians (76%) 
preferred conveying their likelihood judgments in a verbal fashion. The 
suggestion that these results occurred simply because it is easier for people 
to communicate verbally rather than numerically is not a criticism. Rather, 
it is a natural explanation for this pattern if one assumes that it is easier 
to communicate in the modality that provides the most accurate representa- 
tion of the underlying opinion. 

This interpretation and related findings are supported in a survey of 
442 respondents (undergraduate, graduate nursing, and MBA students) by 
Wallsten, Budescu, Zwick, and Kemp (1993). Overall, 77% thought that 
most people prefer communicating verbally rather than numerically and 
65% indicated that mode as their initial personal preference. An analysis 
of reasons given for the preferences suggested that verbal communications 
generally are preferred unless the underlying opinions are based on solid 
evidence and are therefore relatively precise or unless the importance of 
the occasion warrants the effort to attempt greater precision. 
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Assumption B1 provides less guidance about what to expect about peo- 
ple’s preferences for receiving judgments of uncertainty, but the data are 
clear: most people prefer receiving such judgments numerically. In the Erev 
and Cohen (1990) study, 27 (75%) of the decision makers always chose to 
look at numerical rather than verbal information and only 4 (11%) always 
did the reverse. Brun and Teigen (1988) found that 38 of 64 patients 
(60%) preferred receiving numerical rather than verbal judgments. In the 
Wallsten, Budescu, Zwick, and Kemp (1993) survey, 70% of the respondents 
expressed an initial personal preference for receiving information numeri- 
cally. The same reasons were given as for communicating to others. Those 
who preferred verbal judgments did so because they are more natural, 
more personal, and easier; and those who preferred numerical judgments 
did so because they are more precise. 

The fact that most people have initial preferences for communicating to 
others verbally and for receiving from others numerically means that there 
must be some people who have both preferences simultaneously. The Walls- 
ten et al. survey found this pattern for 35% of their respondents, and Erev 
and Cohen found it for 47% of the decision makers. The reverse preference 
pattern, to communicate numerically to others and to receive verbally from 
others, virtually never appeared. 

In a series of papers, Teigen and Brun have shown that linguistic probabil- 
ities have connotations that are not captured by their numerical counter- 
parts, which provides another reason why their use often is preferred. 
Among these connotations are “affective intensity” (Brun & Teigen, 1988) 
and “directionality” (Teigen, 1988b: Teigen & Brun, 1993). Another indica- 
tion of people’s sensitivity to the vagueness of probability terms is the fact 
that many experts insist on communicating their opinions verbally. The 
evidence is primarily anecdotal but quite convincing (see Behn & Vaupel, 
1982, and Wallsten, 1990, for some interesting examples). Beyth-Marom 
(1982) speculates that this preference is related to the perception that 
(because of their vagueness) linguistic forecasts cannot be verified and 
evaluated as can their numerical counterparts (but see the recent method 
proposed by Wallsten, Budescu, and Zwick, 1993). 

G. PRINCIPLE P3 

Communication mode choices are sensitive to the degrees of vagueness 
inherent in the events being described, the source of the uncertainty, and 
the nature of the communication task. This principle is really a corollary 
of background assumption B2, but it also summarizes the main results 
of the previous section. It captures the idea that most people prefer the 
communication mode that they can use most easily and accurately for the 
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task at hand. Thus, they communicate their opinions to others in a verbal 
rather than numerical form because it is the easiest way to convey different 
locations and nuances of imprecision. On the other hand, even when recog- 
nizing that opinions are not precise, people prefer to receive information 
numerically because they know that individuals differ greatly in their phrase 
selection. Therefore, people believe they can more easily and accurately 
obtain a fix on the rough uncertainty location another individual intends 
to communicate when he or she does so numerically rather than verbally. 

One implication of this principle was developed and tested by Erev, 
Wallsten, and Neal (1991). They suggested that in many contexts vague 
communications promote the well-being of a society to a greater extent 
than do precise ones, and that people will select their communication modes 
accordingly. Vague language is beneficial because it is more likely to result 
in heterogeneous rather than homogeneous actions, which in turn increase 
the chances that at least some individuals will be successful and the society 
as a whole will survive. Their experiment involved groups (societies) of 
seven subjects each. On each trial, one subject was the F, three were DMs, 
and the remaining three were passive participants. Subjects’ roles rotated 
over trials. The F alone saw a probability spinner partitioned into three 
sectors and communicated to the group the probability of its landing on 
each one. The F had the option of selecting numerical or verbal terms to 
communicate these assessments. The DMs then individually and privately 
chose one of the three events to bet upon. Two different groups were run 
with different payoff structures. In the first condition, the group’s total 
outcome was maximized if all subjects agreed in their choices; but in the 
second group, the total outcome was maximized by a pattern of heteroge- 
neous selections. As predicted, the proportion of cases in which Fs used 
verbal terms increased systematically across trials in the second group but 
remained stable in the first. The clear implication is that subjects realized 
the condition in which vagueness was beneficial and precision harmful, and 
chose to use linguistic terms in that case. 

IV. Judgment and Decision with Verbal and 
Numerical Probabilities 

The picture that emerges from the previous section is that linguistic terms 
are imprecise and subject to multiple interpretations by different individuals 
and under different conditions. Therefore, they are problematic in commu- 
nication and should be avoided for important decisions. We (Budescu & 
Wallsten, 1985) have referred to the possible “illusion of communication” 
induced by the use of these terms, and decision analysts routinely have 
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recommend avoiding them (e.g., Behn & Vaupel, 1982; Moore, 1977; von 
Winterfeldt & Edwards, 1986). In this section, we review empirical results 
comparing judgmental accuracy and decision quality given probabilistic 
information in verbal and numerical form. Most of these studies involved 
within-subject comparisons of judgments and decisions performed with 
the two modes of information. The next subsection focuses on studies of 
probabilistic judgments and inferences, and the following subsection is 
concerned with experiments in which subjects made choices, gave bids, or 
in some way took action on the basis of verbal or numerical information. 

A. ACCURACY OF JUDGMENTS 

According to background assumption B1, all representations are vague to 
some degree. On this basis, contrary to intuition, verbal judgments are not 
necessarily less accurate than their numerical counterparts. Indeed, Zimmer 
(1983,1984) argued persuasively that they should be more accurate. Begin- 
ning with the premise that the mathematics of uncertainty (probability 
theory) developed only in the seventeenth century, whereas the language 
of uncertainty is ubiquitous and much older, Zimmer (1983) wrote, “It 
seems unlikely that the mathematically appropriate procedures with numer- 
ical estimates of uncertainty have become automatized since then. It is 
more likely that people handle uncertainty by customary verbal expressions 
and the implicit and explicit rules of conversation connected with them” 
(p. 161). He continued the argument in another article by writing, 

It seems plausible to assume that the usual way humans process information for predic- 
tions is similar to putting forward arguments and not to computing parameters. There- 
fore, if one forces people to give numerical estimates, one forces them to operate in a 
“mode” which requires “more mental effort” and is therefore more prone to interference 
with biasing tendencies (Zimmer, 1984, p. 123) 

To evaluate these claims, Zimmer (1983, 1984) ran experiments (in Ger- 
man) in which he tested for biases with verbal responses that typically are 
found with numerical ones (overconfidence in judgment and conservatism 
in revision of opinion). The data appear to substantiate his prediction of 
greater accuracy in the verbal mode, but more thorough tests are required. 
As Clark (1990) pointed out, both studies employed very coarse response 
scales (median number of categories approximately five), and lacked appro- 
priate direct comparisons with numerical responses. Recently, we tested 
Zimmer’s thesis by allowing subjects a much richer vocabulary (in English) 
and comparing the results with closely matched numerical controls. 

In one study, Zimmer (1983, 1984) had subjects use verbal responses to 
estimate posterior probabilities in a simple two-alternative Bayesian revi- 



Processing Linguistic Probabilities 301 

sion of opinion paradigm. His subjects saw items, bricks or balls, as they 
were sampled from one of two bins. They knew that sampling was a priori 
equally likely to be from either bin and they knew the compositions of 
both bins. After each item was sampled, the subject provided an updated 
verbal judgment of “the chance of getting a brick or a ball the next time 
from the bin” (Zimmer, 1983, p. 177). It appears from the description that 
subjects were limited to approximately five phrases and that for purposes 
of comparing the responses to the optimal Bayesian values, each was con- 
verted to the central probability with the maximum empirically determined 
membership value for that phrase. The resulting judgments were more 
accurate (i.e., closer to the predicted Bayesian response) than generally 
found in studies using numerical responses (e.g., Edwards, 1968). 

Rapoport et al. (1990) replicated the study with certain crucial differ- 
ences. For each problem, subjects saw two urns containing specified propor- 
tions of red and white balls. Prior sampling probabilities were always equal, 
but the urn compositions changed from problem to problem. A within- 
subject design was used in which each subject provided verbal and numerical 
judgments in different sessions and a payoff scheme was used to motivate 
careful responding. Subjects constructed their own vocabularies, and indi- 
vidual membership functions were established for the 14 to 16 phrases each 
subject used most frequently. Verbal terms were quantified in two ways, 
by the probability with the highest membership value and by the location 
measure, W. The results indicated near equivalence in the quality of verbal 
and numerical judgments. That is, verbal judgments were more variable 
than numerical, as Budescu and Wallsten (1990) had also found, and conse- 
quently were less accurate when measured by mean absolute deviation 
from optimal. However, on average, verbal judgments were more accurate 
than numerical ones when the verbal responses were quantified by peak 
values. To complicate matters, the two modes yielded equal degrees of 
conservatism when the phrases were quantified by W. 

In a related Bayesian revision opinion problem, Hamm (1991) also found 
very little difference between verbal and numerical modes. In contrast, 
Timmermans (1994) claimed in a medical context using physician subjects 
that probability judgments were more accurate (closer to the Bayesian 
posterior probabilities) in response to the numerical information than the 
verbal information. Some of Timmermans’ conclusions are particularly hard 
to evaluate, as it is not clear that (1) the “objective” Bayesian values 
calculated and the estimates provided by the physicians pertain to the same 
events, or (2) the numerical meanings of the terms, which were elicited in 
the absence of any context, can be generalized to the diagnostic problems. 

Thus, although the data do not support Zimmer’s strong claim that 
reasoning is better in the revision of opinion context when people can 
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respond verbally rather than numerically, neither do they show the opposite 
to be true. Rather, it appears that reasoning is about equivalent in these 
tasks given the two modes of responding. The same seems to be true in 
the case of judgment, in which the usual finding with numerical responses 
is that people are overconfident. Zimmer (1983) reported results of a study 
in which 90 soldiers answered 150 political science questions and assessed 
their chances of being correct by means of verbal expressions. Unfortu- 
nately, the description of the experiment is too sparse to properly evaluate 
it, but the calibration curve that is presented (based on the median value of 
the words) is closer to the identity line than generally occurs with numerical 
responses (e.g., Lichtenstein, Fischhoff, & Phillips, 1982). The implication 
is that subjects are less overconfident and more accurate when their judg- 
ments are verbal than when they are numerical. We recently replicated 
and extended this study and arrived at somewhat different conclusions. 

Wallsten, Budescu, and Zwick (1993) asked 21 subjects to report their 
confidence in the truth of 600 factual items (in the domains of geography, 
demography, and history) consisting of 300 true statements and their seman- 
tically identical false complements. Subjects selected their own vocabularies 
(in addition to three specified anchor terms). They provided verbal and 
numerical judgments in separate sessions and encoded individual member- 
ship functions for each linguistic term. Verbal and numerical judgments 
correlated very highly within individual subjects and behaved very similarly 
in most aspects analyzed. The only differences we observed between the 
two modes were that the central numerical response (0.5) was used more 
frequently than its verbal counterpart (toss-up) and that the level of over- 
confidence (excluding the middle category) was higher for the verbal terms. 
A possible interpretation of these differences is that judges may use the 
central category more frequently in the numerical than in the verbal mode to 
represent imprecise judgments, because that category is equally defensible 
regardless of the outcome. In contrast, the verbal mode allows more honest 
representations of vaguely formed opinions without resort to the central 
category. If this is true, then overconfidence, as usually measured, may 
actually be greater than observed when subjects respond numerically. 

Two points must be added in summarizing this evidence and its relation 
to background assumption B1. First, recent developments by Erev, Walls- 
ten, and Budescu (1994) suggest that the underconfidence common in opin- 
ion revision studies and overconfidence common in judgment studies may 
both arise from one set of processes, leading to data that researchers analyze 
differently in the two paradigms. Erev et al. (1994) noted that when objec- 
tive probabilities are independently defined, as in Bayesian revision of 
opinion studies, researchers analyze mean subjective estimates as a function 
of objective values and generally find underconfidence. In contrast, when 
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objective probabilities are not independently definable, they analyze per- 
centage correct as a function of the subjective estimates and generally find 
overconfidence. Erev et al. (1994) applied both types of analyses to three 
data sets and found that judgments appeared underconfident when analyzed 
one way and overconfident when analyzed the other way. They generated 
simple models that assumed well-calibrated underlying true judgment plus 
an error function and showed that such models yield the full range of 
observed results under standard methods of analysis. Erev et al. were 
concerned only with situations of numerical responses, but there is every 
reason to believe that their conclusions apply to verbal responding as well: 
that is, verbal probabilities imply underconfidence in one case and overcon- 
fidence in the other at least in part because they are an errorful representa- 
tion of underlying judgment. Furthermore, because the degrees of under- 
and overconfidence are equivalent in the verbal and numerical cases, we 
can assume that so is the extent of error. Erev et  al. (1994) concluded that 
questions of true under- and overconfidence cannot be properly addressed 
without a substantive and an error theory relating responses to judgment. 
The same applies, of course, to verbal responses. Moreover, this approach 
suggests that the same theories should apply in both cases. 

The second point to make in concluding this summary is that although 
no systematic evidence has accrued thus far indicating that one mode of 
responding is more accurate than another, many avenues remain to be 
explored. For example, Zimmer (1983) suggested that the type of informa- 
tion subjects think about in making forecasts or predictions depends on 
the mode in which they must respond. He claims that people focus more 
strongly on qualitative data when they can respond verbally and on quantita- 
tive data when they can respond numerically. This is an intriguing idea that 
is consistent with the “compatibility effect” (Tversky, Sattath, & Slovic, 
1988) and deserves follow-up. 

Nevertheless, the available data provide no indication that the one mode 
of representation systematically leads to more accurate judgments than 
does the other. This conclusion is not implied by assumption B1, but it is 
eminently consistent with it, and no further summary principle is required. 

B. CHOICE AND DECISION QUALITY 

Although Knight (1921) and Keynes (1921) distinguished between various 
types of uncertainty, it was Ellsberg’s (1961) famous paradox that made 
decision theorists pay closer attention to the effects of vagueness (or ambi- 
guity, as it is often, but incorrectly, described) on preference (see Budescu & 
Wallsten, 1987, and Camerer & Weber, 1992, for reviews). Ellsberg’s results, 
and subsequent empirical studies (e.g., Curley & Yates, 1985; Einhorn & 
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Hogarth, 1985) seem to indicate that, everything else being equal, most 
people prefer precise probabilities over vague (ambiguous) representations 
of uncertainty. This pattern of “avoidance of ambiguity” is consistent with 
findings, described previously, indicating that people prefer receiving nu- 
merical rather than verbal information. As phrases are relatively more 
vague than numbers, one would expect that choices and overt decisions 
(as operationalized by bids, attractiveness ratings, or  rankings of risky 
options) reflect this preference. On the other hand, Zimmer’s argument 
(1983, 1984) regarding the superiority of the verbal mode makes just the 
opposite predictions. Next, we describe a series of studies in which these 
two conflicting predictions were tested empirically. 

Budescu et al. (1988) reported two experiments comparing the quality 
of decisions based on verbal and numerical probabilities. In the first stage 
of the study, we determined the single best numerical and verbal representa- 
tions for 11 distinct spinners for each subject. Next, we  used these represen- 
tations to describe lotteries (some involving gains and others losses), which 
the subjects evaluated either by bidding for the lotteries (Experiment 1) 
or rating their attractiveness (Experiment 2). Although, on the average, 
subjects won more (by 1.2.%) and lost less (by 4.7%) with numerical proba- 
bilities, the bids, attractiveness ratings and decision times (after eliminating 
the possibility of calculations) were almost identical under the three presen- 
tation modes. Because the results may reflect the high level of intra-individ- 
ual consistency in the use of words (further reinforced by the initial judg- 
ment stage), Budescu and Wallsten (1990) replicated the study with dyads. 
The F saw probability spinners and communicated the probabilities of the 
target events in either numerical or verbal form to the DM who had to bid 
for gambles. The DM could not see the spinner and the F was not informed 
of the amounts to be won or lost for each specific gamble. Yet, the mean 
bids, and the expected gains, were identical under the two modes of commu- 
nication. 

Erev and Cohen (1990) used a more realistic version of this dyadic 
paradigm. Four expert sportscasters provided numerical and verbal fore- 
casts for 27 basketball events (e.g., one player will score more points than 
another) in a randomly chosen game from a group of games identified by 
the experimenters. Then, 36 students were asked to rate the attractiveness 
of gambles whose outcome probabilities were given by the experts’ fore- 
casts. The actual events were disguised, forcing the subjects to rely on the 
expert judgments and not on their own knowledge. The gambles were 
presented in sets consisting of eight events (with verbal or numerical proba- 
bilities and monetary outcomes) that the subjects ranked from the most to 
the least attractive under a payoff scheme that motivated careful respond- 
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ing. Subjects’ ratings and expected payoffs were well above chance level 
but did not vary as a function of the mode of communication. 

In a recent experiment (Gonzales-Vallejo, Erev, and Wallsten, 1994), Fs 
made predictions about video games in which the event probabilities were 
controlled. Fs observed events on the computer screen and provided simul- 
taneous verbal and numerical estimates of the event probabilities. Each 
DM subsequently was presented with sets of six monetary gambles, whose 
probabilities were the numerical or verbal forecasts of a particular F, and 
had to rank the gambles from the most to the least attractive under a payoff 
structure similar to that used by Erev and Cohen (1990). Once again, 
the DMs’ expected profits were practically identical under the two modes 
of forecasting. 

The single exception to this line of results is Experiment 5 of Tsao 
and Wallsten (1994). Fs provided numerical and verbal estimates of event 
chances when the number of possible outcomes was n = 2 or n = 4. On 
the basis of these estimates, DMs subsequently estimated (under a payoff 
scheme designed to promote accuracy) how many times out of 100 the 
event would occur. Estimates based on verbal and numerical judgments 
were equally accurate when n = 2, but not when n = 4. In the latter case, 
quality suffered in the verbal mode. This task differed from the other 
decision tasks in that it required the estimate of a sample statistic, rather 
than a choice or a bid for a gamble. Nevertheless, this suggests that more 
careful work is needed in contexts in which n > 2. 

To summarize, with the single exception just noted, all of the experiments 
described here agree that, on the average, decision quality is unaffected 
by the mode in which the probability information is provided. To say the 
least, the result is puzzling in light of the material discussed in section 111. 
In part, it may be a result of the fact that judgmental accuracy is roughly 
equivalent given verbal and numerical information, as described in section 
IV(A). But that explanation alone will not do, as it still does not explain 
the approximately equal decision quality given the wide interpersonal vari- 
ability in interpreting phrases and the considerably greater imprecision of 
verbal versus numerical expressions. However, the next principle provides 
the link that in conjunction with the findings of section IV(A) brings to- 
gether the two otherwise contradictory sets of results. We propose one 
more principle that suggests a subtle but important way in which the two 
modes, verbal and numerical, do differentially affect trial by trial decision 
behavior while generally leaving average results unaffected. 

C. PRINCIPLE P4 
The question we must address is How are imprecise assessments of uncer- 
tainty resolved for the purpose of taking action? (Assumption B2 asserts 
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that such resolution takes place, but does not specify the mechanism.) A 
natural answer would be to assume that when faced with an expression 
covering a wide range of probabilities-but representing some values 
within that range better than others-one restrict attention to the best- 
described values. An extreme version of this assumption would be that for 
purposes of making a decision, one treats a phrase as equivalent to that 
probability (or to the mean of those probabilities) for which the membership 
function, pe( p )  is maximal. If this were true, however, then decision variabil- 
ity would be equal under verbal and numerical information conditions, and 
it generally is not. For example, Budescu and Wallsten (1990) found, on a 
within-subject basis, that the variance of bids based on verbal probabilities 
was larger than the variance of numerical bids by a factor of 2.44. Thus, a 
weaker assumption is needed. We propose, instead, that when combining, 
comparing, or trading-off information about uncertainty with information 
about other dimensions, such as outcome values, the uncertainty representa- 
tion, pe(p) ,  is converted from a vague interval to a point value by restric- 
ting attention only to values of p with membership above a threshold v, 
that is, for which p , (p )  2 v. A specific point value p* is then selected 
probabilistically according to a weighting function proportional to the 
p e ( p )  5 u. Expressed formally, p* is selected for expression e according to 
the density f,(p*) defined by 

where 

0 if pe ( p )  monotonically decreases 
Min ( P I P , (  p) = u )  otherwise, 

x = [  

and 

1 if p e  ( p )  monotonically increases 
Max ( p l p e ( p )  = u )  otherwise, 

Equation (7) says that membership values above the threshold u are con- 
verted to (proportional) choice probabilities. 
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Good but limited support for this principle comes from a study by Walls- 
ten et al. (1988), in which subjects chose between two gambles, (a, p, 0) 
and (a, q, 0). That is, one gamble offered outcome a with probability p, 
and outcome 0 with probability l-p; and the other offered the same out- 
comes with probabilities q and l-q, respectively. The value, p, was easily 
estimated as the relative area of a visible spinner; whereas the value q was 
conveyed by means of a probability phrase. For each of the 10 probability 
phrase-outcome value combinations (five phrases by two outcomes), sub- 
jects made nine choices at each of six levels of p. Subsequent to the choice 
phase of the study, each subject provided membership functions for each 
phrase used. Finally, a single threshold parameter u was sought for each 
subject that provided for the best prediction of his or her tendency to 
choose the gamble with the visible spinner by converting membership values 
greater than or equal to the threshold to sampling weights. Although the 
model did not fit perfectly, the mean deviation between predicted and 
observed choice probabilities was very small, .01, for 9 of the 10 subjects. 

We have replicated these results in unpublished work: but have not 
pursued the obvious question of what factors control the placement of u. 
Various hypotheses are reasonable. One might argue, for example, that as 
decision importance increases, so too does motivation to consider the full 
range of possible meanings conveyed by an expression. Consequently, u 
should decrease with decision importance. Thus, as we argued earlier, when 
subjects are allowed but not required to give a probability range in situations 
of vague uncertainties, and the response is of no real consequence, they 
simplify their task to the greatest extent possible by setting u = 1. Presum- 
ably, they would set u lower for more important decisions. An alternative 
line of reasoning, however, suggests that u increases with decision impor- 
tance, because, as illustrated earlier, people typically prefer precise informa- 
tion for important decisions; that is, as the stakes increase, so too does the 
necessity to make a clear decision. These competing conjectures remain to 
be tested. Along another dimension, assuming that the greater u, is the 
easier and more rapidly can the decision be made, one might expect that 
u increases with time pressure. Again, we have no data. 

Principle P4 provides a qualitative explanation of Budescu and Wallsten’s 
(1990) dyadic decision results, which were discussed previously, but has not 
been further tested. Clearly, additional evaluation is required. Nevertheless, 
assuming the principle’s validity, we are in a position to understand why 
average decision quality is unaffected by probability mode. Note first that 
when a phrase is converted to a probability value, p*, for decision purposes, 
its expected value, E,(p*), is equivalent to We defined for ,ue(p) restricted 

Wallsten and Erev ran an additional nine subjects in essentially the same design, but with 
more observations per point, and obtained equivalent results. 
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to values greater than or equal to u. This fact can be seen by using Eq. (7) to 
obtain Ee(p*) and comparing the result to Eq. (1). Moreover, for symmetric 
single-peaked functions, We equals the peak probability, that is, the value 
p** such that pe(p**)  = 1. However, regardless of the shape of the member- 
ship function, as u increases E,( p*)  approaches p** (or the mean of the 
p**, should the value not be a single point). Therefore, we can claim that 
in general, when making decisions, people interpret phrases as equivalent 
to probabilities in the neighborhood ranging from their central value, W, 
to their peak value(s), p**. 

Two more steps are needed to complete the explanation of why average 
decision quality is unaffected by probability mode. Recall, first, that people 
treat numbers received from others as vague at least to some degree. 
Therefore, we can assume that just as occurs with phrases, DMs interpret 
numbers somewhat more broadly and centrally than the F intended. Second, 
recall from section IV(A) that verbal and numerical information is pro- 
cessed with roughly equivalent accuracy. On that basis, we can deduce that 
for a given DM, there is no systematic difference between We or p** of 
the phrase selected by a F and the interpreted meaning of the numerical 
probability communicated by that F. Given this entire train of argument, it 
is not surprising that average decision quality was unaffected by probability 
mode in the experiments reviewed in section IV(B), while, simultaneously, 
decision variance was somewhat greater when communication was verbal 
than when it was numerical. 

D. PRINCIPLE P5 

Decision patterns differ in more than just variance given verbal and numeri- 
cal information, although the additional difference is sufficiently subtle that 
it eluded us for some time. We express this result as the following principle: 
When combining, comparing, or trading-off information across dimensions, 
the relative weight accorded to a dimension is positively related to its 
precision. In other words, the narrower p,( p) is, the more weight is accorded 

The finding leading to this principle was first evident in the data of a 
pilot study run by Gonzdlez-Vallejo et al. (1994). The effect was replicated 
in a second, much more substantial experiment, which we now consider. 
In the first phase, Fs observed uncertain events in a video game and ex- 
pressed their judgments of the probabilities both verbally and numerically. 
These events were then used as the basis for gambles of the form (a, p, 0). 
DMs saw the gambles in sets of six and rank-ordered them from most to 
least preferred under a payoff scheme. DMs never saw the actual probabili- 
ties but only the Fs’ numerical estimates for some sets and verbal estimates 
for others. The sets all were constructed such that the outcomes and proba- 

to p*. 
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bilities were negatively correlated, and that the gambles’ expected values 
agreed in rank order with the outcomes for one half of the sets, and with 
the probabilities for the other half. When the probabilities were expressed 
verbally, subjects’ rankings correlated positively with the payoffs. In con- 
trast, when the probabilities were expressed numerically, the subjects’ rank- 
ings were positively related to the probabilities. Consequently, when rank- 
ing gamble sets in which outcomes were positively correlated with expected 
value, subjects made more money given the verbal probabilities than the 
numerical probabilities; and when ranking gamble sets with the opposite 
structure, the reverse occurred. This result is consistent with Tversky et 
al.’s (1988) contingent weighting model, suggesting that the relative weight 
given to the probability and the outcome dimensions depended on the 
information format. Thus, we see that on the average subjects can do equally 
well under either mode, but not given a particular stimulus structure. 

Principle P5 also motivated, in part, a study by Gonzdles-Vallejo and 
Wallsten (1992) on preference reversals. Six subjects, acting as Fs, provided 
verbal and numerical probability judgments of events in video displays. 
These events served as the basis for gambles (a, p, 0) shown to 60 DMs, 
who saw only the outcomes, a, and the verbal or numerical estimates of p. 
They, in turn, bid twice for individual gambles and chose twice from pairs 
of gambles, once in each task given the numerical expressions and once 
given the verbal expressions. The regular pattern of reversals between 
choices and bids (e.g., Grether & Plott, 1979) was found in both modes, 
but its magnitude was much smaller in the verbal case. Looked at differently, 
bids were very similar given the verbal and numerical representations, but 
the choices were not. Considerably greater risk aversion was shown in the 
numerical case than in the verbal case. 

This entire pattern of results is expected, given the conjunction of P5 
and the oft-repeated generalization that “probabilities loom larger in choice 
than in bidding” (Tversky et al., 1988). That is, when bidding for gambles, 
people tend to focus relatively more strongly on the outcomes than on the 
probabilities. Therefore, an additional decrease in the weight accorded the 
probability dimension resulting from vagueness in the verbal condition has 
little effect on the bids. In contrast, this weight decrease strongly affects 
choice, where probabilities are in primary focus. 

V. Recapitulation and Conclusions 

A. ASSUMFHONS AND PRINCIPLES 

For ease of reference, it is useful to repeat here the two background assump- 
tions and the five principles. We will then consider the epistemological 
status of each and their joint implications. 
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B1. Except in very special cases, all representations are vague to some 
degree in the minds of the originators and in the minds of the re- 
ceivers. 

B2. People use the full representation whenever feasible, but they narrow 
it, possibly to a single point, if the task requires them to do so. 

P1. Membership functions can be meaningfully scaled. 
P2. The location, spread, and shape of membership functions vary over 

individuals and depend on context and communication direction. 
P3. Communication mode choices are sensitive to the degrees of vague- 

ness inherent in the events being described, the source of the uncer- 
tainty, and the nature of the communication task. 

P4. When combining, comparing, or trading-off information about un- 
certainty with information about other dimensions, such as outcome 
values, the uncertainty representation, p,( p), is converted from a 
vague interval to a point value by restricting attention to values of 
p with membership above a threshold u, that is, for which p,( p) 2 u. 
A specific point value p* is then selected probabilistically according 
to a weighting function proportional to the p,( p) 2 u. 

P5. When combining, comparing, or trading off information across di- 
mensions, the relative weight accorded to a dimension is positively 
related to its precision. 

Our story is straightforward. Rarely is one’s opinion or judgment precise 
(Bl), although one acts upon precise values when action is called for (B2). 
The nature and extent of one’s vague representation depends on various 
individual, situational, and contextual factors (P2), and is measureable in 
a meaningful fashion (Pl). One converts vague opinion to a point value 
for purposes of action by a probabilistic process that is sensitive to the 
form of the opinion and to the task (P4). However, despite this conversion, 
the degree of attention one accords to a dimension depends on its underlying 
vagueness (P5). Somewhat outside this stream that travels from opinion to 
action is the issue of communication mode preferences, which are systemati- 
cally affected by degrees of vagueness (P3). Finally, also important but not 
formulated as a principle because it does not have theoretical content, is 
the fact that judgment is approximately equally accurate given verbal and 
numerical expressions of probability. 

These assumptions and principles are not epistemologically equivalent. 
We have simply asserted assumption B1, but numerous corollaries that can 
be inferred from it are empirically supported. Similarly, there are no data 
to sustain assumption B2 in its full generality, but a particular instantiation 
of it, principle P4, is well supported. Principles P1 and P5 are well buttressed 
by data; whereas, in contrast, principle P3 describes a range of results, but 
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does not have independent post hoc support. Finally, principle P2 is at 
this point a reasonable conjecture that is consistent with a good deal of 
related evidence. 

B. CONCLUDING COMMENTS 

We have attempted to review a substantial portion of the literature on 
linguistic probability processing, to develop a coherent theory of such 
processing in the form of a small set of principles, and to suggest addi- 
tional necessary research. In this final section, we summarize and extend 
remarks relating to the third goal that have been sprinkled throughout 
the chapter. 

An important missing link in the present development is firm support 
for principle P2, that membership function characteristics vary systemati- 
cally with individuals and contexts. Two major obstacles must be overcome 
in order to achieve this goal, one technical and the other substantive. On 
the technical end, a relatively large number of repetitious judgments are 
required to obtain accurate and reliable empirical membership functions. 
The task is boring, it is unlikely that successive judgments are independent, 
and the very judgments being elicited may cause perceived meanings to 
change during the course of long sessions. One possible solution is to 
rely more heavily on parametric curve fitting for the various membership 
functions. In the past, we have used cubic polynomials (Wallsten et al., 
1988; Zwick, 1987), but other approaches (splines, piecewise logistics) may 
work just as well. These techniques may require fewer points and the 
effects of the various factors may be detected by examining trends in the 
parameters of the fitted functions. 

More important, however, may be the lack of a good theory of context 
and an appropriate framework within which to deal with individual differ- 
ences. With one exception (the unequivocal distinction between the two 
directions of communication), most variables that have been examined 
(perceived base rate, severity, etc.) are continuous and their levels rely on 
subjective judgments. Moreover, the classification of cases into discrete 
“contexts” is all too often after the fact and invariably arbitrary. (Are 
medical scenarios describing a fractured ankle or wrist following a friendly 
game of tennis or basketball different or indentical contexts?) Similarly, 
the notion that different people may have different membership functions 
for the same terms in a given context, as intuitive and reasonable as it may 
seem, requires a good theoretical foundation. The problem is not simply 
to show that likely is understood differently by different people, but to show 
that this variance is systematically related to other meaningful variables. For 
example, Weber (1988) proposed and Weber and Bottom (1989) tested 
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descriptive risk measures for risky prospects involving precise numerical 
probabilities. It would be interesting to relate these measures to parameters 
of membership functions for verbal probabilities involved in similar pros- 
pects. 

Related to issues of context and individual differences is the intriguing 
possibility that membership functions will provide a means of quantifying 
the semantic content of probability phrases and become standard tools for 
dealing with important psycholinguistic problems. That goal will be reached 
when quantitative models of context and individual differences are devel- 
oped that predict meaning as represented by membership functions. Rey- 
na’s (1981) work on negation, Reagan et al.’s (1989) analysis of complemen- 
tary symmetry, and Cliff’s (1959) well-known study on adjective-adverb 
combinations are examples of other issues that might be addressed more 
fully if the (point numerical) representations of the verbal stimuli were to 
be replaced by appropriate membership functions. An example of the 
possible applications of these functions is provided in a study by Zwick, 
Carlstein, and Budescu (1987). Subjects judged the degree of similarity 
between pairs of terms (say, likely and good chance) and also provided 
judgments for membership functions of each term. Then, a large number 
of mathematical measures of similarity between functions were calculated 
and used to predict the empirically determined proximities. The results of 
this study could, for example, be used to determine a mathematical defini- 
tion of synonymity. 

Crucial to our approach is the assumption embodied in B2, that represen- 
tations are treated in their vague form whenever possible and reduced to 
precise values only when necessary. The idea is so reasonable, and seems 
so adaptive, that we would argue it must be correct at some level, The 
underlying processes, however, are very much open to question. We pro- 
vided a stochastic mechanism in the form of principle P4 and offered limited 
evidence in support of it, but more research is needed to establish its 
credibility. Particularly important is the question of how the threshold, u, 
is set when making decisions based on vague inputs. In work to date 
(Wallsten et al., 1988), u has been left as a free parameter, but for the 
theory to be useful, we must learn how it depends on context, task, or 
individual variables. 

Another topic requiring additional work concerns the relationships be- 
tween decision quality, preference patterns, and linguistic processing when 
the number of possible outcomes exceeds two. In our judgment, we under- 
stand these issues fairly well now in the case of two alternatives. The Tsao 
and Wallsten (1994) data, however, suggest that matters are much more 
complicated in the general case. 
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Finally, we point out that our treatment of the role of linguistic informa- 
tion processing in judgment and preference is incomplete in another import- 
ant way. That is, we must consider how people combine multiple inputs 
(say, judgments from two or more experts or consultants) to arrive at their 
own opinion. In section II(B), we amplified assumption B2 by stating that 
“people treat separate judgments in their vague form when receiving and 
combining them, but they restrict attention to a narrow range of uncertainty 
or to a single point value when making specific decisions” (emphasis added 
here). Subsequently, we amplified the latter part of that statement and 
ignored the former. That issue is treated to some degree, however, in a 
recent chapter by Wallsten, Budescu, and Tsao (1994). 
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