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STATISTICS IN PRACTICE

COMPARING THE MEANS OF SEVERAL GROUPS

KaTHERINE Goprrey, A.M.

Abstract This article discusses statistical methods for
comparing the meansof several groups and focuses on
examples from 50 Original Articles published in the Jour-
nal in 1978 and 1979. Although medical authors often
present comparisons of the meansof several groups, the
most common method of analysis, multiple t-tests, is usu-
ally a poor choice. Which method of analysis is appropri-
ate depends on what questions the investigators wish to
ask. If the investigators want to identify which of the
groups understudy are different from the rest, they will

N one simple form of experiment or observational
study, the investigator compares sets of measure-

ments taken from two groups to decide whether the
group meansdiffer. Emerson and Colditz' havere-
ported that the t-test, the standard analysis for such an
experiment, is the most commonly usedstatistical pro-
cedure in the Journal.
When an experiment includes more than two

groups, the choice ofan appropriatestatistical method
for comparing group means depends on the experi-
mental design and on the questions asked. Although
investigators have many options, few are appropriate,
and the mostfrequently used method, multiple t-tests,
is usually a poor choice. Moreover, even appropriate
methods ofanalysis may notdirectly answerthe inves-
tigators’ questions. A poorly chosen analysis may
generate misleading results by giving incorrect an-
swers to the investigators’ questions, by giving cor-
rect answers to the wrong questions, or byfailing to
use all the information available from the experiment.
Care in formulating the study questions and in choos-
ing the method of analysis can prevent such costly
mistakes.

Because computer programsoffer ready numerical
solutions to formerly obscure anddifficult analytical
problems, investigators now need only to match the
type ofdata and thegoal of the study to the methodin
orderto obtain an adequate analysis. Using examples
from the journal, this article discusses some standard
statistical methods for comparing group means. and
describes which questions about group means each
methodis designed to answer. Some standard meth- :
ods of statistical analysis include multiple t-tests,
analysis of variance, and multiple comparisons. More
sophisticated techniques are available to answer com-
plicated questions about group means.

In this article, I do not consider the mechanics of

the calculations involved in the various techniques.
Standard textbooks, such as those by Snedecor and

- Cochran,” Armitage,’ Dixon and Massey,‘ Bliss,° So-
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_ grain of salt.

need a different method from the one requiredif they wish
simply to decide whetheror not the groups share a com-
mon mean. More complicated questions about the group
meanscall for more sophisticated techniques. Of the 50
Journalarticles examined, 27 (54 per cent) used inappro-
priate statistical methods to analyze the differences be-
tween group means.Investigators need to becomebetter
acquainted with statistical techniques for making multiple
comparisons between group means. (N Engl J Med 1985;
313:1450-6.)

kal and Rohlf,® Winer,’ Kleinbaum and Kupper,® and
Brownlee,’ provide details of the calculations.

METHODS

The 332 Original Articles published in Volumes 298 to 301 (cal-
endar years 1978 and 1979) of the Joumal provided the examples
usedin this article. In these four volumes, 50 Original Articles” 10-59
included_a comparison of several group means. Onearticle*? con-
tained 3 separate analyses, makinga total of 52 analyses. I have’not
includedin this survey articles comparing observed proportions and
have considered only articles dealing with means ofmeasurements.
Table I gives information onthe types of analysis reported in these

‘articles.
J examinedall Original Articles in the four volumesof the Journal

to determine which contained comparisons of group means. To
makesure no articles were omitted, this list of articles was then
checked against a similar list prepared for Emerson and Colditz.!
I then read each article to compile the information presented in
Table 1. ;
An expanded version of Table 1, with details on thestatistical

analyses performedin each ofthe 50 articles, appears elsewhere.”

Wuy Nor t-TEsts?

Investigators comparing three or more groupmeans
at once frequently examine each possible pair of
groups separately, using the t-test to examine each
pair. For example, Toft et al.!° examined estimat-
ed thyroid-remnant weight in patients in four post-
operative states: euthyroidism with normal serum
thyrotropin levels; euthyroidism with raised serum
thyrotropin levels; temporary hypothyroidism; and
permanent hypothyroidism. Examining each pair of
groups would involve six tests: Groups 1 versus 2,

1 versus 3, 1 versus 4, 2 versus 3, 2 versus 4, and
3 versus 4. In general, any experimentwith k groups
has k(k — 1)/2 different pairs available for testing.

Thestatistical methods mostoften used, such as the
t-test, are designed for use with a single comparisonor. -
test; thus, when they are used for severaltests at once,
as in the case just described, multiplicity. is a factor
that needs to be considered. Clearly, the moretests are
made, the more chances exist for unusually high or
low values to occur. If the testing system fails to take
accountof this multiplicity, then the investigator will _
tend to interpret extremeresults without the necessary

Investigators ‘often label as
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Table 1. Type of Analysis Reportedin 50 Articles Comparing Group Meansin Volumes
298 to 301 of the Journal.
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This is called the Bonferroni meth-

od..For an experiment with five
 
 

Ficureé INCLUDED

SHOWING RESULTS No Ficure
ANALYSIS PERFORMED OF ANALYSIS PROVIDED

Multiple-comparisons i 2 2
analysis

Analysis of variance 1 13
. Both multiple comparisons 1 2

and analysis of variance :

Neither multiple comparisons 15 ‘ 16
nor analysis of variance ‘

All analyses 19 . 33

OF ANALYSES*

groups, there are 10 tests ofpairs,
so with a simultaneoussignificance
level of0.05, the Bonferroni method

TotaNo.

4 leads us to conduct each of the 10
4 individual tests with a significance
3 level of 0.05/10 = 0.005.

The Bonferroni method changes
the way we perceive the experi-
ment, because the error rate. for
each t-test in the framework of the

31

52
 

*Onearticle? included three different analyses, making a total of 52 for the 50 articles.

cant” differences so extreme that they would occurin
less than 5 per centof the tests when two groups were
drawn from populations with identical means. When
several tests are made, however, the chanceofatleast
one such extreme result increases rapidly with the
numberoftests. The exact formula is not important.
The main pointis well illustrated by a case in which
there are four groups and thus six comparisons;in this
situation, the level of significance is closer to 21 per
cent than to 5 per cent. Thus, unless accountis taken _
ofmultiplicity, the investigator may be mistakenly im-
pressed by the seemingly ¢extreme (and thus seemingly -
rare) result.
Table 2 shows the increase in the probability that

extreme values will occur as the number. of groups,.
and of comparisons, increases. For seven groups, and -
21 tests, the chanceof findingat least oneresult that
could be labeled “statistically significant” is nearly
half, even if all populations have identical means.
Such an extremeresult is therefore about 10 times as
likely as the 5 per centsignificance level suggests.
Table 3 shows the numbersofgroupsstudiedin the

_ 50 articles. Two thirds of the analyses (35 of 52) in-
volved either three or four groups. Only two studies
compared more than six groups. :
‘Of the 50 articles comparing group means, more

than half (27) used only multiple t-tests to make com-
_Parisons among groups and thus took no direct ac-
count of the problem of multiplicity. Although the
technique of using manyt-tests appears simple, the
results are hard to interpret.
One method for taking accountof multiplicity ad-

justs the testingso that the simultaneousrisk offind-
ing one or morespurioussignificant results in all the
t-tests combined has the chosen significance level —
for instance, 5 per cent. Thatis, we alter the criterion
for individual comparisonsso that the probability of
finding at least one significant test result for the entire
experiment (lookingat all the t-tests simultaneously)
is 0.05 whenall the underlying group meansare equal.
This approachcontrols the chanceoferror per experi-
ment instead of per test. A common way. to approxi-.
‘Mate this methodis to divide the desired simultaneous
Significancelevel for the experimentas a wholeby the
numberoftests being made;the result is a newsignifi-
cance level to be used for each of the individualt-tests.

multiple t-tests is replaced by the
error rate for the entire experiment

ofall questions posed. When we make moretests, we
need to be more conservative in making each individ-
ual test if we want to control the error rate for the
experiment as a whole.
The Bonferroni adjustmentis deliberately conserva-

tive; that is, it keeps the significance level for the entire
experimentat least as low as intended. Estimated con-
fidence intervals for differences between group means
maytherefore be too wide, and the analysis may not
identify a difference between two meansthat would be
statistically significantifthe simultaneoussignificance

~ level were exactly the intended value. This approxi-
mationresults in a lack ofstatistical power — thatis,
we may have a reduced chanceofdetecting small but
real differences amongthe groups. It gives us a good
wayofthinking about the problem, but other methods
are preferable.

ANALYSIS OF VARIANCE

Ananalysis ofvariance answers the question wheth-
er there are differences amongthe population meansof
the groups being compared, but it does not pinpoint
which populations, if any, differ from the others. For
example, Perrin and Goodman" compared the wayin
which three groups of medical personnel (house offi-
cers, practicing pediatricians, and nurse practitioners)
handled telephonecalls from the parentsofacutelyill
children. Each worker received a score for complete-
ness of telephone interviewing based on how much
information he or she collected over the phone. The
authors tested for differences among the three groups
by using an analysis of variance, which indicated that
differences in interviewing ability did exist.

Table 2. Probability of Finding at Least One Com-
parison Significant at the 0.05 Level When Testing

All Possible Pairs of Groups.
 

 

No. oF No, oF

Groups TEsts PROBABILITY

2 1 0.05

3 3 0.11

4 6 0.21

5. 10 0.30
6 15 : 0.39

7 21. 0.47 °
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Table 3. Distribution of the Numbers of Groups

Studied in 50 Articles Comparing Group Meansin

Volumes 298 to 301 of the Journal.

 

No. oF
Groups No, OF
STuDIED ANALYSES*

20 2
3 17

4 18

5 4

6 / 9

10 1

15 1
 

*One article™? included three different analyses with different numbers of
groups for each analysis; thus the total in column 2 is 52.

Analysis of variance generalizes the t-test from two
groups to three or more groups. It replaces multiple
t-tests with a single F test of the assumption that the
underlying group population meansareall equal; the
single test takes proper accountofthe multiple-com-
parison problem. Thelogic ofthe F test is asfollows: If
all the groups have a common population mean, M,
then the observed group meansshouldall lie near M.
Ifthe meansare sufficiently dispersed, then thecritical
quantity called the F statistic is significant, and we
concludethatat least one of the population meansfor
the groups differs from the others. By itself, however,
analysis of variance does nottell us which groupsdif-
fer from which others.

In somecases, analysis of variance is a very useful
technique. When.comparing several groups to evalu-
ate treatmenteffects, for example, investigators want
to make sure that the groups are similar in “covar-
iates” — characteristics other than treatment that
may affect the outcome. For example, age and ‘sex
often affect the way patients react to treatment, and
investigators should assure themselvesthat the groups —
being comparedare similar in age and sex when these
factors mayaffect the outcome. Analysis ofvarianceis
well suited for testing the usual assumption that a
numberoftreatment groups have comparable popula- -
tion meansfor variables other than the main variable
of interest. For instance, in the study of medical per-
sonnel described above,!* we may wish to see whether
the three groups had comparable meanyearsofexpe-
rience. Analysis of variance provides a simple way to
test for differences of this sort.

Analysis of variance offers a. standard method for
comparing various groups whenthere is no presump-
tion beforehandthat they differ. We can use this meth-
od to compare drug therapies or disease groups that
we consider to be comparable or “about the same.”
For example, Griffiths et al.°° performedananalysis of

. variance to test whether the mean agesofpatients in
three endoscopic categories were similar. When this
test proved nonsignificant, they went on to makean-

- other analysis ofvarianceto lookfor differences among
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the three groupsin transfusion requirements, without

adjusting for age.
The authors used analysis of variance to compare

several group meansin about30 per cent(14 of 50)of.

the Journal articles.

MULTIPLE COMPARISONS|

An investigator may well have an idea what the
results will be, or which questions are most important,
before the study begins. For example, when compar-

ing the efficacy of several treatments with that of a
placebo, he or she may expect that the active treat-
ments will have similar effects but that each will be
more effective than the placebo. An example is an
experiment by Thadanietal.,*7 who compared the
performanceoffive beta-adrenergic—blocking drugs in
the treatment of angina with that of a placebo. The
authors found thatthe responsesofthe patients given |
the placebo seemedquite different from those of each
of the other treatment groups, but thatthe drug-treat-
ed groups were all similar.
Whatis an appropriate analysis for such an experi-

ment, with one placebo group and several treated
groups? In the context ofanalysis ofvariance, we ask a
single question of the data: Do the groups have equal
means? An ordinary analysis of variance simulta-
neously comparesall six groups and,in the instance
just described, confirms differences amongthe groups,
but it does nottell us which groups differ from which
others. If we want more information than analysis of
variance can provide, we need to ask more questions.
Multiple-comparison methodsallow us to do this and
still control the overall significance level. We can find

all the pairwise differences among the group means
and test them individually for significance, or wecan
separate the group means into clusters of “like”
_Means, so that all the means in onecluster differ sig-
nificantly from all the means ‘in any. other cluster.
Multiple-comparison methods can also test certain
weighted sums of the group means; using this tech-
nique, we multiply each group mean by its own con-
stant (a weight) and then add these products together.
A difference between two group meansis only one
example of such a weighted sum; the weights for such
a difference are 1 and —1 for the two group meansin
the difference, and 0 for each ofthe other means. More

complicated examples are described below.“ -

‘ Multiple-Comparison Techniques _

As described above, the Bonferroni method adjusts
{-tests to make each test more stringent, but it is con-
servative and mayhavelow statistical power. For this
reason, methods that are more nearly correct in their
significance levels have been developed for making
multiple comparisons among pairs of group means.
These methods attempt to keep the. overall signifi-
cance level of the experiment at the intended limit
(for instance, 0.05), while making it less likely that
a truepopulation difference between two groupswill

t
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be missed. Several of these methods are discussed
briefly below: those of Scheffé, Tukey, Newman-
Keuls, and Duncan. Both the SAS®! and SPSS®:63
statistical computing packages provide calculations
for each of these methods. Miller®* discusses methods
for making multiple comparisons in detail. Each
method assumesthat the data are normally distribut-
ed and that the true (but unknown) variance within —
each group is the same. Gamesetal.®survey recent
developments in multiple-comparison techniques. Of
the 50 articles I studied, 7 used a multiple-comparison
technique. !3:21,25:30,51 753,58

Scheffé’s test allows the investigator to examinethe
data and then to choose one or more weighted combi-
nations ofmeansto test, withoutbiasto the results. To
do this, the test must allow for many different weight-
ed combinations, becauseinvestigators may be imagi-
native in choosing a weighted sum. Theweights must
add upto zero,so that the value ofthe sum will be zero
when all the group meansare equal. Such sumsare
called contrasts. For example, in a study ofmotorabil-
ity in children in grades one, two, and three,we might
ask whether the second-graders’ performance differed
from that of the averageofthe children in thefirst and
third grades. Then, in the usual notation, we are ask-
ing about

9 — Yo(x, + Ks).

The weights for this contrast are —Y2-for X,, 1 for
X, and —% for x3. The method must be able to
look at any contrast, because it must allow for the
variability of all possible contrasts, even one, such
as 0.2x, + 0.7%_ —0.9X3, that few investigators are
likely to consider.
_Scheffé’s methodis the least likely of the multiple-

comparison techniquesto identify differences, because
. the investigatoris allowed to look at many morediffer-
ences, in the form of contrasts, than the other methods
allow. The invention of the method wasa milestone in
Statistics; it allowed the investigator to peek at the
data before choosing the contrast to report on andstill
report an honest significance level. The price of this
advantage was that the test had to allow for every
possible contrast, even though few were actual candi-
dates for study.
One of the 50 articles in my survey used Scheffé’s

method for multiple comparisons.
Tukey’s method exemplifies those that test for dif-

ferences among group meansbyusingthe difference
between the largest and smallest means, often called
the range, as a measureoftheir dispersion. Although
Tukey’s method, likeScheffé’s, can be used ‘to obtain
confidencelimits for all contrasts, it can also be used
to set limits only on differences. This second usere-
duces the impact of multiplicity on significance levels

_ when contrasts other than simple differences have no
interest for the investigator. Tukey’s method gives
narrowerconfidence limits than does Scheffé’s meth-

od. When used forall possible contrasts, however, Tu-
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key’s method has the disadvantage of giving wider
confidence intervals than Scheffé’s method. __

Tukey’s method uses special tables, comparable to
but different from the F tables. These tables are avail-
able in many textbooks, including Snedecor and
Cochran’s.? Noneof the 50 Journal articles I examined
used Tukey’s method.
The Newman-Keuls and the Duncan methodstake

a’ different approach. They create clusters of group
means that might reasonably be drawn from popula-
tions with identical meansand that may overlap. Fora
five-group study, ifwe numbered the observed means
from | through 5 in orderof increasing size, it might
turn out that two clusters would be Groups1, 2, and 3
and Groups3, 4, and 5. Thus,the largest three means
or the smallest three means might reasonably form
clusters from the same population, butin this instance
no four groups would form such a cluster. The actual
process of constructing the clusters requires a sequen-
tial set of comparisons,. whichI shall not describe.
Both methods make use of the same tables used for
Tukey’s method.
Of the two, the Newman-Keuls method is more

conservative than Duncan’s test. Newman—Keuls was
used once*? and Duncanfour times!*30,51,58 in the 30
Journal articles comparing group means.

Although multiple-comparison methods usually in-
volve considering all possible pairs of differences
amongthe groups, they are well suited to examining a
few selected differences. In the experiment reported by
Thadaniet al.,*” we mightbe interested only in the 5
differences between each drug andthe placebo and not
in all 15 possible differences among the six study
groups. We can use multiple-comparison techniques
to test these preselected differences without calculat-
ing the others. For example, we can use Bonferroni-
adjusted t-tests, taking as our divisor for the signifi-
cance level the numberof tests we make, five. When
wetest only a few differences, the Bonferroni method
worksfairly well. Note that we are testing for differ-
ences chosen for study before the experiment begins,
not those suggested by the collected data. The latter
case is discussed below.

Questions Suggested by the Data

Ideally, investigators should decide whichstatisti-
cal tests they will perform, including which groups
to compare, before they examine the data in even.a
cursory fashion. In practice, however, the data in
hand maysuggest comparisonsthat werenotoriginal-
ly planned.Ifgroups that the investigators expectedto .
be similar have quite different means, for instance,
there may bereasonsto test this apparentdifference.
Investigators who are careful in choosing. multiple-
comparison methods can make this new comparison
without changingthe overall significance level for the
experiment.

If we choose to test only the significance of the
larger observed mean differences in an experiment,
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the probability of finding apparently significant dif-

ferences will be greater than if we test pairs of

meanschosen at random before the experiment began.

In such a case, the overall significance level for

the experimentwill actually be higher than we de-

termined beforehand. The more conservative multi-

ple-comparison methodsallow investigators to select

which group meanstotestafter the experimentbegins,
by allowing for all possible comparisons. If group
meansare chosen for comparison testingon the basis
of their apparent. differences after the data have
been collected, it is importantto use these conser-
vative methods. As mentioned above, Scheffé’s meth-
od, in particular, was designed to permit this sort of
“data dredging.”

In summary, a more conservative method gives
broader confidence intervals, is less likely to report a
difference between means when none exists, and is
morelikely to missa real difference. Thus,it has lower
statistical power than a less conservative method. A
less conservative method,in turn, has a better chance
of detecting a small difference but also has a greater
chance of reporting a difference that is not real.

Two-Way ANALYSIS OF VARIANCE

A one-way analysis of variance assumes that the
groups are at the same “level” in some hierarchy. In
other words, the groups should be distinct, compara-
ble, and of equal stature. This is not always true for
the groups we wish to compare, however. There may
be severaldifferentlevels within a group.For instance,
three different drug treatments, A, B, and C, adminis-
tered at dosages Al, B1, and Cl, respectively, may be
taken as being at the samelevel, but an experiment
that includes three additional treatments — drug A at
dosage AQ,drug B at dosage B2, and drug C at dosage
C2 — is more complicated in that it includes two dif-
ferent dosages of each of the drugs in the design. A
one-way analysis of variance will not allow us to test
the effect of different dosages of the same drug;it al-
lows us only to compare all six groups at once. A
multiple-comparison method may help answer ques-
tions about howtheeffect of a single drug varies with
dosage, but the comparability of these six treatment
groups remains unclear. A better methodis an analy-
sis of variance that permits the dose level to be includ-
ed as a variablein the analysis. This method allows for
one F test of the effect of differing dosage in all the
groups simultaneously, as well as a separate F test
comparing the three drugs. An analysis of variance
that compares group means in this way, across two
separate categorizing variables, is called a two-way
analysis of variance. /

In a study by the Veterans Administration Cooper-
ative Study Group on Antihypertensive Agents,*!
each of two antihypertensive drugs (ticrynafen and
hydrochlorothiazide) was administered at two differ-
ent dosages. The authors conducted a one-way analy-

_ sis of variance comparingall four treatment groups.
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A two-way analysis of variance would have allowed

the authors to look at the effects of dosage as well

as of drug.
Carmel and Johnson!’ considered three categories

of anemic patients (European, black, and Latin

American) and also examined theeffect of sex. The

authors used more than a dozent-tests to try to get at
the effects ofethnic group and sex. A two-wayanalysis
of variance would have allowed them to estimate the
effects of sex and ethnic group separately, looking at
all the data at once, as well as to measure the joint.
effect of sex and ethnic group over and abovetheir
separate effects.

Twoofthe 50 articles in my survey did use a‘two-
way analysis of variance. McLellan et al.°? analyzed
patients in three drug-abuse groups by meansofpsy-
chological testing and retesting. The two-wayanalysis
permitted the investigators to use the scores onthetest
and the retest simultaneously in comparing the three
groups. It also compared the test and retest scores
themselves. Adamset al.9” studied levels of female
sexual activity according to contraceptive method and
segment of the menstrualcycle (first or second half).
This analysis could have been extendedto a three-way
analysis of variance if the authors had included an-
other variable analyzed elsewhere in thearticle, type
of sexual activity. This approach would have allowed
them to examine the effects of all three variables
simultaneously.

OrHER APPROACHES

Depending on what questions researchers wish to
answer, they can design their experiments in different
ways. In the thyroid experiment described earlier,'°
the groups might have fallen into two, three, or four
separate categories, depending on the way the re-
searchers viewed the data. Each group could have’
been considered separately, giving four categories.
Another possible design would be two categories —
euthyroid and hypothyroid — each with two subcate-
gories. There could also be three categories — euthy-
roid with two subcategories, temporarily hypothyroid,
and permanently hypothyroid. Each different design
calls for its own analysis. We have discussed only three
types of analysis-of-variance designs: one-way, two-
way, and three-way. Brownlee? and Winer’ discuss
other analysis-of-variance designs and give examples
of the calculations involved.

PossisLe DirFicuLTies IN COMPARING

Group MEANS

Both the multiple-comparison methods and analy-
sis of variance assumeequality of variancesin the dif-
ferent groups. This assumption allows for a pooled
estimate of the common group variance, using the
variances of each group, that is more precise than
any of the individual group variances. Although the
required F test is not greatly affected by small -
differences in group variances, the data should be.
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checkedfor large differences in group variances before
the means are compared.Several tests have been de-
vised for this purpose, including Hartley’s F-max, a
test based on the ratio of the largest group variance
to the smallest group variance. Details are available ©
in textbooks such as Snedecor and Cochran’s.? The
BMDP computing package® provides another such
method, Levene’s test, also described by Snedecor
and Cochran.
The variances of groups compared in the Journal

articles in my survey often differed substantially, rais-
ing questions aboutthe accuracyofthe analysis. Ifone
group variance is muchlarger than the others, it will
increase the estimate of the pooled variance, making
it more difficult to detect differences among the
groups with small variances. Sometimes converting,

“transforming,” the measurements to anotherscale
can make the variances more nearly equal. For exam-
ple, if the variance of the group increases as the mean
of the group increases, taking logarithms or square
roots of the original data may make the variances
more nearly equal in the transformedscale. The anal-
ysis then proceeds in the new scale. Adamset al.°’
used the F-max test to compare the variances of their
study groups. The disparity in variances led them to
take square roots of the data before performing an
analysis; this technique corrected the disparity.

Onepossible drawback to the use of such transfor-
mationsis thatall the results ofthe analysis refer to the
transformed data, not the original data. Sometimes
the units of the transformed data cannotbe interpret-
ed clearly. For example, reciprocals of data on the
time required to complete some action give the speed
ofcompletion, but the square roots ofsuch data havea
less obvious meaning.
Whenwehaveevidence that the assumptions about

normality and equal variance do not hold, we may
want to use nonparametric techniquesto test for dif-
ferences among means. Nonparametric methods do
not require the usual assumption that the data are
normally distributed and so are appropriate whenitis
likely that the data do not meet that assumption. One
such method is the’ Kruskal-Wallis test, available on
SAS, SPSS, and BMDP. Sokal and Rohlf® give an
example.
No matter how the data are analyzed,it is almost

always useful to provide a plot of the results. Often,
a plot speaks so clearly that the message is obvious
regardless of the method. Differences among groups
are instantly apparent, and outlying valuesare easily
recognized.
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