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ABSTRACT 
Influenza is an important public health concern. Influenza leads 

to the death or hospitalization of thousands of people around the 

globe every year. However, the flu-season varies every year viz. 

when it starts, when it peaks, and the severity of the outbreak. 

Knowing the trajectory of the epidemic outbreak is important for 

taking appropriate mitigation strategies. Starting with the 2013-

2014 flu season, the Influenza Division of the Centers for 

Disease Control and Prevention (CDC) has held a “Predict the 
Influenza Season Challenge” to encourage the scientific 
community to make advances in the field of influenza 

forecasting. A key observation from these challenges is that a 

simple average of the submitted forecasts outperformed nearly 

all of the individual models. Further, ongoing efforts seek ways 

to assign weights to individual models to create high-performing 

ensemble models.  Given the sheer number of models, as well as 

variation in methodology followed among teams contributing 

influenza-risk forecasts, multiple forecasting models can be 

combined, by capturing human judgment, to outperform a simple 

average of these same models. This project exploits such a 

“wisdom of crowds” approach, using public votes acquired with 

the help of an R/Shiny based web-application platform in order 

to assign weights to individual forecasting models on a week-

over-week basis, in an effort to improve overall ILI risk 

prediction accuracy. We describe a strategy for improving the 

accuracy of influenza risk forecast modeling based on a crowd-

sourced set of team-specific forecast votes and the results of the 

2017-2018 season. Our approach to assigning weights based on 

crowd-sourced votes on individual models outperformed an 

average forecasts of the individual models. The crowd was 

statistically significantly more accurate than the average model 

and all but one of the individual models.  

1 Jeffrey Morgan is also a scientist with Joint Research and Development, Inc. 

1.0 INTRODUCTION 
Influenza has long been an important public health concern. 

2018 marks the 100th anniversary of the 1918 Spanish flu 

pandemic. Estimates vary, but it is thought to have infected 500 

million people and killed 20 to 50 million people worldwide [1]. 

While influenza pandemics occur infrequently, seasonal 

influenza presents a global health burden that varies in timing 

and intensity every year; millions become ill and thousands die 

every year [2]. Many factors, including characteristics of the 

circulating virus, vaccine effectiveness, weather, and human 

behavior, contribute to the variations in the season. The Public 

Health community has multiple non-pharmaceutical intervention 

(NPI) strategies to reduce influenza, including public service 

announcements (e.g., encourage vaccinations, hand washing, 

covering coughs and sneezes), social distancing (e.g., school 

closures), and environmental surface cleaning and disinfecting 

(e.g., frequently touched surfaces in schools and airplanes) [3]. 

To encourage the scientific community to collaborate and make 

advances in the field of infectious disease forecasting, CDC’s 
Influenza Division has held “Predict the Influenza Season 
Challenges” since the 2013-2014 flu season. A key observation 

from these previous challenges is that a simple average of the 

submitted forecasts outperformed nearly all of the individual 

models. A simple average with equal weights to all models 

demonstrated relatively good performance, but a weighting 

strategy that assigns more weight to better models offers an 

opportunity for improved performance. This paper explores a 

proof of principle approach of combining models by assigning 

weights based on votes collected from a crowd of willing 

participants.  
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2.0 METHODS 
 

The CDC compiles data about the fraction of influenza-

related patient visits across the US and its territories, from 

~2,000 healthcare providers. CDC publishes weekly data on 

current and historical flu seasons on their FluView website [4]. 

The website is updated every Friday, around noon, and is freely 

available to the general public. 

 

2.1 CDC Influenza Metrics  

The CDC includes weighted Influenza Like Illness (wILI) as a 

metric for influenza activity. The CDC derives wILI as the 

percentage of people attending participating health facilities with 

symptoms that suggest an influenza like illness, weighted based 

on population [5]. Table 1 shows the results from a CDC Study 

of the influenza seasons in the U.S. from 2010-2011 to 2015-

2016 and includes their relative ranking. Table 1 shows that the 

clear relationship between wILI and other measures of influenza 

burden. 

 

Table 1. Influenza Burden in the U.S. from the 2010-2011 

Season through the 2015-2016 Season and their Relative 

Ranking [6]. 

 

  

 
Figure 1. Epidemiological Curve for Influenza at the National level 

from 2004-present [4]. 

The rise and fall of wILI over the course of these seasons is 

shown in the epidemiological curve of Figure 1.  Clearly, some 

seasons have higher peaks than others, but further inspection 

shows that there is variation in the timing for the season peak and 

season onset. Season offset for a region is defined as the first of 

three consecutive weeks above baseline for that region. The 

baseline is based on the wILI during the weeks outside of the 

influenza season; it is the mean wILI plus two standard 

deviations [5].  As shown in Figure 2, the U.S. Department of 

Health & Human Services (HHS) groups states and territories 

within the U.S. into ten different regions.  The baseline wILI% 

for each region are shown in Table 2.  

 

 
Figure 2. Map of HHS Regions 

Table 2.  HHS Regions and their Influenza Baseline for the 

2017-2018 Season [5] 

Region States 2017-21018 

Baseline 

Region 1  

 

Connecticut, Maine, Massachusetts, New 

Hampshire, Rhode Island, and Vermont 

1.4% 

 

Region 2  New Jersey, New York, Puerto Rico, and the 

U.S. Virgin Islands 

3.1% 

 

Region 3  Delaware, District of Columbia, Maryland, 

Pennsylvania, Virginia, and West Virginia 

2.0% 

 

Region 4  

 

Alabama, Florida, Georgia, Kentucky, 

Mississippi, North Carolina, South Carolina, 

and Tennessee 

1.9% 

 

Region 5  

 

Illinois, Indiana, Michigan, Minnesota, Ohio, 

and Wisconsin 

1.8% 

 

Region 6  Arkansas, Louisiana, New Mexico, 

Oklahoma, and Texas 

4.2% 

 

Region 7  

 

Iowa, Kansas, Missouri, and Nebraska 1.9% 

 

Region 8  Colorado, Montana, North Dakota, South 

Dakota, Utah, and Wyoming 

1.3% 

 

Region 9  Arizona, California, Hawaii, and Nevada 2.4% 

Region 10 Alaska, Idaho, Oregon and Washington 1.4% 

 

2.2 CDC Influenza Challenge 

With the ultimate goal of improving the prevention and 

control of influenza, CDC launched the influenza forecasting 

challenge in 2013-2014. The stated short-term goals were to 

improve the understanding of influenza models and their 

contribution to decisions in public health [7]. CDC has continued 

to conduct influenza challenges and to incorporate lessons 

learned by the modelers, influenza challenge organizers, and 

 Esitmated 

Illnesses 

Estimated 

Hospit-

alizations 

Estimated 

Deaths 

Peak 

wILI% 

Mean 

wILI% 

(weeks 

40-39) 

2010- 

2011 

21,096,749 

(5TH) 

281,589 

(5TH) 

13,541 (4TH) 4.552 

(4TH) 

1.766 

(3RD) 

2011-

2012 

9,231,004 

(6TH) 

139,497 

(6TH) 

4,154    (6TH) 2.389 

(6TH) 

1.447 

(6TH) 

2012-

2013 

35,490,424 

(1ST) 

592,688 

(2ND) 

19,962 (1ST) 6.061 

(1ST) 

1.905 

(2ND) 

2013-

2014 

28,445,377 

(3RD) 

322,123 

(3RD) 

13,590 (3RD) 4.591 

(3RD) 

1.738 

(4TH) 

2014-

2015 

34,292,299 

(2ND) 

707,155 

(1ST) 

19,490 (2ND) 5.982 

(2ND) 

1.975 

(1ST) 

2015-

2016 

24,577,163 

(4TH) 

308,232 

(4TH) 

11,995 (5TH) 3.560 

(5TH) 

1.652 

(5TH) 
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CDC Influenza Division personnel who are briefed on model 

results.  

On a weekly basis throughout the challenge, modeling 

teams incorporate the CDC data that is released on the FluSight 

website on Fridays and submit forecasts on Monday. CDC 

uploads these models to GitHub on Tuesdays. For the 2017-2018 

season, forecasters provided discrete probability distributions for 

the seven targets in Table 3 at the National level and each of the 

ten HHS Regions described previously [8].  Each increment in 

the discrete probability distribution can be thought of as a “bin”. 
 

Table 3. Influenza Challenge Targets and Basis for Scoring 

Target Definition Scoring Range for 

Forecasting 

Challenge 

Season Onset Week The first of 3 consecutive 

weeks that wILI% is above 

baseline 

Actual week  1 

week 

Season Peak Week The week that the wILI% is 

highest 
Actual week  1 

week 

Season Peak Intensity 

(truncated to nearest 

0.1%) 

The wILI% of the Peak 

Week 
wILI%  0.5% 

1 week ahead wILI% 

(truncated to nearest 

0.1%) 

The wILI% of the week 1 

week in advance (the next 

week that CDC will provide 

data for and also the week 

that just concluded) 

wILI%  0.5% 

2 week ahead wILI% 

(truncated to nearest 

0.1%) 

The wILI% of the week 2 

weeks in advance 
wILI%  0.5% 

3 weeks ahead wILI% 

(truncated to nearest 

0.1%) 

The wILI% of the week 3 

weeks in advance 
wILI%  0.5% 

4 weeks ahead wILI% 

(truncated to nearest 

0.1%) 

The wILI% of the week 4 

weeks in advance 
wILI%  0.5% 

  

For targets based on weeks (i.e., season onset and season 

peak week), the probability distribution bins are weeks.  For 

these targets, scoring is based on the probability assigned to the 

bin containing the correct week as well as one bin (aka one week) 

before and one bin after.  For targets based on wILI%, the 

probability distribution “bins” are in 0.1% increments and are 
truncated such that 3.01 and 3.99 both fall within the bio of 3.0 

to 3.1. For these wILI% targets, points are awarded for the 

probability assigned to the bin containing the correct wILI% as 

well as five bins (aka 0.5%) below and five bins (aka 0.5%) 

above. All bins within the scoring range yield equal scores (i.e., 

bonus points are not given for a prediction within the exact bin). 

When analyzing the results of previous challenges, CDC 

found that a simple mean of the forecasts outperforms nearly all 

of the individual models. There are many intutitive ways that one 

might improve upon an ensemble model which simply takes the 

mean of all the models. For example, one could give more weight 

to better performing models and less weight to models with less 

impressive track records. Computer algorithms could be written 

to assess various weighting strategies based on historic 

performance or on recent performance. For the 2017-2018 

season, several efforts were undertaken to explore various 

strategies to combine models [9].  

For the CDC Influenza Challenge, teams incorporate 

Friday’s FluView data into their models and submit forecasts to 
CDC by Monday night. CDC uploads these models on GitHub 

[8], on Tuesday morning or early afternoon. 

It is important to note that there is a lag between when a 

patient presents at a health care center and when that visit is 

incorporated into totals released by CDC on Friday afternoon.  

At the end of every week, participating health providers submit 

their data to their state health departments. The state health 

departments compile that data and submit to CDC during the 

early part of the following week. CDC compiles that data and 

releases that data on Friday afternoon. As a result, if a patient 

visits a health center on Monday of week n, that visit will be 

reflected in the data shared by CDC on Friday of week n+1. 

 

2.3 Wisdom of Crowds Approach 

Human brains are very powerful and process tremendous 

amounts of data at the subconscious level. For example, we can 

be outdoors and gain a sense that a storm is coming even when 

we had no conscious thought to consider the likelihood of a 

storm – going through a predetermined checklist of determining 

the type of clouds in the sky or estimating the speed and direction 

of the wind, or assessing the change in barometric pressure. We 

have developed a sense of an impending storm without using a 

well-defined algorithm with threshold values to make this 

assessment. Somehow, we gain this experience and place some 

amount of trust in our predictions without making any 

quantitative calculations. We accept that our predictions are not 

always right, but we continue to make predictions. This 

“Wisdom of Crowds” approach aims to capitalize in our innate 
abilities to assess the trajectory of the influenza season. 

Outputs from various influenza models may show different 

disease trajectories and then be given to a leader to aid in the 

decision making process. To synthesize these forecasts, the 

decision maker may want to know how well each model has 

performed historically and recently. Decision makers may 

incorporate their own judgment of the relative merits of each 

metric and may combine that information with their own mental 

model to formulate the relative likelihood of various outcomes.  

However, the decision maker may not be particularly adept at 

mentally combining forecasts.  The book, Superforecasting The 

Art and Science of Prediction by Phillip Tetlock and Dan 

Gardener notes that teams are better at forecasting than 

individuals and that crowds are more accurate than professional 

forecasters. Through the Good Judgement Project, the 

Intelligence Activity Research Projects Activity (IARPA) 

discovered that there are a few people who are really good at 

making predictions and coined those people “Superforecasters”.  
Tetlock and Gardener describe characteristics of 

Superforecasters and noted that the traits of superforecasters 

conflict with traits that make good leaders [10].  

The book, The Wisdom of Crowds, by James Surowiecki, 

explains the phenomena that crowds are often able to derive 

correct solutions even if the judgement of individual 
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crowdmemebers is unexceptional. For example, if a group of 

people guess the number of jelly beans in a glass jar, many 

guesses will be incorrect by wide margins, but the mean may be 

fairly accurate. One interesting aspect of this phenomena is that 

the crowd participants don’t have to be experts. In fact, it is better 

if there is a broad background amongst the crowd members [11]. 

2.3 Wisdom of Crowd Members 

Organizers of CDC’s Influenza Challenge have provided 
briefs of this challenge to the Office of Science and Technology 

Policy Pandemic Prediction and Forecasting Science and 

Technology Working Group (PPFST WG). These organizers are 

regular participants in the PPFST WG and include one of the 

PPFST WG co-chairs. The idea for this project – to assemble a 

crowd of interested people who would vote on the models they 

thought would score the most points - was discussed with 

Influenza Challenge leaders, Roni Rosenfeld, who leads the 

Delphi Group at Carnegie Mellon University, Nicholas Reich 

who is leading several efforts in creating ensemble models, and 

the PPFST WG. Crowd members whom were invited to vote on 

their top-model to believe in on a given week, were identified 

from the PPFST WG, other modeling teams and select 

individuals whom were familiar with the ILI forecasting project.  

 

2.4 Models 

It was deemed important to identify good models for the 

crowd members to select from. A model from Columbia 

University (CU) won the inaugural Influenza Challenge [7]. 

Models from Carnegie Mellon’s Delphi Group have won the 

subsequent three challenges [12], with models from Columbia 

University also placing high. The top model that was not 

developed by the Delphi Group in 2015-2016 was Kernel of 

Truth from University of Massachusetts – Amherst. Similarly, 

the top model not developed by the Delphi Group or Columbia 

University in 2016-2017 was developed by Los Alamos National 

Laboratory (LANL). Two other models were provided to the 

crowd. Models from Knowledge Based Systems Inc (KBSI), 

which is affiliated with Texas A&M University, and 4Sight, from 

the Biocomplexity Institute of Virginia Tech, participated in both 

the 2015-2016 challenge and the 2016-2017 challenge, with 

demonstrated improvement. KBSI has been awarded Phase I and 

Phase II Small Business Innovative Research (SBIR) awards for 

the Data Integration and Predictive Analysis System (IPAS) 

which they used in these challenges [13]. Virginia Tech 

developed an agent-based model for the Ebola 2014 outbreak 

which subsequently had a strong performance in the Ebola 

Challenge organized by the Research and Policy for Infectious 

Disease Dynamics (RAPIDD) at the National Institutes of Health 

(NIH) [14]. The Delphi Epicast model and the 4Sight models 

incorporate crowd sourcing in their models. This paragraph 

described the basis for which the models for the “Wisdom of 
Crowds” effort were selected. 

With the aim of presenting a manageable number of choices, 

crowd members were only given a few models from which to 

choose for the first few weeks of the challenge. At the request of 

participants, more models were made available. Following 

Epidemic Week (EW) 5 of 2018, the 4Sight model was no longer 

submitted. As a result, 4Sight2 was substituted as an option in its 

place. Table 4 shows the availability of models, as well as the 

number of crowd members who submitted votes for each week. 

 

 

 
Table 4. Number of Participating Crowd Members and Models to 

choose from for the MWWR Epidemiological Weeks. 

 

2.4 R/Shiny App 

An R/Shiny app was created to download the models from 

GitHub, display the models, and provide a means to capture and 

record votes from crowd member [15]. When the user submits a 

vote for a particular target, it automatically advances to the next 

target. This app also includes a tab with epidemiological curves 

from previous seasons and another tab showing the performance 

of the models in the challenge. All of this information is 

considered potentially useful in deciding which model is likely 

to be most accurate for a particular target and location. The app 

also calculates the score, as described previously, for each of the 

predictions from each model. The R/Shiny app is hosted on a 

DigitalOcean. server. A screenshot of the R/Shiny app is shown 

in Figure 3.  
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Figure 3. Screenshot of R/Shiny app for Influenza Forecasting 

 

2.4 Wisdom of Crowds Mechanics 

Except for holiday weeks, CDC posted models some time 

on Tuesday morning or early afternoon.  (For holiday weeks, the 

timing was adjusted to allow for changes in CDC reporting 

requirements.) The models and most recent CDC wILI data were 

subsequently uploaded to the Rshiny-based website for capturing 

crowd votes [15] as technical difficulties permitted. Crowd 

members were also emailed a ballot and optional worksheet that 

included epidemic trajectories with the wILI% for the current 

season and all seasons since the 2004-2005 season. The 

worksheet provided a means for participants to record their 

thoughts on each of the targets while looking at the epidemic 

curves prior to selecting from the available models.  

Crowd members were asked to vote on the website (or via 

the ballot/email) for the seven targets of Table 3, at the National 

Level, HHS Region 3 and HHS Region 4. In the interest of time 

crowd members were provided an option to allow their votes for 

best model for each of the targets at the national level to count 

for HHS Regions 3 and 4 and also the opportunity to allow their 

votes for HHS Region 3 to count for HHS Region 4. The CDC 

challenge required votes for all ten HHS Regions. Votes for HHS 

Regions 3 and 4 were averaged and used to determine weights 

for HHS Regions 1, 2, and 5-10.  (Voting for HHS Regions 3 and 

4 was adapted beginning in the 3rd week of the challenge (EW 

45). For the first week (EW 43), crowd members only voted on 

HHS Region 1. For the second week (EW 44), crowd members 

voted on HHS Regions 1 and 2.) The results from Regions 1, 2, 

and 5-10 have not yet been assessed and are not reported here.  

Throughout the season, crowd members were provided 

feedback on the accuracy scores for each of the models, as well 

as their individual selections. When crowd members were 

provided updates of the scores, the top two leading crowd 

members for that week were identified.  

 

3.0 RESULTS 
3.1 Overall Results 

Data for the proposed wisdom-of-crowds’ approach is emerging 

as the influenza challenge has not yet reached its completion.  

(This section will be updated after the challenge has reached its 

completion and data has been analyzed). Results for the PPFST 

Crowd prediction is compared to the models that were offered to 

crowd members for that week, as not all models were available 

for every week. Results of the crowd viz. average and crowd viz. 

each model is shown for each week is shown in and each target 

in Tables XX and XY, respectively.  

Current data collected from this approach thus far indicates 

that the mean accuracy score of the crowd-selected team on a 

weekly basis across territories and regions in the study was 

consistently higher than the average ILI prediction accuracy 

score across contributing teams on a weekly basis (p<0.01) and 

per target (p<0.01, see Figure 4).   The median difference of 

means between score assigned to the crowd as opposed to the 

average score across teams was 0.02 higher in favor of the 

crowd, whereas the mean difference between individual teams 

was as high as 0.26 when compared against individual team-

specific average scores, across regions and targets for prediction 

(see Table 6). 

 

Table 5. Weekly performance of Crowd and each of the models 

 

 

Each team produces a forecast with a probability distribution of 

forecasted values for each target in each region. As discussed in 

Section 2.2, the accuracy score for the purpose of this analysis 

and the CDC challenge is defined as the probability assigned to 

the actual correct ILI risk estimate for the given week (once the 

week has elapsed) +/- the average across a range of values on the 

aforementioned probability distribution, which is +/- 1 week for 

temporal-evolution of peak-ILI risk as well as season-onset 

predictions, or +/- 0.5% for ILI predictions for 1-to-4 weeks 

ahead. 
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Figure 4. Box Plot of Crowd Score and Average Team Score 

 

4.0 DISCUSSION 
It is important to note that the results are tentative. Tables 5 

and 6 assume that the influenza season has peaked at the week 

and wILI% most recently reported by the CDC. Every week, 

CDC updates their FluSight website with influenza totals to date. 

Some local health providers do not report their results on a timely 

basis. A health provider that is overwhelmed with influenza 

cases may not have the ability to accurately break down and 

report the number of influenza cases. When the data is reported 

at a later date, the additional information affects the CDC totals.  

Every week, the CDC reported values change such that prior 

scores are affected.  Even slight changes to wILI% (e.g., 4.03 to 

3.98) can cause a shift in the scoring. This effect is exacerbated 

for the 4Sight2 model which often responded with a point 

prediction with a probability of 1.000 in a single bin.  While this 

may turn out to be a good strategy to maximize points, a change 

to wILI% such that their point prediction falls out of the scoring 

range will significantly alter the points scored for that region. 

 

 

Table 6. Comparison of Individual Models, Crowd, and Average 

MEAN DIFFERENCE 

ACROSS TARGETS / 

LOCATIONS   

P-

VALUE 

CI 

LOWER 

CI 

UPPER 

TEAM V/S 

CROWD 

-0.02 0.00 -0.04 -0.01 Delphi Epicast 

0.02 0.01 0.01 0.03 Delphi STAT 

0.02 0.02 0.00 0.04 CU-SEL 

0.02 0.05 0.00 0.05 CU-Network 

0.06 0.00 0.02 0.09 KBSI 

0.04 0.00 0.02 0.06 Kernel of Truth 

0.03 0.05 0.00 0.07 LANL DBM 

0.26 0.00 0.19 0.32 4Sight 

0.00 0.82 -0.03 0.04 4Sight2 

0.03 0.00 0.02 0.04 Average of Teams 

 

As Table 5 shows, performance increased in the latter half 

of the challenge.  There are several explanations for this 

observation.  The results for several targets have already been 

tentatively identified and the general shape of the 

epidemiological curve is flattening.  After CDC reports influenza 

activity with three consecutive weeks with wILI% above 

baseline, the season onset is known.  Once the season peak has 

been reached and the epidemiological curve has turned 

downwards, the season peak week and peak percentage are 

tentatively known. These seemingly known results are subject to 

fluctuations in the data reported by the CDC, as described 

previously.  

Of course, there is some probability that there will be an 

influenza wave late in the season which will create an even later 

peak with higher values. Only one of the eight models, KBSI, 

assigns much probability (0.25 as of EW15) to the likelihood of 

a late influenza wave exceeding earlier peaks. One crowd 

member reflected this belief in their votes. Since the tentative 

scoring in this analysis considers the peak to have passed, KBSI 

appears to be less accurate in predicting the peak.  Since one 

crowd member regularly selects KBSI for this target, the crowd 

score is also lower than it would be otherwise. While there is 

some probability that there will be a late influenza wave, models 

attributing 0.0 probability to this happening will normally score 

lower.  This does not mean that attributing 0.0 probability to a 

late influenza wave is more correct than one that does not.  

Hopefully, with a large enough crowd, these low probability 

events will be appropriately accounted for with an appropriate 

percentage of votes.  

As shown in Table 4, most weeks only had three or four 

participants.  As a result, if one participant chose a model that 

performed poorly, the crowd’s performance would be lessened.    

The study was generally successful in showing at a “proof-
of-concept-level” that a crowd can be solicited to choose models 
on a weekly basis; the crowd’s input can be consolidated into a 

“Crowd Vote”; and that the “Crowd Vote” may outperform a 
simple average of the available models.  However, a larger crowd 

size is needed to fully assess the benefits of a wisdom of crowds 

approach.  

After the first several weeks, crowd members were able to 

choose from 8 models. It is not clear what is the optimal number 

of choices. Studies accessed prior to the start of this “Wisdom of 
Crowds” challenge suggested a “less is more approach”.  
Research by Sheena Iyengar of the Columbia Business School 

has indicated that three options is often the ideal number of 

choices. For other choices, her findings suggest that three 

columns with three options each would be ideal. Simply, too 

many choices can be overwhelming [16]. These authors have not 

yet found a study on the optimal number of choices for discrete 

probability functions. 

There are several possible reasons why people who were 

aware of the challenge did not participate. Many people are busy 

with other time consuming and worthwhile efforts. Selecting the 

best model was a somewhat time-consuming process, several 

times longer than the 5 minutes which was originally targeted. 

The task asked for crowd members to make choices for 7 targets 

for three locations (National, HHS Region 3, and HHS Region 

4).  Perhaps, 21 selections with 8 choices is overwhelming. 
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While the process allowed for crowd members to use model 

selection choices from one location to be used for another 

location, this option was only exercised twice in the 87 ballots 

submitted to date. It is interesting to note that the Delphi Epicast 

model asks for participants to “sketch” their expectations for the 

epidemiological curve for 21 16 locations (National, ten HHS 

Regions, four states, and Washington, D.C.). Other people may 

not have participated because they are uncomfortable or 

unfamiliar with probability distribution functions and unsure 

how to compare their expectations for the trajectory of the 

epidemiological curve with the discrete probability distributions 

of the 8 models. Others may have questioned whether their 

experience was appropriate for this study; they may feel that they 

have either “too much experience” or “too little experience” 
which would skew the results one way or the other. Others may 

have declined to participate because they perceived the process 

to be not enjoyable or not worthwhile.   

The crowd members reflected a “coalition of the willing”.  
No prizes for participating or winning were announced.  The 

intent of offering a prize would be to achieve a larger crowd and, 

more importantly, better results. Prize money would provide 

motivation for a crowd member to participate every week and 

would provide motivation for making wise selections. On the 

hand, the desire to win, which could be enhanced with the 

opportunity for prize money, may drive individuals to gambel 

aggressively and select the 4Sight2 model which offers the 

opportunity to score a 1.0. The Delphi Epicast model output, on 

the other hand, always follows a discrete Gaussian distribution 

and offers a more conservative approach and predictable return. 

If prize money were provided to the crowd member with the 

overall highest score for the season, that could drive a crowd 

member who was trailing to select models which provide an 

opportunity to catch up. For example, selecting KBSI, which 

assigned more likelihood to a late influenza wave, for the season 

peak target to give them a chance to catch up. 

5.0 CONCLUSION 
In this study, using a crowd to identify the models most 

likely to be correct resulted in more accurate forecasts, as defined 

by the study, than a simple average. Due to the nature of the 

variability in the influenza season and the members of the crowd, 

future studies may yield different results. Further study is 

warranted 

The authors have begun planning for the 2018-2019 

influenza challenge. The authors intend to recruit more crowd 

members for the next season and conduct the challenge with 

more rigor. The PPFST WG will remain a focus area for 

participation, but crowd members may be recruited from 

universities and social media. 

A prize structure for Wisdom of Crowd participants will also 

be determined and announced prior to next season’s challenge. 

In future, we propose to correlate the nature i.e. time-series 

pattern of ILI risk increase after season onset, in a given season, 

in addition to descriptive statistics on voted-team-specific ILI 

risk accuracy scores.  

The authors will explore stratification of crowd voters by 

experience level with technology and Flusight dataset (i.e. low, 

medium, high) and then regress their voting scores on their 

experience level.   
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